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Contrail formation in aircraft wakes
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The process of formation and early evolution of a condensation trail (“contrail”) in the near-field
of an aircraft wake was numerically studied by means of a mixed Eulerian/Lagrangian two-phase
flow approach. Large-eddy simulations were used for the carrier phase, while, for the dispersed
phase, a Lagrangian particle tracking method was used, coupled to a microphysics model to ac-
count for ice nucleation. The basic configuration was an exhaust engine jet loaded with soot
particles and water vapor and interacting with a wing-tip trailing vortex. The thermodynamic
conditions for contrail formation were identified by tracking the spatial distribution of supersatu-
ration around particles. A strong mass coupling between the two phases was demonstrated by the
simulations: the condensation of water vapor over soot particles, induced by exhaust dispersion
into cold ambient air, leads to the formation of ice crystals whose sizes grow until thermodynamic
equilibrium between the two phases is reached. Finally, local vapor depletion causes significant
deviation from the classical mixing line theory and is also responsible for polydispersion of par-
ticles radii.

1. Introduction

Contrails are ice clouds generated by water exhaust gases from aircraft reactors, forming the
common visible white lines in the sky. As assessed in the special report of the Intergovernmental
Panel on Climate Change (IPCC report (1999)), they have an important environmental impact
because they artificially increase cloudiness and trigger the formation of cirrus clouds, thus alter-
ing climate both on local and regional/global scales. This was confirmed in a recent climate study
(Travis & al. (2002)) performed in the three days following the 11th of September 2001, when
all american civilian aircrafts were grounded and no contrails existed over the USA. During this
period, abnormal and significant temperature differences between day and night (namely, "daily
temperature range” or DTR) were observed in the USA.

Contrails consist of ice crystals which mainly form by condensation of exhaust water vapor
over suitable nucleation sites, like soot particles and sulfur aerosols, emitted by aircraft engines
(Schumann (1996), Karcher & al. (1996)). The microphysics of ice formation has been widely
investigated during the last years (see Pruppacher & Klett (1997) for a complete review) and
was found to be strongly affected by atmospheric conditions as well as engine parameters like
the type of fuel. In particular, for low fuel sulfur content and low ambient temperature, direct
heterogeneous freezing of ice on soot particles compete with the sulfur enhanced activation path
into water droplets. In such a case, contrails form when the air surrounding the particles becomes
supersaturated with respect to ice (Schumann (1996)). For certain atmospheric conditions, this
may occur somewhere in the jet plume, as the result of the increased humidity due to mixing
between hot and moist exhaust gases with cold and less humid ambient air. In a vapor pressure-
temperature plane (see Fig. 1), assuming that vapor and heat diffuse at the same speed and that the
flow is adiabatic, pure mixing can be graphically represented by a straight ("mixing”) line which
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is completely defined by the two states A (ambient air) and B (exhaust gas). In Fig. 1, supersatura-
tion corresponds to the thermodynamic states laying between S; and Sy, where pw > psat(T)- An
ice crystal forms when such a condition is locally satisfied in the jet plume and, at the same time,
a nucleation particle is present. Background atmospheric vapor, which eventually adds to the
exhaust content, is responsible for the persistence of contrails (Gierens (1996)). Formation and
persistence of contrails have been studied during the last years, mostly in atmospheric science
literature, through in situ measurements and numerical simulations with different levels of com-
plexity (see IPCC report (1999) and references therein). Using sophisticated microphysics and
radiative models (generally employing "bulk” formulation for the ice phase) those authors ana-
lyzed the development (e.g. Sussmann & Gierens (1999)) and persistence (e.g. Gierens (1996))
of contrails and their interaction with atmosphere on time scales of the order of minutes and tens
of minutes from the emission time.

The present work focuses on the simulation of contrail formation and early evolution in the
near-field of an aircraft wake, i.e. up to a few seconds from the emission time. To that end a
two-phase flow approach is used, by assuming that the medium consists of a gaseous carrier
phase and a solid, dispersed phase (ice crystals). Large-eddy simulations have been used for the
carrier phase, as they were found to be well suited to deal with inherently unsteady phenom-
ena taking place at flight Reynolds number, such as jet and wake vortex instabilities (Le Dizes
& Laporte (2002), Paoli & al. (2003)). A Lagrangian particles tracking method has been used
for the dispersed phase to track particles motion. The basic configuration consists of an exhaust
jet, loaded with water vapor and soot particles, interacting with a wing-tip trailing vortex (see
Paoli & al. (2003) for a discussion of jet/vortex interaction in the near-field of the wake). The
objective of the simulations is two-fold: first, provide a detailed 3D description of the condition
for ice formation in the exhaust jet and the effects of the wake vortex, by analyzing the spatial
distribution of supersaturation around particles. Then, the formation and early evolution of the
contrail and its influence on vapor mixing with ambient air are analyzed, by exploiting a simple
microphysics model for ice growth, derived from atmospheric science literature (Karcher & al.
(1996)). The governing equations for the two-phase flow model and the results of the simulations
are presented, respectively, in Sec. 2 and Sec. 3, conclusions on the main outcomes of this study
are finally given in Sec. 4.

2. Governing equations and ice microphysics model

Large-eddy simulations of ice formation are carried out through an Eulerian/Lagrangian two-
phase flow approach. For the gaseous (carrier) phase the fully compressible Navier-Stokes equa-
tions are solved together with a transport equation for a scalar field Y, representing the exhaust
water vapor. These equations are filtered spatially so that any variable @(x) = [p,pu,pV,pW, pE,pYy]
is decomposed into a resolved part @(x) and a non-resolved (or sub-grid scale) part @’(x),
with @(x) = @(x) + @’(x). For compressible flows, Favre-filtered variables are used, defined as
@(x) = @(x) + @ (x), with @= p@/p. Using this approach, dimensionless Favre-averaged Navier-
Stokes equations are (Paoli & al. (2003)):
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FIGURE 1. Thermodynamic conditions for ice for-
mation: ps(T) is the saturation curve with respect to
ice. States A and B represent, respectively, cold at-
mospheric and hot exhaust conditions (the distance
between A and B is exaggerated). States S; and S;
define the range of supersaturation, py > psat(T).
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FIGURE 2. Theoretical evolutions of particles
radius for different initial Knudsen numbers,
Kn(0) = A/rp(0) where A is the mean free path of
vapor molecule and rp(0) = 0.02pm is the dry soot
particle: ,Kn(0) =2.5;----,Kn(0) =10;
, Kn(0) = 36.
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The source term w is due to ice nucleation and is responsible for vapor/ice mass coupling in the
continuity and scalar equations, as detailed in the next Sections. The sub-grid scale (SGS) stress
tensor ajj = —(puitj — pUilj), the SGS heat flux Qj = pCpTu; —PCpT; and the SGS scalar
flux &; = —(pYwuj — pYwUj) are modeled through sub-grid-scale eddy-viscosity concept:
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where@ =T — %ckk is the modified temperature while turbulent Prandtl and Schmidt num-
\"%

bers are assumed to be constant, Pr; = 0.3 and Sc; = 0.3 (these are good aproximations for shear
flows, according to dynamic model LES by Moin & al. (1991)). Sub-grid scale viscosity liggs is
obtained through the Filtered Structure Function model (Ducros & al. (1996)), initially devel-
oped in spectral space and then transposed into physical space. This model was found to be well
suited for the simulation of transitional flows because it induces no SGS viscosity when there is
no energy at the cutoff wavelength (Ducros & al. (1996), Le Dizés & Laporte (2002)).

2.1. Particles treatment

The Lagrangian particle tracking approach has been adapted to the present problem of ice forma-
tion. On one hand, due to their small size (the radius r varying from tens of nanometers to a few
microns, during the early contrail evolution, see Karcher & al. (1996)), the particles relaxation
time 1p = 4ppr%/18u remains short (10~8s to 10~5s) and negligible compared to the character-
istic times at the filtered size. This allows to treat them as tracers which follow the carrier phase.
On the other hand, strong mass exchanges between the ice and vapor phases takes place because
of the large particles number density, varying between 10° and 10*m~3, a few seconds after the
emission (Karcher & al. (1996)). This also implies that only packets of particles, or "numerical
particles”, can be carried, each one containing a large number nyans Of real soot-ice kernels (as
discussed in Paoli & al. (2002), this approach can be seen as a a particular case of the method of
moments used to solve a Liouville equation for particles conservation in four-dimensional space
(X,¥,2,rp)). A numerical particle can be thought as the center of mass, X, of Nirans physical
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particles. In the tracer limit, its motion is completely described by:

% _ e (26)

a9k
where i is the (filtered) gas velocity at x,. Using filtered quantities in (2.6) is equivalent to neglect
sub-grid dispersion, compared to the resolved, large scale dispersion (due to the high Reynolds
number).
Gas sources are estimated at the numerical particle positions with point force approximation
(see Boivin & al. (1998), Yeung& Pope (1988)). Afterwards they are projected on the Eulerian
grid, that is equivalent to the application of a spatial filtering (Boivin & al. (1998)). Although
complete exchange between phases (full two-way coupling) is allowed (Hélie & al. (2002)),
drag momentum exchange remains negligible due to the tracer limit and the solid/gas mass ratio.
Temperature cannot be modified by ice growth by more than a few Kelvin (Schumann (1996)),
so that thermal exchanges from particles to gas are also neglected. Hence, only mass exchange is
considered, i.e. vapor condensation over soot particles through the source term .

2.2. Ice-growth model

The term w = py is found to be negligible in (2.1) because of the small amount (order of few
percent) of water vapor in the exhaust gases. On the other hand, in (2.4), it accounts for vapor/ice
phases exchange and is related to the radius growth, fp, of a single ice crystal p, by a simple,
diffusional law by Karcher & al. (1996). In dimensionless form, ¥, and p are given by (np is
the total number of numerical particles and all bars and tildes are removed for simplicity):

. G(rp)(Yw—Year)

Np
Pw(X) = — zlntransé(ﬁ_lp) 4T[r%pprp (2.8)
p:

where py, is the ice density and Ys is the vapor mass fraction at saturation (related to the molar
fraction, Xsat, bY Ysar = Xeat/ (Xsat + (1 — Xeat) Wair /W), With Wair = 28.85Kg/Kmole, Wy, =
18.01Kg/Kmole). Saturation conditions are estimated by Sonntag (1994)

Psat = PXsat = eXp(—6024.5282/T +29.32707 + 1.0613868 10 2T
—1.3198825107°T2 —0.49382577InT). (2.9)

The collisional factor G(rp) in 2.7 is given by a semi-theoretical correlation, G(rp) =(1/(1+
Kn) +40Kn/3)~1, which accounts for the transition from gas Kinetic to the continuum regime
(see Karcher & al. (1996)) and was found to give good results for quasi-isothermal flows and low
heat transfer problems (Qu & Davis (2001)). It is parametrized by the Knudsen number, defined
as the ratio of the vapor mean free path to the soot-ice kernel radius, Kn = A/r. The mean free
path is estimated through A = (v/21td?n) 1 which depends on the vapor molecular cross section
1td? and the total number density n. Despite its simplicity, this model contains much of the es-
sential physics of condensation by vapor diffusion, more sophisticated microphysics models can
be found in atmospheric science literature (see Pruppacher & Klett (1997)).

A (zero-dimensional) system of equations 2.7 and 2.8 in rp and Yy, can be integrated for given
intial conditions r(0) and Yy(0), if the total number of ice-soot kernels Np = np X ngrans, T and
A are assigned. Typical values for the engine exhausts at flight conditions are T = 220K and
Yw(0) = 0.03 (Garnier & al. (1997)), while the evaluation of the initial soot particles size and
distribution is more difficult and can widely vary according to the engines. Following Karcher
& al. (1996), a reasonable choice is rp(0) = 0.02um and N, = 2.5 x 101 (obtained by a soot
number density of 0.9 x 10'm~2 and a volume 1 x Ty, with rj¢ = 1m). Moreover, due to
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FIGURE 3. Sketch of the computational domains FIGURE 4. Joint PDF of temperature and water
for the jet and the interaction phases. vapor partial pressure around passive particles at

t = 0.65s (the saturation curve pg is also shown).

uncertainties in the evaluation of the exact cross- section of water vapor molecule, three values
of A have been considered to check the sensitivity of the ice growth process. Figure 2 shows that
reducing A increases the growth rate whereas it does not affect the final value of the radius which
corresponds to the thermodynamic equilibrium state at the (fixed) saturation conditions.

2.3. Numerical scheme

The numerical code is a three-dimensional finite differences solver. For the gas phase, space
discretization is performed by a sixth-order compact scheme (Lele (1992)). Time integration
is performed by means of a three-stage Runge-Kutta method, for both phases. The projection
of source terms at the particle position (xp,Yp,Zp) 0on the eight closest fixed grid points xi, i, zi
is made inversely to the volume |(xp — Xi)(yp —Vi)(zp — zi)| (Boivin & al. (1998)), through a
liner interpolation scheme to take advantage of its bounding properties. Boundary conditions are
periodic in the z-direction, and non-reflective outlet in the others, using the NSCBC technique
(Poinsot & Lele (1992)). The solver NTMIX3D is fully parallel, using domain decomposition.

3. Model problem and results

This section describes the results of the simulation of ice formation in the near-field of an
aircraft wake. A two-stage simulation is used (Ferreira Gago & al. (2002), Paoli & al. (2003)):
it consists in first simulating a temporal evolving jet (”jet phase”) and, then, its interaction with
the vortex ("interaction phase™). A sketch of the computational domain for the two phases is
shown in Fig. 3. For the jet phase it has dimensions Ly = Ly = 16rj and L, = 6rj, z being
the jet axis and rj = 1m the exhaust jet radius, and consists of 161 x 161 x 61 grid points; for
the interaction phase, the dimensions are Ly = Ly = 30r¢ and L, = 6r¢ with 301 x 301 x 61
grid points, where rc = rj is the vortex core. The jet Reynolds number and Mach number are,
respectively, Re = rjw; /v = 3.2 105 and M = 0.2. Axial velocity, temperature and vapor mass
fraction are initialized according to a tanh law:

Wolr) = 5 [ Wy +wa) — (W —wa) F(1)], Tor) = 3 [(Tj +Ta) — (T =T F(1)],

Yo (1) = %[(YWJ. +Yue) = Yoy = Yo F(1)]  with  F(r) = tanh [%r_ej (% - %)] (3.1)



6 R. Paoli, J. Hélie & T. Poinsot

0.007
0.006
0.005

0.004

ng*/np

0.003

0.002

0.001

O T T T T[T T T T[T T T[T T I T [ TTI T T[T T I T [TTTT]

e s T N N b0 b bobobodoesoed
1 I‘_Z/r_] 3 4

=)

FIGURE 5. Jet phase: a) plane cut of vapor content and distribution of supersaturated particles (t = 0.73s);
b) evolution of the radial distribution of supersaturated particles: —o —, t = 0.6s —A— , t = 0.63s;
—v—,t=0.67s;—o—,t=0.7s; —o—,t =0.73s.

where r is the radial distance from the center; rj/6 = 10; while subscripts j and a indicate, re-
spectively, exhaust jet and ambient air. In the present study no coflow is assumed, w, = 0, and
the background water content is zero, Yw, = 0. The exhaust water content, taken from available
literature data (Garnier & al. (1997)), is Yw; = 0.03, while ambient and exhaust temperatures are,
respectively, T, = 220K and 440K, giving T;/Ta = 2. The jet is loaded with np = 250000 (nu-
merical) soot particles with the same radius rp(0) = 0.02um. They behave as tracers (see (2.6))
and each one represents a packet of nyans = 108 physical particles. A random noise perturba-
tion dw is added to the base flow velocity wg in (3.1) to trigger jet instability and transition to
turbulence. When the maximum jet velocity has decreased to half its initial value (see Ferreira
Gago & al. (2002), Paoli & al. (2003) for details), the second stage of the computation begins:
the domain is enlarged and a vortex inserted (xjy = 5r¢ and yjy = —r, see Fig. 3), according to
the Lamb-Oseen model: vg(r) = avcre/r [1 —exp (—=B(r/rc)?)] where o = 1.4, = 1.2544 and
Ve = 1/1.5w; is the vortex core velocity.

3.1. Passive tracers results

A first set of LES was performed with passive particles and the ice-growth model switched off,
w = 0. This provided a reference mixing case for typical aircraft wake configurations, where
different initial conditions could be used with the same simulation. It was also useful to analyze
the spatial distribution of supersaturated particles and identify the regions where ice formation is
most likely to occur. Basic diagnostic consists in analyzing the thermodynamic properties of the
exhaust gas during mixing with ambient air. Probability Density Function (PDF) is used to iden-
tify the particles that upersaturate with respect to ice. Figure 4 shows the joint PDF of normal-
ized temperature, (T — Ta)/(T; — Ta), and water vapor partial pressure, (Pw — Pwa)/(Pw; — Pwa),
around soot particles. The PDF follows a straight line which indicates pure mixing between hot
jetand cold air. This is a consequence of low Mach number and Le = Sc/Pr = 1 assumption. The
first one implies small pressure fluctuations and kinetic energy negligible compared to internal
energy in (2.3). The latter implies the same diffusion terms in (2.3) and (2.4). Therefore, T and
pw are solved by the same transport equations and evolve along a mixing line

pw T +} Pwj+Pwa  Tj+Ta ‘
Pwj—Pwy  Tj—Ta

(3.2)

Pwy=Pwa Tj=Ta 2
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FIGURE 6. Passive particles distribution during the jet/vortex interaction phase: left, t = 1s; right,t =1.7s.
Dry soot particles are represented in black, iced supersaturated particles in white grey. The iso-surface of
the vorticity magnitude (in dark grey) identifies the vortex and the secondary structures around the core.

(obtained by elimination of r in (3.1)). All particles are initially placed below the saturation curve
Psat because they are still concentrated inside the hot jet region. Due to the mixing with cold air,
particles cool, down moving along the mixing line, until some of them become supersaturated
(crossing of psx curve att = 0.65s). The spatial distribution of supersaturated particles is provided
in Fig. 5 (left) together with a plane cut of water vapor content during the jet phase. The figure
shows that air first saturates around the particles at the edges of the jet where temperature has
dropped and there is sufficient vapor to condense. This is quantified in Fig. 5 (right) which shows
the number of supersaturated particles as a function of the radial distance from the jet. The large
peak at r = 1.5r; identifies the region of maximum accumulation of saturated nucleation sites.
The dynamics during the interaction phase is dominated by the entrainment of the exhaust jet by
the wake vortex (see Fig. 6). When the jet is close enough to the vortex core, its axial velocity
strongly interacts with the vortex tangential velocity, causing the formation of three-dimensional
structures of azimuthal vorticity. These structures progressively decay corresponding to complete
entrainment of the jet (Paoli & al. (2003)). This mechanism of entrainment enhances mixing with
external air. Exhaust cooling and vapor condensation are favored by the presence of the vortex,
as indicated in Figure 6 (right) which shows that all particles are supersaturated att = 1.7, thus
indicating that the contrail can form everywhere in the wake.

3.2. Freezing particles results

This section presents the results of the simulations by activating the ice-growth model, (2.7) and
(2.8), with an initial Knudsen Kn(0) = 2.5. The goal is to analyze how the contrail forms, grows
and influences vapor mixing. Figure 7 displays the temporal evolution of the mean crystal radius,

rpeet = ,/zpr%/np. Up to t ~ 0.7s, corresponding to the end of the jet phase, r®" slightly

changes with respect to the initial dry particle size, rp(0) = 0.02um. It starts to grow at the begin-
ning of the interaction phase when the high supersaturation Y\, — Ysx induced by the jet turbulent
diffusion and the presence of the vortex significantly increases the growth rate dr/dt. Later on,
at t ~ 2s the growth slows down and finally the mean crystals radius reaches a plateau value of
rg'ea” ~ 4.25umatt = 3s. This is explained by observing that, as long as particles freeze, exhaust
vapor is either removed or diluted in the jet plume by large-scale vortex entrainment and turbu-
lent diffusion (Paoli & al. (2003)). This reduces the mass fraction Yy, the local supersaturation
and the growth rate drp/dt, as indicated by 2.7. Associated to the growth of particles radius, the
total mass of ice mice = 5 ,4/3TPpr increases, reaching the remarkable value of 60% of the
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FIGURE 7. Evolutions of particles mean radius, FIGURE 8. Time history of sample particles radius,
rfpnean (—e—), and total ice mass normalized by showing that particles freezing first grow faster.

the initial water vapor content, Mjce/My, (—=—).

total initial vapor mass content. A general feature of the interaction is that particles which freeze
first attain the larger asymptotic radius, as shown in Fig. 8, because they find more vapor avail-
able for condensation. In particular, after complete entrainmen by the vortex, larger ice crystals
are equi-distributed as a function of the distance from the center (not shown). The strong mass
exchange by vapor removal affects exhaust dilution properties: in fact, vapor partial pressure py
decreases at a faster rate than temperature T (the latent heat of condensation is negligible, Schu-
mann (1996)) which causes a significant deviation from the theoretical mixing line, as shown
in Fig. 9 (left). The figure reports the scatter plot of py, and T interpolated around each particle
at different times during the interaction phase. It also shows that particles enter the supersatu-
ration region in the thermodynamic plane (T, pw), then move towards and finally collapse onto
the saturation curve psz. This indicates that thermodynamic equilibrium between vapor and ice
phases is reached according to the local thermodynamic conditions experienced by each particle.
For the sake of completeness, Fig. 9 (right) reports the same scatter plot for a case where (only)
the jet is run up to the same final time and with the same initial conditions. As the dilution of
the exhaust into cold air is not enhanced by the vortex entrainmnent, particles are closer to the
mixing line and supersaturation S = p — psa is higher (note that, from (2.7), dr%/dt = S, leading
to r?,”ea“ ~ 4.5um instead of 4.25um). On the other hand, the extent of the supersaturation region
in the wake is smaller because the exhaust plume area is smaller, as discussed in detail by Paoli
& al. (2003), see also Fig. 6.

The distribution of ice crystals size is provided in Fig. 10 in terms of radius PDF. The peak
around rp(0) = 0.02um at t = 0.73s (end of the jet phase) indicates that only a small amount
of ice has formed. As long as ice nucleation proceeds, such a peak decreases and finally disap-
pears, and the shape of the PDF finally approaches a Gaussian att = 3s. An important result for
contrail optical properties is the variance, var(rp) /rg®" ~ 0.125, which indicates polydispersion
whereas temperature and partial pressure around particles has become approximatively uniform.
Figure 11 finally presents the normalized PDF of water vapor mass fraction Y,y in the overall
domain, which identifies the instantaneous state of the available water vapor. Initially the PDF is
characterized by a quasi two-delta function at 0 and Y,y = 0.03 (not shown). The figure reports the
PDF att = 1.7, which corresponds to the highest mass exchange between the two phases. Three
cases are presented. The first one corresponds to the passive particles, with a typical beta-like
shape and non negligible PDF for relatively large values of vapor Y,, > 1.5 10~3. The second
corresponds to the active model results in the case of a slow growing process (large initial Knud-
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FIGURE 11. PDF of water vapor field over the

interaction phase: —x— ,t =0.7s; —— , entire domain att = 1.7s: —uo —, passive trac-
t=1s; —o—, t = 14s; —o— , t = 1.75, ers; —o— , Kn(0) = 36; —o—, Kn(0) = 2.5.
—o—,t=23s; - — -, t = 3s (Gaussian).

sen number), and the third curve corresponds to a fast growing process (low initial Knudsen
number). The figure shows the occurrence of a large transport of vapor mass by phase exchange
from Yy, > 1.51072 to the lower values around Yy, ~ 3104, as confirmed by the appearance of
a peak in the PDF (weaker in the case of higher Knudsen because of the slower ice growth).
Figure 11 demonstrates that the freezing of vapor surrounding the large ice particles, illustrated
in Figs. 7 and 9, directly affects the vapor content which is still available for the other particles.
This full-coupling process explains the radii polydispersion.

4. Conclusions and perspectives

The formation and early evolution of a contrail in the near-field of an aircraft wake was studied
by using a mixed Eulerian/Lagrangian two-phase flow model, coupled to a simple microphysics
model for condensation. The simulations were carried out with and without the model activated
the main objectives being: first, to characterize the contrail tridimensional structure, as the dis-
tribution of supersaturation in the wake; then, to understand whether and how, accounting for
tridimensional exhausts dispersion in the wake and for vapor depletion by condensation, affect
zero-dimensional theories on contrail formation. For example, it was shown that the classical
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”mixing” assumption used to predict ice formation may not be verified when a full coupling be-
tween ice and vapor phases is used. An interesting extension to this work would be to analyze
the interaction between an exhaust jet and a vorticity sheet to find out how its turbulence further
modify exhausts dispersion and ice growth. Finally, the proposed formulation for contrail LES
could be suitably improved and “enriched” in the future by the expected progresses in the under-
standing of ice microphysics and/or its interaction with atmospheric turbulence.

The authors wish to thank the CINES for providing computational resources and COS (Comité
d’Orientation sur le Supersonique) for support. The simulations were initiated at the 2002 Sum-
mer Program of the Center for Turbulence Research which is gratefully acknowledged.
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