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Foreword

Welcome to the 2006-2007 issue of the CERFACS ScientificvitgtReport.

Before turning to more scientific issues it is worth recglinmain event which took place during the period :
on October first, 2006, ONERA, the French Aerospace Lab,rhedhae sixth CERFACS shareholder. This
brought new support to CERFACS’ research activities suchemsdynamics and code coupling, among
others. It is also important to mention that CERFACS celegatits 20" anniversary on October 12, 2007,
which offered the opportunity for a large crowd of CERFACS&Iiranis and all-time friends to gather on the
premises to listen to stimulating talks and enjoy gettirgetber again.

What have been the major scientific achievements of thesdvpagears ? Reading through the report will
hopefully provide the reader with very many answers to thissgion, but let me just select a few results for
each team as an appetizer :

Parallel Algorithms

Highlights of the activity during the period include :

— development of a new flexible variant of the GMRES solvesgolon deflation and outperforming the
previous flexible schemes, and application to RCS computsin electromagnetics;

— development of multigrid preconditioned Krylov methods the scalable solution of very large three-
dimensional Helmholtz linear systems on massively pdraflenputers to simulate wave propagation
problems, and application to depth imaging in geophysics;;

— development of hybrid direct/iterative solver on distiiid memory computers, and application to
electromagnetics or structural mechanics;

— improvement of the ScaLAPACK software based on packeddofor storage, leading to halving the
necessary memory space without degrading the speed of ¢atigoy) and application to gravity field
computations in geodesy;;

— use of multigrid trust region methods in bound constraiogtimization, and application to calculus of
variations;

— development of new Ritz preconditioned trust region atfor for data assimilation.

To better disseminate these and other results, the seriéSpafrse Days” meetings was continued
(CERFACS, June 15-16, 2006, and October 10-12, 2007). Oeatearscale the team co-organized with
ENSEEIHT the 2007 international conference on "Precoaditig techniques for large sparse matrix
problems in scientific and industrial applications (PRE@BOZ)” on July 9-12, 2007, with a large
European and overseas participation.

Computational Fluid Dynamics

The work is now entirely organized around two simulation €@d on the one hand, AVBP is used for
combustion studies by CERFACS and many other laboratoridsrestitutes around Europe and overseas
while, on the other hand, elsA, developed together with ONER used for aerodynamics.
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Simulation methods for turbulent combustion kept progresat a very rapid pace. Let us just mention a

few highlights in this field :

— development of large-eddy simulations (LES) for reactiogrs, with world-premier applications dealing
with the simulation of a full combustion chamber in real istiial configurations, including all chamber
components (casing, walls, swirlers, exhaust nozzle) dimieers (15);

— development of LES for piston engines (with IFP), with wiepremiere applications in simulation of
multiple successive cycles;

These achievements made possible thanks, in part, to tlyeetfzient AVBP code, now a "standard”

code for massively parallel machines tested on almost afipeders belonging to the Top 10. They led to

the success of the Marie-Curie "ECCOMET” project under Féifed at training experts in two-phase
flow combustion and providing grants for 12 PhD students ognfiom Europe and overseas. They also
convinced SNECMA to initiate the C3S project, a first stepaays industrialization of the AVBP code.

Highlights of the aerodynamics activity during the periadlude :

— numerical simulation of the distortion generated by ondsd inlet flows, and application to nacelle
design;

— numerical simulation of casing treatment for turbomaekijnwith extension of the compressor operability
and increase of the pressure ratio;

— spatial simulation of wave-vortices fusion during takéamd landing ;

— first attempt toward the simulation of a whole gas turbinesMof these studies take, or will take,
advantage of the massively-parallel version of elsA, whischnder active development on CERFACS’
new IBM Blue Gene computer.

Additional CFD activities have been concerned with new &gpkimulations of ventilation in aircraft
painting halls and within office buildings, and with wind sifation within urban districts or flow simulation
in a computer room for the blow-out plenum.

Computational Electromagnetism

Among the main achievements which took place over the penedshould mention :

— development of the fast multipole method for scatteringbfgms with an impedance surface, and
application to the evaluation of the impact of a wind turbfien on a VOR antenna;

— further development of domain-decomposition methodsadrttie coupling of integral equations with
finite-element solution;;

— first application of the linear-sampling method to recamstimages of dielectric objects;

— improvement of the Galbrun method to describe the soungawation inside any prescribed subsonic
flow.

Climate Modelling

Using the fingerprint method allowed CERFACS’ researchergdtimate that about two-thirds of the
1990’s observed warming over France can be attributableitoam influence, with the rest explained by
natural variability. Further studies at the subregionatih scale showed that large modifications of the
precipitations and of the other components of the hydralaigiycle are to be expected over France at the
2050 horizon.

A promising result for seasonal forecasting was obtaineduiph the use of statistical modelling : if the

phase and amplitude of the Maden-Julian oscillation (MJ®@)used as predictors, the sign of the North-
Atlantic oscillation (NAO) 12 days later can be correctlygdicted in approximately 70% of the cases.
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It is also important to mention the participation in the Frercontribution in the 8 IPCC report (IPCC
AR-5), including the development of a high-resolution cleapocean-atmosphere model in collaboration
with CNRS, IFREMER and Earth Simulator Center in Japan;

Coupling

Couplers were still actively developed over the periodhwit

— OASIS.4 being more and more widely chosen by climate grdapkiding now the Met Office in the UK
and the Bureau of Meteorology of Australia, and being at thre of the new FP’7 METAFOR project to
describe in a standard way the climate data as well as thenmah@odels and their coupling algorithms
that produce this data;

— PALM is successfully used for more and more coupling appilims (data assimilation in the ocean
for atmospheric chemistry and for neutronics, hydrologygsystem modelling, model nesting, fluid-
structure coupling, optimization, ...). The newly deveddversion (24_0) accounts for dynamic object
size and is available on a number of computing platformsait be found in the new Web site, and
specific training for all types of users is organized at vdmgrsnotice.

Data Assimilation

Data assimilation methods have been applied to oceaniospineric-chemistry, and neutronic problems :

— development of an advanced variational ocean data aasionil system called NEMOVAR, in
collaboration with ECMWF, the Met Office in the UK, and INRIA.is based on the earlier OPAVAR
system but is redesigned for the new NEMO model, and incldidatures such as 3D-Var with
multivariate covariances, assimilation of in situ profjlesrface temperature, and multi-satellite altimeter
data, and can run on distributed memory machines;

— using the PALM software and the MOCAGE model, data asstmileof atmospheric ozone showed that
the various satellite-borne sensors are suffering frofiediht biases, and that a reference analysis of the
ozone field has then to be constructed;

— using mock-ups of the EDF Kaféine and Manara models tegettih the PALM coupler, the neutronic
activity in the core of a nuclear power plant has been optima&constructed from all the available
measurements, with a new application aiming at determittiegefficiency of this reconstruction as a
function of the number of measurements.

Oceanography

The MERCATOR group successfully contributed to the studshefseasonal oceanic structure using the
eddy-permitting version of the model at 1/4degree resolution, and was instrumental in developing the
new eddy-resolving model at 1/42degree resolution.

Aviation and Environment

With the aim of developing a parameterization of air traffic inclusion within climate models, and using
the suite of NTMIX and Meso-NH models, 3D simulations of arcft wake have been realized, which
include all dynamical, chemical, and microphysical preess The resulting contrails exhibit very realistic
distribution and size of ice particles; Similar studies also being developed for ship-plume simulations.
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Technology Transfer

The N’S* solution, for collaborative working for the extended eptise, benefited from additional new
functionalities. It is now organized as a Web applicatioithveecure access, secure data exchange, and
data-access management per user.

Computing resources

A new computer (IBM Blue Gene L) was installed in the summeR@d7, with a peak capacity of 5.7
TFlop/s, and with an accompanying increase of the storagaoity.

CERFACS scientific production is still high :

— the number of high-standard publications, i.e. in intéomally-refereed journals, is close to 90 for the
period, showing an increase as compared to past years whendhn rate of publications was closer
to 30 to 35 per year; CERFACS’ researchers have also prodoeedthe period approximately 200
technical reports, book chapters, and papers in confemooeedings;

— training of new researchers is very intense, with 24 PhhBsés being awarded over the period.

— itis also worth mentioning that among the 12 proposals WBERFACS submitted to thé’7Framework
Programme of the European Union in response to its 2007, Gattd§ them were successful, achieving
quite a high success rate close to 60%;

— finally CERFACS researchers and engineers are also vemeastapplied research, with more than 50
grants per year being held over the period, awarded eitherdbpnal funding agencies or industrial
partners.

During 2006 and 2007, the mean total number of (full-timeieajent) people working at CERFACS has
been 94 (see Tables ii to ix), with a global annual budgetgisiom 6.3 to 7.3 ME.

I sincerely hope that you will have some time to read throdghdetailed activity reports of the teams, and
that you will find there enough interest to pursue your callabion with us, or to initiate some new ones.

Enjoy your reading.

Jean-Claude ANDR
CERFACS Director
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CERFACS Structure

As a "Société Civile” CERFACS is governed by two bodies.

Firstly, the "Conseil de Gérance”, composed of only 6 mamagin French, "Gérants”) nominated by the
6 shareholders (see table i, where the 6th shareholder, @iN[pihed on Oct. 1st, 2006), follows quite
closely the CERFACS activities and the financial aspectselt9 times during the period (12 April 2006,
18 May 2006, 23 June 2006, 12 September 2006, 20 December 280%pril 2007, 2 July 2007, 10
September 2007 and 20 December 2007).

Secondly the Board of Governors (in French "Assemblée desogiés”), composed of representatives of
CERFACS shareholders and of 3 invited personalities, diolyithe Chairman of the Scientific Council. It
met 4 times during the period (18 January 2006, 4 October 2008anuary 2007 and 26 September 2007).

CERFACS Scientific Council met for the tenth time, on 9 Japf07, under the chairmanship of Prof.
Jean-Francois MINSTER.

The general organization of CERFACS is depicted in the CEREAhart, where the two support groups
(Administration and Computing) are shown together withrégearch teams.

CENTRE NATIONAL D'ETUDES SPATIALES (CNES) 23.4%
ELECTRICITE DE FRANCE (EDF) 23.4%
METEO-FRANCE 23.4%
EUROPEAN AERONAUTIC DEFENCE AND SPACE COMPANY (EADS) 9.9 %
SAFRAN 9.9%

OFFICE NATIONAL D’ETUDES ET DE RECHERCHES BROSPATIALES (ONERA)  9.9%

Table i : Société Civile Shareholders
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Board of Governors

Conseil de Gérance
E. CHAPUT, S. DUVAL, A. MAMODE
0. MARCHAND, J.-J. THIBERT, H. VIGNAU

Scientific Council
Chairman : J.-F. MINSTER

Director

J.-C. ANDRE

Administration Management

Computing Support
N. MONNIER

Parallel Algorithms
1. DUFF

Computational Electromagnetism
A.-S. BONNET-BENDHIA

SUC-URA CNRS 1875

Xvi

Computational Fluid Dynamics

T. POINSOT
Combustion Aerodynamics
B. CUENOT [J.-F. BOUSSUGE

Technology Transfer i L :

P-H. CROS : Scientific Teams i

............. B
oo | ] Data Assimilation | ,
O. THUAL !
Aviation Impacts :
D. CARIOLLE ;
Global Change :
O. THUAL :
Climate | STE?EE MERCATOR 5
L. TERRAY T. MOREL B. TRANCHANT |

CERFACS chart as of Dec. 31, 2007
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CERFACS Staff

TAB.

NAME POSITION PERIOD
DUFF Project Leader, 1988/11
CHATELIN Group leader | 1988/09
GRATTON Senior 2002/07-2007/06
VASSEUR Senior 2007/05

Post Doc 2005/10-2007/04
BABOULIN Post Doc 2006/04

Ph.D student | 2003/09-2006/03
BASTIN Post Doc 2005/01-2006/12
GARCIA ARAUJO | Post Doc 2006/04
TSHIMANGA Post Doc 2007/11
UCAR Post Doc 2007/01
AHMADNASAB Ph.D student | 2003/08
BOESS Ph.D student | 2006-05-2007/04
HAIDAR Ph.D student | 2005/03
MOUFFE Ph.D student | 2005/10
PINEL Ph.D student | 2006/10

Student 2006/04-2006/09
SLAVOVA Ph.D student | 2005/03
TROELTZCH Ph.D student | 2007/05

Student 2006/10-2007/03
AMESTOY Engineer 2005/12-2006/03
LE BERRE Engineer 2005/06
FEZZANI Student 2007/04-2007/09
GAYOU Student 2007/02-2007/08

ii — List of members of the PARALLEL ALGORITHMS project.
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TAB. iii — List of members of the COMPUTATIONAL FLUID DYNAMICS prject (1/3).

Xviii

NAME POSITION PERIOD
POINSOT Project Leader 1992/09
CHEVALIER Senior 1999/11-2006/01
CUENOT Senior 1996/10
DENIAU Senior 2006/11
JOUHAUD Senior 2001/10
GICQUEL Senior 2004/02
MONTAGNAC | Senior 2000/11
PAOLI Senior 2004/07
PUIGT Senior 2005/12
VERMOREL Senior 2007/11

Post Doc 2005/11-2007/10
BOUSSUGE Research Enginegr 2002/02
SOMMERER Research Enginegr 2002/04-2006/05
BOIN Post Doc 2004/12-2006/06
BOUDIER Post Doc 2007/10

Ph.D student 2004/10-2007/09
BRACONNIER | Post Doc 2007/01
DUCHAINE Post Doc 2007/11

Ph.D student 2004/10-2007/09
DUFOUR Post Doc 2007/06
GOURDAIN Post Doc 2006/02
LAMARQUE Post Doc 2007/11

Ph.D student 2004/10-2007/10
LANDMANN Post Doc 2006/08
MENDEZ Post Doc 2007/11

Ph.D student 2004/10-2007/09
PORTA Post Doc 2007/04

Ph.D student 2004/04-2007/03
STAFFELBACH | Post Doc 2006/06

Ph.D student 2002/10-2006/05
ALBOUZE Ph.D student 2005/10
AMAYA Ph.D student 2006/10

Student 2006/02-2006/09
AUFFRAY Ph.D student 2003/10-2006/12
BLANC Ph.D student 2006/09

Engineer 2005/10-2006/08
BODOC Ph.D student 2007/07
CABRIT Ph.D student 2006/10

Student 2006/02-2006/08
COLIN Ph.D student 2004/12
DAUPTAIN Ph.D student 2002/10-2006/03
DEVESA Ph.D student 2003/10-2006/10
ENAUX Ph.D student 2006/10

Student 2006/02-2006/09
FOSSO Ph.D student 2007/10

Student 2007/04-2007/09
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GARCIA Ph.D studenf 2005/10
GIAUQUE Ph.D student 2003/09-2007/02
GULLAUD Ph.D student 2007/11

Student 2007/04-2007/09
GUTIERREZ Ph.D student 2006/12
JAEGLE Ph.D student 2006/09
LACAZE Ph.D student 2005/11
LAVEDRINE Ph.D student 2004/10
LEGRAS Ph.D student 2007/11
LEYKO Ph.D student 2006/09
MAGLIO Ph.D student 2007/07
NYBELEN Ph.D student 2004/11
OZEL Ph.D student 2007/09
PASCAUD Ph.D student 2002/10-2006/01
RIBER Ph.D student 2003/10-2007/03
ROUX Seb Ph.D student 2003/10-2006/12

Ph.D student 2001/10-2004/12
ROUX A Ph.D student 2005/10
SAN JOSE Ph.D studenf 2006/10

Student 2006/02-2006/08
SCHMITT Ph.D student 2005/10
SENGISSEN Ph.D student 2002/10-2006/02
SENONER Ph.D student 2007/01
SENSIAU Ph.D student 2005/03
SICOT Ph.D student 2006/09

Engineer 2006/04-2006-07

Student 2005/09-2006/02
SILVA GARZON | Ph.D student 2007/08

Student 2007/04-2007/07
WAGNER Ph.D student 2006/10
WIECZOREK Ph.D student 2007/06
WOLF Ph.D student 2007/10
WUNSCH Ph.D student 2006/12
ZEREN Ph.D student 2006/12
ZUzIO Ph.D student 2007/08
BOILEAU Engineer 2007/05

Ph.D student 2003/10-2007/02
BENOIT Engineer 2006/05-2007/11
CHANAUD Engineer 2007/09-2007/10
JOUBERT Engineer 2007/06
ROUMEAS Engineer 2007/06
TOURNIER Engineer 2005/04-2006/09
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AYACHE Student 2007/06-2007/08
BEN AHMED Student 2007/04-2007/09
COMBE Student 2007/09
DASSE Student 2007/02-2007/09
Student 2006/06-2006/09
ETIENNE Student 2006/06-2006/09
EYSSARTIER Student 2007/06-2007/08
GERMAINE Student 2007/04-2007/09
GRAU Student 2007/07-2007/09
GUEZENNEC Student 2006/03-2006/09
MARGER Student 2006/03-2006/09
MYRCZIK Student 2006/03-2006/09
PEDOT Student 2007/02-2007/03
ROUX Ste Student 2006/06-2006/09
STOLL Student 2007/06-2007/11
VAN LEEUWEN | Student 2006/09-2007/07
VICQUELIN Student 2006/04-2006/10
BOLLWEG Visitor/Ph.D student 2006/10-2007/01
BREAR Visitor 2005/09-2006/01
HERNANDEZ Visitor/Ph.D student 2007/09-2007/12
KAESS Visitor/Ph.D student 2006/09-2006/11
MULLER Visitor 1997/11/
NICOUD Visitor 2001/10
RICHARDSON | Visitor/Ph.D student 2007/02-2007/05
RIZZI Visitor 1987/10
SAGAUT Visitor 2003/12
SCHONFELD Visitor 2001/01

List of members of the COMPUTATIONAL FLUID DYNAMICS proje¢B/3).
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NAME POSITION PERIOD
THUAL Project Leader 1991/09
ROGEL Senior 1998/10
TERRAY Senior 1992/10
WEAVER Senior 1999/11
MASSART Senior 2004/12
BOURIQUET Research Enginegr 2006/08
Engineer 2005/11-2006/07
MAISONNAVE Research Enginegr 2000/12
MOREL Research Enginegr 2000/03
VALCKE Research Enginegr 1997/02
DAMASIO DA COSTA | Post Doc 2006/10
MUNOZ Post Doc 2007/10
RICCI Post Doc 2007/11
CNRS 2006/10-2007/10
SANCHEZ Post Doc 2005/05-2007/04
DAGET Ph.D student 2005/05
MINVIELLE Ph.D student 2005/09
MIROUZE Ph.D Student 2007/10
NAJAC Ph.D student 2005/10
BOE Engineer 2007/12
Ph.D student 2004/10-2007/11
CAMINADE Engineer 2007/09-2007/12
Ph.D Student 2003/10-2007/08
EPITALON Engineer 2007/01-2007/12
Engineer 2005/09-2006/08
GHATTAS Engineer 2005/02-2006/07
MOINE Engineer 2007/03-2007/12
RODRIGUEZ Engineer 2005/09-2006/05
THEVENIN Engineer 2007/12
AUGER Student 2007/02-2007/06
BABQIQI Student 2006/02-2006/06
CHARLES Student 2006/06-2006/09
DUFOUR Student 2007/02-2007/09
GUILLERM Student 2007/01-2007/06
LABI Student 2006/06-2006/07
PAJOT Student 2006/01-2006/01
PEINGS Student 2006/05-2006/06
PERE Student 2006/05-2006/06
TRIVINO Student 2007/02-2007/08
YANG Student 2006/06-2006/09
ARGAUD Visitor 2006/07
BUIS Visitor 2006/01-2006/06
GACON Visitor 2003/04 -2006/04
PIACENTINI Visitor 2007/06
CASSOU CNRS 2002/11
LORANT CNRS 2004/09-2006/08
COQUART CNRS 2006/12
Engineer 2006/09-2006/11

TAB. iv — List of members of the CLIMATE MODELLING & GLOBAL CHANGHroject.
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NAME POSITION PERIOD
DREVILLON Senior 2006/06

Post Doc 2004/06-2006/05
TRANCHANT Senior 2001/07
GARRIC Senior 2005/03-2006/17
LELLOUCHE Senior 2002/10
REMY Senior 2003/12

BOURDALLE-BADIE

Research Enginegr2001/01

DERVAL

Research Enginegr 2003/07

DRILLET Research Enginegr 1999/03

REFFRAY Post Doc 2006/12-2007/11
CHANUT Post Doc 2006/01-2007/12
DHOMPS Engineer 2006/09-2006/11
LABORIE Engineer 2005/08-2006/02
LEGALLOUDEC Engineer 2006/03-2007/09

TAB. vi — List of members of the COMPUTATIONAL ELECTROMAGNETISkroject.

TAB. v — List of members of the MERCATOR group.

NAME POSITION PERIOD
BENDALI | Project Leaden 1996/01
FARES Senior 1992/06
MILLOT Senior 1995/11
PERNET | Senior 2007/03

Post Doc 2005/03-2007/02
ZERBIB Ph.D.student | 2002/10-2006/03
LE BRIS Student 2007/07-2007/09
COLLINO | Visitor 1994/04

NAME POSITION PERIOD
CARIOLLE Project Leader] 2003/08
PAOLI Senior 2004/07
CHOSSON Post Doc 2006/05
LE BERRE Engineer 2007/01
HEUFEU-TONKEU | Student 2007/03-2007/08
LAVEAU Student 2006/01-2006/0€
PEBERNET Student 2007/02-2007/04
SOURICE Student 2006/06-2006/09
VIZCAINO Student 2007/03-2007/09
PAUGAM Ph.D Student | 2005/01
PIACENTINI Visitor 2007/10
Engineer 2005/11-2006/04

TAB. vii — List of members of the ENVIRONMENTAL IMPACT OF AVIATIM project.
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NAME POSITION PERIOD
CROS Project leaden 1997/04
JONVILLE Engineer 2000/10
MAGLARAS | Engineer 2007/05-2007/09
MILHAC Engineer 2004/01
OLIVEIRA Technician 2007/06

TaAB. viii — List of members of the ENScube group.

NAME POSITION PERIOD
MONNIER | Project Leaderl 1996/12
D'AST Engineer 1996/10
LAPORTE | Engineer 1988/04

DEJEAN Technician 1990/11
FLEURY Technician 1999/10

CHANAUD | Student 2007/02-2007/04
DURAND Student 2006/04-2006/06
JONQUET | Student 2007/04-2007/04
POMES Student 2006/04-2006/06

TAB. ix — List of members of the COMPUTER SUPPORT group.
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CERFACS Wide-Interest Seminars

Anne-Sophie Bonnet(ENSTA, POEMS) :Simulation du rayonnement acoustique danséanulement
cisaille. (Jan. 10th, 2006)

Marzio Sala (ETHZ Computational Laboratory) Object-oriented programming techniques for sparse
linear system solvergJan. 12th, 2006)

Alison Ramage (Univ. Strathclyde, Dpt. Math.) Multigrid solution of discrete convection-diffusion
equations(March 24th, 2006)

Georges Duffa(CEA/CESTA) :Protections thermiques ablatables pour la réqgrhypersonique. Le point
de vue "calcul scientifique”(April 4th, 2006)

Carlos Roberto Mechosa(Univ. California) :What can be learned from 'sensitivity studies’ with General
Ciculation Models {Nov. 6th, 2006)

Thilo Schonfeld (Aerospace Valley, Toulouse)lntroduction to the 7th European Research Framework
Program and the first call in the aeroautics ard&eb. 14, 2007)

David Keyes(Columbia Univ.) :Scalable solver infrastructure for computational scieaoel engineering.
(March 15, 2007)

Didier Swingedouw (CERFACS) : Influence of ocean - ice sheets interaction on global warming
projections.(April 9th, 2007)

Andrew M. Moore (Univ. California, Santa Cruz) A nonnormal view of ocean variability stochastically
forced by the North Atlantic OscillatioifJune 11th, 2007)

Julian Hunt (Univ. College London) Using models of mesoscale flows over orography and urbarsarea
to examine effects of climatic and environmental tre§@st. 8th, 2007)

Jean-Philippe Argaud (EDF R&D and CERFACS) ©On mathematics for financ@Nov. 27th, 2007)
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Parallel Algorithms Project







1 Introduction

1.1 Introduction

The research programme conducted by the Parallel AlgostRnoject combines the excitement of basic
research discoveries with their use in the solution of lesgale problems in science and engineering
in academic research, commerce, and industry. We are awatdyoth with underlying mathematical

and computational science research, the development of teelniques and algorithms, and their
implementation on a range of high performance computintjgias.

The description of our activities is presented in severlksations, but this is only to give a structure to
the report rather than to indicate any compartmentalinatiothe work of the Project. Indeed one of the
strengths of the Parallel Algorithms Project is that merslmdrthe Team work very much in consultation
with each other so that there is considerable overlap anssditilization between the areas demarcated
in the subsequent pages. This cross-fertilization extémdsrmal and informal collaboration with other
teams at CERFACS, the shareholders of CERFACS, and resgarghs and end users elsewhere. In fact,
it is very interesting to me how much the research directimithie Project are increasingly influenced by
problems from the partners.

Members of the Team very much play their full part in the wideademic and research community.
They are involved in Programme Committees for major confees, are editors and referees for frontline
journals, and are involved in research and evaluation cdtees. These activities both help CERFACS to
contribute to the scientific life of France, Europe and theldvavhile at the same time maintaining the
visibility of CERFACS within these communities. Some meaasaf the visibility of the Parallel Algorithms
Project can be found from the statistics of accesses to tHRFBES Web pages where a major part of all
the hits for CERFACS projects are on the Algo web pages.

Our main approach in the direct solution of sparse equatimmsinues to be the multifrontal technique
originally pioneered at Harwell in the early 1980s. Durimistlast period we have further developed the
MUMPS package in conjunction with our colleagues at ENSEEINRIA-Lyon, and INRIA-Bordeaux.
The release currently being distributed is Version 4.7 @n8 research work that will most likely have
an impact on future releases is discussed in the followingjas, in particular in Section 3.3. The code
continues to be downloaded on a daily basis by researchensghout the world. The complex version has
been accessed extensively and used in many applicatiatisypely in electromagnetics. Along with our
colleagues from ENSEEIHT, Lyon, and Bordeaux, we were aa@edarge ANR grant, called SOLSTICE.
The main tasks in this grant supplement and overlap our relsaeork for sparse linear solvers including
development of techniques that might be implemented inréutaleases of MUMPS and the combined
use of direct and iterative methods for solving very largebpems from numerical simulation. Much of
the work described in Sections 3 and 4 is supported by this Adgramme. We were also awarded a
Franco-Berkeley Fund grant in 2007 for working in relatedzer although we do not plan to start work on
this until March 2008.

Most of the work discussed in Section 3 is concerned with thectfactorization of symmetric indefinite
and general sparse matrices. Considerable work has beerni@onderstand and develop robust approaches
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to the case of symmetric indefinite matrices. Research omimtag the out-of-core parallel solution for
one or many right-hand sides is progressing well and willdfafly also result in future improvements to
MUMPS. The curreniichilles Heel of parallel direct methods is in the prelimipanalysis stages involving
mainly symbolic and combinatorial aspects. This is beingrassed by some tasks from SOLSTICE and
we discuss some of this work in Section 3 (e.g. Sections 331,339). We discuss the more downstream
aspects of direct solvers including the use of MUMPS in a megale of our partners and the accurate
detection of rank and null space bases that can be impor#émitbits own right and in the development of
preconditioners.

The development of robust and general purpose precondigoand an analysis of their properties is
discussed in many of the contributions to Section 4. Althoitgrative methods can usually avoid the
memory restrictions of direct methods, it is now well esigiietd that they can only be used in the solution
of really challenging problems if the system is precondiéid to create a new system more amenable to
the iterative solver. We have continued this work, inclgdiwo-level and spectral schemes that effectively
and explicitly remove error components in a subspace spghbyesigenvectors corresponding to small
eigenvalues of the already preconditioned system. Muchefxork has been to extend these techniques
so that they can be applied to a wide range of problems inrdifteapplication areas. Many of the
contributions include a detailed analysis of these methau their application to large two and three
dimensional problems in geophysics and aeronautics andekiension to handle additional right-hand
sides efficiently. Some of this work involves novel ways oftoning direct methods and iterative methods
to obtain powerful hybrid methods for tackling problemsioé torder of many millions of variables. Other
work examines partitioning techniques that can greatlyaech some of the kernel operations of iterative
methods on parallel architectures, in particular of matéctor multiplication. Some of our software, in
particular the GMRES and FGMRES routines that are availableur web pages are high on the “google”
list, are very widely used, and have been downloaded oved G0tes.

The main area of interest for the Qualitative Computing @ra@encerns a deep understanding of the
influence of finite-precision computation on complex sdfentnumerical applications. Of particular
concern are a deeper understanding of the role of nonlitesardnd singularities in the context of
floating-point arithmetic. A major tool in this work contiea to be the use of homotopic deviations, a
technique pioneered at CERFACS by the Qualitative Compu@iroup.

A major focus of our work on nonlinear systems and optim@athas been in joint work with the
PALM Project and the Climate Modelling Group on data asstioh. This area is becoming one of
the main interdisciplinary focus points at CERFACS. We aagtipularly involved in a study of solution
techniques for linear least-squares computations thattlibe heart of data assimilation algorithms, and
we have investigated several aspects of this includinhéugtudies on Gauss-Newton methods and model
reduction techniques. Some of this work has been done ialmmiation with scientists from the UK through
a grant from the Alliance programme. We are also continuiregdevelopment of software for solving large
dense linear least-squares in a parallel environment avnel $tadied component conditioning and parallel
tools for cases when the least-squares problem has canstadded in an incremental manner. Other
work has involved the use of neural networks particularlagseconditioning technique for more general
optimization. Much of our optimization work involves trustgion methods including the innovative
combination of multilevel schemes with trust region methdéar optimization problems including those
arising in the solution of partial differential equatioMse are greatly aided in our optimization work by
Philippe Toint who is now a consultant to CERFACS in this area

The Parallel Algorithms Project is heavily involved in thedvanced Training aspects of CERFACS’
mission. We ran internal training courses for new recruitsali Projects at CERFACS to give them a
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basic understanding of high performance computing and nigaidibraries. This course was open to the
shareholders of CERFACS. We are involved in training thiotlge “stagiaire” system and feel that this
is extremely useful to young scientists and engineers ih bwir training and their career choice. In this
reporting period, we had four stagiaires : Anke Troltzsainf Germany, Xavier Pinel from UPS, Riadh
Fezzani from UPS, and Antoine Gayou from Pau. It is good tonegthat the first two stagiaires are now
PhD students working at CERFACS hopefully the right caréeiae for both the stagiaire and CERFACS.
Members of the Team have assisted in many lecture coursabet@entres, including ENSICA, INPT,
Toulouse 1 and INSA. Marc Baboulin completed his PhD thesgis'Solving large dense linear least
squares problems on parallel distributed computers. Appbin to the Earth’s gravity field computation”
in March, 2006. | am delighted to record that the thesis wasioh a high standard that Marc was awarded
a Prix Léopold Escande by INPT. This maintains our impressecord and is the third Algo thesis to
receive this accolade. Morad Ahmadnasab completed his Ré$dst submitted to Université Toulouse 1,
on “Homotopic deviation theory : a qualitative study” in ©ber 2007 and was awarded it with a mention
“summa cum laude”.

Our list of visitors is a veritable who's who of numerical &ysts, including many distinguished scientists
from Europe and the United States. We have included a ligtefsitors at the end of this introduction.
In addition to inviting our visitors to give seminars, sonfeadich are of general interest to other teams,
we also run a series of “internal seminars” that are prirgdat Team members to learn about each other’s
work and are also a good forum for young researchers to haiegtesentational skills.

As always, it was a pleasure to welcome on two occasions GehgbGrom Stanford who is a great
source of inspiration especially to our younger studertsas with very great sorrow that we received
news in November of the sudden death of Gene only a monthladtliad presented a plenary talk at the
CERFACS Anniversary meeting. We are planning to join theld&vgaommunity in commemorating Gene
in the celebrations planned for 29th February 2008 on thetligywould have been Gene’s 19th birthday.

We continue to have a “Sparse Days at CERFACS” meeting eaah @& 15-16 June 2006, our theme
was on optimization and we attracted an attendance of 51 f®wwountries with 21 talks and posters. In
2007, we had in effect two sets of Sparse Days. For the firstollaborated with ENSEEIHT to host the
Preconditioning 2007 meeting (a series held every two ysiace 1999, previously only in the US) at the
main Météo Conference Centre from 9-12 July. There werpré2entations and the meeting attracted 107
people from 24 countries. Then we combined a Sparse Daystidtmeeting organized at CERFACS on
October 11 and 12 to commemorate the 20th Anniversary oftdreaf CERFACS. One special feature of
this Sparse Days was that the Friday was devoted to talks IRFBES old boys who gave very interesting
talks on their current work and related it to their CERFAC$@&xence. This meeting attracted over 60
people from 14 countries (illustrating the strength of thigddiaspora) and was concluded by a very
memorable dinner on the Friday evening. A number of distislyed scientists who came to this meeting
also visited CERFACS and met members of the Team.

| am very pleased to record that, over the reporting periogl,have continued our involvement in joint
research projects with shareholders and with other teaf@&RFACS.

We have a project with EADS on preconditioning techniqueglgctromagnetics. We have continued
our joint effort with the CERFACS electromagnetics project the solution of discretized Maxwell
equations using the boundary element method in the framleafoa DGA/Dassault contract. This has
been an occasion for us to use techniques developed forcpedeductors in the more general context of
impedance, and to modify the GMRES-DR algorithm so thatntaape with flexible preconditioners.

We are represented in the CCT of CNES on orbitography and temeloped a strong collaboration with
them in the parallel distributed generation of normal etpnst and their subsequent Choleski factorization
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for applications in geodesy and computational electroratigs. We also took part in the organisation of a
workshop on code optimization for navigation and space canioation, in collaboration with the CCT of
CNES on "Positionnement et Datation par Satellites” (PDS).

We have had detailed discussions with EDF on both parallaekssp direct methods and domain
decomposition methods for the solution of industrial pesbs in structural mechanics in the framework of
CodeAster. We have also had discussions on embedded iteratioss $olving generalized eigenproblems
in neutronics. More recent collaboration with EDF has coned the work on null space bases in the context
of the ANR Solstice Project.

Our work on the optimization and linear algebraic aspectdaif assimilation has been of great interest
to and the subject of some discussions with the Climate Miodednd Global Change Group and Météo
France. We now have a strong and growing collaboration with@limate Modelling Team on aspects
of data assimilation, and continue to co-host Jean Tshimamgesearcher from Belgium who is doing a
PhD at Namur with Annick Sartenaer. Jean has since joined aespostdoc to continue his work in this
area. In the context of this work, we have also hosted visit:ifAmos Lawless from the UK MET Office,
from Nancy Nichols of the University of Reading who works tham numerical analysis and partly with
the meteorology department, and from Reading Universitglestts supported by our Alliance Programme
Grant.

One of our new PhD students, Anke Troltzsch, is doing a PhBaiteboration with Airbus on shape
optimization for drag minimization under lift constrainfEhis is a challenging area since both the cost
function and the gradient are noisy, and because heavy CRipu@tions with the elsA code are involved.
We have been working closely with TOTAL on the developmergfi€ient parallel solvers for Helmholtz
problems arising in their geophysical applications anceiz@en awarded a grant by them for a PhD to help
with this work.

We help the other Projects at CERFACS at all levels from theef@a-coffee” consultancy to more major
collaborations. These include advice on the elsA and the R¢Bdes of CFD, in particular on advice on
the accuracy of their computations in a parallel environthand many aspects of numerical algorithms
with Global Change. We are involved in close collaboratiower linear solvers in electromagnetic codes
with the EMC team. We have also interacted with the CSG grauigsues concerning new computer chips
and technologies.

As a postscript, | should record my thanks to my two senioesg& Gratton and Xavier Vasseur, for doing
all the hard work to ensure the smooth running of the TeamlySaerge’s sabbatical from CNES came
to an end in the summer of 2007 but | am delighted to report ilaemployers have seen the wisdom
of allowing him to devote a substantial amount of time to gmrg with the research programme of the
Team and to continue his supervision or joint-supervisib8 students. It is now Xavier who has to bear
the many responsibilities of the day-to-day managemenn hary pleased to say that he does so in an
excellent fashion and is well supported in his efforts by enthusiastic and talented postdocs and our
students who all contribute hugely to the ambience and giheye that many visitors remark on with great
appreciation and fondness.
| should also pay tribute to the support we receive from outeam members who are now working
at ENSEEIHT. Patrick Amestoy jointly supervises one studamd interacts greatly with another and
collaborates in our programmes on direct and hybrid solMeus continues to supervise a student and
is always on hand for good advice on our programme and irtierawith partners and other teams. Daniel
Ruiz is collaborating with us on aspects of the SOLSTICEguband Michel Daydé interacts closely with
us on networking, computing, and GRID topics. It is our ladialspora in action !

lain S. Duff.
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Visitors to Parallel Algorithm Project in 2006-2007

In alphabetical order, our visitors in the years 2006-20@Tuded :
LINA ABDALLAH (INRETS, France),

MORAD AHMADNASAB (University Toulouse I, France),

PaTRICK AMESTOY (ENSEEIHT-IRIT, France),

MARIO ARIOLI (RAL, U.K.),

ANGELA BERNARDINI (University of Pau, France),

AKE BJORCK (Linkdping University, Sweden),

CAROLINE BoEss(Bremen University, Germany),

Luiz MARIANO CARVALHO (Universidade do Estado do Rio de Janeiro, Brazil),
Tim Davis (University of Florida Gainesville, U.S.A),

MICHEL DAYDE (ENSEEIHT-IRIT, France),

JACK DONGARRA (The University of Tennessee, U.S.A)),

ToNYy DRUMMOND (Lawrence Berkeley National Laboratory, Berkeley, U.$,A.
ALAN EDELMAN (Massachusetts Institute of Technology, U.S.A.),
Luc GIRAUD (ENSEEIHT-IRIT, France),

GENE GoLusB (Stanford University, U.S.A.),

Nick GouLb (University of Oxford, U.K.),

JULIAN HALL (University of Edinburgh, U.K.),

Nick HIGHAM (University of Manchester, U.K.),

Davib KEYES (Columbia University, New-York, U.S.A),

PHILIP KNIGHT (University of Strathclyde, U.K.),

JULIEN LANGOU (The University of Colorado at Denver, U.S.A.),
AMoOs LAWLESS (University of Reading, U.K.),

JEAN-YVES L'E XCELLENT (INRIA-ENS, Lyon, France),

OsNI MARQUES (Lawrence Berkeley National Laboratory, Berkeley, U.$,A.
GERARD MEURANT (CEA, Bruyéres-le-Chatel, France),

SERGEY NAzIN (Institute of Control Sciences, Moscow, Russia),
NANCY NicHoLs (University of Reading, U.K.),

ADELA PAGES (Universitat Politecnica de Catalunya, Spain),
ALEX POTHEN (Old Dominion University, Norfolk VA, U.S.A.),
STEPHANE PRALET (SAMTECH, Belgium),

ALISON RAMAGE (University of Strathclyde, U.K.),

MARIELBA ROJAS (Technical University of Denmark, Denmark),
JEAN RoMAN (INRIA Futurs, LaBRI, Talence, France),

DANIEL Ruiz (ENSEEIHT-IRIT, France),

MARzI0 SALA (ETH Zurich, Switzerland),

ANNICK SARTENAER (The University of Namur, Belgium),
MICHAEL SAUNDERS (Stanford University, U.S.A.),

JENNIFER ScoTT (Rutherford Appleton Laboratory, U.K.),

MASHA SOSONKINA (University of Minnesota Duluth, U.S.A.),
PHILIPPE TOINT (The University of Namur, Belgium),

JEAN TSHIMANGA (The University of Namur, Belgium),

MARTIN VAN G1JZEN (Delft University of Technology, The Netherlands),
CHRISTOPHVOMEL (ETH Zurich, Switzerland),

FRED WuBs (University of Groningen, The Netherlands),
GAETANO ZANGHIRATI (University of Ferrara, Italy).
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2  List of Members of the Algo Team

IAIN DUFF - Project Leader

FRANCOISE CHAITIN-CHATELIN - Qualitative Computing Group Scientific Advisor
SERGE GRATTON - Senior Researcher

XAVIER VASSEUR- Senior Researcher

MARC BABOULIN - Post. Doc.

FABIAN BASTIN - Post. Doc., until December 2006
MILAGROS GARCIA - Post. Doc.

JEAN TSHIMANGA - Post. Doc., from October 2007

BORA UCAR - Post. Doc., from January 2007

CAROLINE BOESS- Ph.D. Student, from May 2006 until May 2007
AZzZAM HAIDAR - Ph.D. Student

MELODIE MOUFFE- Ph.D. Student

XAVIER PINEL - Ph.D. Student

TzVETOMILA SLAVOVA - Ph.D. Student

ANKE TROLTZSCH - Ph.D. Student

MORAD AHMADNASAB - Visitor, University Toulouse |, France
PATRICK AMESTOY - Senior Visitor, ENSEEIHT-IRIT, France
Luc GIRAUD - Senior Visitor, ENSEEIHT-IRIT, France

RIADH FEZZANI - Trainee

ANTOINE GAYOU - Trainee

NICOLE BOUTET - Administration, from end of January 2006
BRIGITTE Y ZEL - Administration
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3 Dense and Sparse Matrix Computations

3.1 Analysis of the Solution Phase of a Parallel Multifrontd
Approach

P. R. Amestoy: ENSEEIHT-IRIT, France; I. S. Duff : CERFACS France andRUTHERFORDAPPLETON
LABORATORY, England A. Guermouche: LABRI, UNIv. BORDEAUX 1 / INRIA FUTURS, France;
Tz. Slavova: CERFACS France

In [ALG31] we study the forward and backward substitutiorapbs of a sparse multifrontal factorization.
These phases are often neglected in papers on sparse dateeiAation but, in many applications, they can
be the bottleneck so it is crucial to implement them effidiemh this work, we assume that the factors have
been written on disk during the factorization phase, and iseugs the design of an efficient solution phase.
We will look at the issues involved when we are solving therspaystems on parallel computers and will
consider in particular their solution in a limited memoryw@nonment when out-of-core working is required.
Two different approaches are presented to read data fromliskewith a discussion on the advantages and
the drawbacks of each.

We present some experiments on realistic test problemg asiout-of-core version of a sparse multifrontal
code called MUMPS (MUItifrontal Massively Parallel Solyer

3.2 Towards Stable Mixed Pivoting Strategies for the Sequéial and
Parallel Solution of Sparse Symmetric Indefinite Systems

I. S. Duff : CERFACS France and RUTHERFORD APPLETON LABORATORY, England
S. Pralet: ENSEEIHT-IRIT, France

In [ALG11] we consider the direct solution of sparse symiiceindefinite matrices. We develop
new pivoting strategies that combine numerical pivoting gerturbation techniques. Then an iterative
refinement process uses our approximate factorization igpote a solution. We show that our pivoting
strategies are numerically robust, that few steps of isegaefinement are required, and that the factorization
is significantly faster than with previous methods. Funthere, we propose original approaches that are
designed for parallel distributed factorization. A key ipodf our parallel implementation is the cheap and
reliable estimation of the growth factor. This estimatigrbased on an approximation of the off-diagonal
entries and does not require any supplementary messages.

3.3 A parallel matrix scaling algorithm

P. R. Amestoy: ENSEEIHT-IRIT, France; I. S. Duff : CERFACS France andRUTHERFORDAPPLETON
LABORATORY, England, D. Ruiz: ENSEEIHT-IRIT, France; B. Ucar : CERFACS France

Based on [3], we worked on an iterative procedure which asgtigally scales the infinity norm of both
rows and columns of a given matrix to 1. In [2], we propose alpalization of the scaling procedure.
We argue that the parallelization requires a careful parihg of two diagonal matrices in addition to a
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standard sparse matrix partitioning for parallel matrector multiply operations. We propose a method
based on an all-reduce operation to partition the diagoratioes. We present performance results on a
PC cluster where good speedups are obtained for matricésghaveasonably large number of nonzeros.
We plan to perform more experiments on a larger set of matiarel investigate the merits of the proposed
parallelization approach. The parallel algorithms arelenented in Fortran, and the resulting codes are
integrated into the MUMPS [1] solver.

[1] P. R. Amestoy, |. S. Duff, and J.-Y. L'Excellent, (1998JUMPS MuUIltifrontal Massively Parallel Solver Version
2.0, Technical Report TR/PA/98/02.

[2] P. R. Amestoy, I. S. Duff, D. Ruiz, and B. Ucar, (2008), Arpllel matrix scaling algorithm, lroceedings of
VECPAR’08-International Meeting-High Performance Commugifor Computational Sciendgo appear).

[3] D. Ruiz, (2001), A scaling algorithm to equilibrate batiws and columns norms in matrices, Tech. Rep. RAL-TR-
2001-034 and RT/APQO/01/4, Rutherford Appleton Laborat@yon, UK and ENSEEIHT-IRIT, Toulouse, France.

3.4 Computing a class of matchings in parallel

I. S. Duff : CERFACS France and RUTHERFORD APPLETON LABORATORY, England
D. Ruiz: ENSEEIHT-IRIT, France; B. Ucar : CERFACS France

One of the most powerful preprocessing methods for direlttess is known as the maximum product
matching ordering. Given amx n matrix A, the objective is to find a permutatidd such that the diagonal
product of the permuted matri}] diag(AM ), is maximum (in magnitude) among all permutations. It is
well known that the standard algorithms (see [4]) for thishgem are not amenable to parallelization. We
follow a different path. We start from the property that atioyl diagonal is invariant under matrix scaling.
Based on this, we have designed the following algorithm :

(1) Scale the matrix in parallel such that each row and colaomtains one entry of magnitude 1.0;

(2) find a maximum cardinality matching using only the erstieé magnitude 1.0;

(3) if the matching is perfect, we are done.

(4) If not, select a particular entry and update the scalauydrs as well as the matching.

This process is repeated until a perfect matching is found.hHAle observed that on many matrices,
applying the first three steps above is sufficient to obtagroftimal matching where the algorithm happens
to boil down to selecting a maximum entry in each row or colufor the others we have envisaged an
approximate approach, where the resulting matching is natanteed to be of maximum product, but

empirically observed to have an almost equal impact on tbeffization as a maximum product one. The
results obtained so far will be discussed in SIAM conferenddarch, 2008 [5].

[4] 1. S. Duff and J. Koster, (2001), On algorithms for peringtlarge entries to the diagonal of a sparse magi,
973-996.

[5] I. S. Duff, D. Ruiz, and B. Ugar, Computing a class of bifta matchings in parallel. Abstract has been accepted
to be presented &IAM Conference on Parallel Processing for Scientific CainguPP08), to be held in Atlanta,
USA. 12-14 March, 2008.

3.5 On block triangular form of symmetric matrices

I. S. Duff : CERFACS France and RUTHERFORD APPLETON LABORATORY, England
B. Ucar : CERFACS France

We report observations on the block triangular form of syrringstructurally rank deficient, square, sparse
matrices. As the matrix is square and structurally rank dficit has at least one underdetermined and one

10 Jan. 2006 — Dec. 2007



PARALLEL ALGORITHMS PROJECT

overdetermined block. We prove that these blocks are t@sespof each other. Furthermore, we show that
the fine decomposition of the square block consists of nestniehose row set is equal to its column set or
whose row set and column set are disjoint. The propertiesst@lp us recover symmetry around the anti-
diagonal in the block triangular matrix. The main results earried over to full rank symmetric matrices as
well. At the time of writing a paper [6] was under preparation

[6] I. Duff and B. Ugar, (2008), On block triangular form ofmmetric matrices. Manuscript in preparation.

3.6 Heuristics for a matrix symmetrization problem

B. Ucar : CERFACS France

We consider the following variant of the matrix symmetrieat problem. Given a square, unsymmetric
sparse matrix, find a permutation of the columns of the m#drijeld a zero-free diagonal and to maximize
the structural symmetry. The problem is known to be NP-h¥¥d.had proposed a fairly fast heuristic
and performed extensive tests empirically demonstratisglts around 75% of the optimum [ALG61]. A
solution to the matrix symmetrization problem can be usediffierent contexts. First, the method can be
used as a preprocessing tool for some algorithms which @g@aly designed for structurally symmetric
matrices. We have obtained promising results with the @lgms that are used for reducing bandwidth, and
also with those that are used for obtaining doubly bordeteckxiagonal forms. Second, direct solvers for
unsymmetric systems can take advantage of structural sympridée plan to modify the proposed heuristic
to plug it into a direct solver.

3.7 Adapting iterative-improvement heuristics for schedling file-
sharing tasks on heterogeneous platforms

K. Kaya : BILKENT UNIVERSITY, Turkey, B. Ucar : CERFACS France; C. Aykanat : BILKENT
UNIVERSITY, Turkey

We consider the problem of scheduling an application on apedimg system consisting of heterogeneous
processors and one or more file repositories. The applitatimsists of a large number of file-sharing,

otherwise independent tasks. The files initially residetmnrepositories. The interconnection network is
heterogeneous. We focus on two disjoint problem cases.dfiit$t case, there is only one file repository

which is called as the master processor. In the second ¢ese,dre two or more repositories, each holding
a distinct set of files. The problem is to assign the tasksa@tbcessors, to schedule the file transfers from
the repositories, and to order the executions of tasks on paxcessor in such a way that the turnaround
time is minimized. In [7], we surveys several solution teicjues and discuss how iterative-improve-based
heuristics can be made to be efficient and effective in sirstheduling problems.

[7] K. Kaya, B. Ugar, and C. Aykanat, (2008), Adapting it@re-improvement heuristics for scheduling file-sharing
tasks on heterogeneous platforms,Metaheuristics for Schedulindg-. Xhafa and A. Abraham, eds., vol. Il : in
distributed computing environments of Studies in Compaoitet! Intelligence, Springer.
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3.8 Performance analysis of the direct sparse linear solvélUMPS

into CODE_ASTER
O. Boiteau : EDF DivisioN R&D, France; F. Hilsemann : EDF DivisioN R&D, France;
X. Vasseur: CERFACS France

The goal of this collaboration is the integration of the plafadirect sparse linear solver MUMPS into
CODE_ASTER, a structural mechanics code developed at EDF. A compaoiihre linear solver MUMPS
with the inbuilt serial multifrontal out-of-core solver €€0DE_ASTER has been performed on a serial
platform [ALG37]. We have compared the in-core linear algébsolver MUMPS to the multifrontal solver
of CoDE_ASTERIN terms of run time performance and stability with help otkaard error estimate. The
test cases are linear elasticity problems in two and thraeesgimensions proposed by EDF. It has been
found that MUMPS is an attractive alternative to the curranttifrontal solver in @DE_ASTERaS its run
time behaviour is more predictable and as it offers errogudestic and iterative refinement features that are
currently not available in the inbuilt solver. With itenati refinement, it has been checked that MUMPS
reduces the error to the level of the machine accuracy. Wailp this comparison on serial platforms, it
has been decided to consider MUMPS as a direct solver witi@rframework of @ DE_ASTERalso for
parallel computations.

3.9 Null space detection for large rank-deficient sparse mates

P. R. Amestoy : ENSEEIHT-IRIT, France; S. Gratton : CNES aAND CERFACS France;
J.Y. 'Excellent : ENS-LYON, LIP, INRIA RHONE-ALPES, France; X. Vasseur: CERFACS France

The analysis of rank deficiency of possibly large matricesais open problem occuring in various
algorithms (constrained optimization, solution of indééreigenvalue problems, solution of linear systems
by algebraic multigrid methods or non-overlapping domaoamposition methods). Whereas various rank-
revealing procedures have been proposed for dense matticeguestion is rarely addressed for possibly
large sparse matrices.

The goal of this collaboration is to obtain a reliable andusttalgorithm based on a multifrontal Gaussian
elimination to detect the deficiency of a sparse matrix andoimpute accurately a null space basis. The
proposed algorithm implemented within MUMPS combines atherfly detection of null pivots during the
sparse multifrontal Gaussian factorisation, a postponingseudo)singularities to the root of the tree and
the use of a dense rank-revealing factorisation of the ragtimi(QR factorization with column pivoting).
Combination of both the on the fly and root informations abdew compute a null space basis of the sparse
matrix.

This algorithm has been evaluated when computing null sipfgamations of large sparse matrices coming
from structural mechanics (collaboration with O. BoiteaDFER&D within the ANR Solstice project)
and electromagnetism. On this set of semidefinite symmegitive matrices it has been found that
the proposed algorithm did obtain reliably both the deficieand an accurate null space basis. Further
investigations are ongoing for addressing the general aasmk-deficient matrices.

12 Jan. 2006 — Dec. 2007



4  lterative Methods and Preconditioning

4.1 Parallel distributed numerical simulations in aeronauic
applications

G. Alleon : EADS-CRG France; S. Champagneux: CERFACS France; G. Chevalier : CERFACS
France; L. Giraud : ENSEEIHT-IRIT, France; G. Sylvand: EADS-CRC France

The numerical simulation plays a key role in industrial desbecause it enables to reduce the time and the
cost to develop new products. Because of the internaticrapetition, it is important to have a complete
chain of simulation tools to perform efficiently some virtpaototyping. In this paper [ALG1], we describe
two components of large aeronautic numerical simulatiarirehthat are extremely consuming of computer
resource. The first is involved in computational fluid dynesnior aerodynamic studies. The second is
used to study the wave propagation phenomena and is invaivadoustics. Because those softwares
are used to analyze large and complex case studies in adimiteunt of time, they are implemented
on parallel distributed computers. We describe the phygicilems addressed by these codes, the main
characteristics of their implementation. For the sake efigability and interoperability, these softwares
are developed using object-oriented technologies. Wetilite their parallel performance on clusters of
symmetric multi-processors. Finally, we discuss somelehgks for the future generations of parallel
distributed numerical software that will have to enable shaulation of multi-physic phenomena in the
context of virtual organizations also known as the exteratgdrprise.

4.2 A Note on GMRES Preconditioned by a Perturbed LDL”
Decomposition with Static Pivoting

M. Arioli : RUTHERFORD APPLETON LABORATORY, England I. S. Duff : CERFACS France and
RUTHERFORD APPLETON LABORATORY, England, S. Gratton : CNES AND CERFACS France;
S. Pralet: ENSEEIHT-IRIT, France

A strict adherence to threshold pivoting in the direct solutof symmetric indefinite problems can result
in substantially more work and storage than forecast by asspanalysis of the symmetric problem. One
way of avoiding this is to use static pivoting where the ddtactures and pivoting sequence generated
by the analysis are respected and pivots that would otheradsvery small are replaced by a user defined
quantity. This can give a stable factorization but of a pdxd matrix. The conventional way of solving
the sparse linear system is then to use iterative refinerhehthere are cases where this fails to converge.
In this paper [ALG3], we discuss the use of more robust iteeatnethods, namely GMRES and flexible
GMRES (FGMRES). We show both theoretically and experimgntaat both approaches are more robust
than iterative refinement and furthermore that FGMRES igrfare robust than GMRES and that, under
reasonable hypotheses, FGMRES is backward stable. Wermsd®w restarted variants can be beneficial,
although again the GMRES variant is not as robust as FGMRES.
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4.3 Partitioning sparse matrices for parallel preconditicned iterative

methods
B. Ucar : CERFACS France; C. Aykanat : BILKENT UNIVERSITY, Turkey

We address the parallelization of the preconditioned tig¥amethods that use explicit preconditioners
such as approximate inverses in [ALG60]. Parallelizing # ftep of these methods requires the
coefficient and preconditioner matrices to be well paniéid. We first show that different methods impose
different partitioning requirements for the matrices. mhae develop hypergraph models to meet those
requirements. In particular, we develop models that enabk® obtain partitionings on the coefficient and
preconditioner matrices simultaneously. Experiments set@f unsymmetric sparse matrices show that the
proposed models yield effective partitioning results. Aghlal implementation of the right preconditioned
BiCGStab method on a PC cluster verifies that the theoregaiak obtained by the models hold in practice.

4.4 Multi-level direct K-way hypergraph partitioning with multiple
constraints and fixed vertices

C. Aykanat : BILKENT UNIVERSITY, Turkey, B. B. Cambazoglu: OHIO STATE UNIVERSITY, USA;
B. Ucar : CERFACS France

K-way hypergraph partitioning has an ever-growing use inaligization of scientific computing
applications. In [8], we claim that hypergraph partitiopiwith multiple constraints and fixed vertices
should be implemented using diregtway refinement, instead of the widely adopted recursivedtisn
paradigm. Our arguments are based on the fact that recdviseetion-based partitioning algorithms
perform considerably worse when used in the multiple camstrand fixed vertex formulations. We
discuss possible reasons for this performance degradatendescribe a careful implementation of a
multi-level direct K-way hypergraph partitioning algorithm, which performsttbe than a well-known
recursive-bisection-based partitioning algorithm in éggraph partitioning with multiple constraints and
fixed vertices. We also experimentally show that the progadgorithm is effective in standard hypergraph
partitioning.

[8] C.Aykanat, B. B. Cambazoglu, and B. Ugar, (2007), Migtiel direct K-way hypergraph partitioning with multiple
constraints and fixed vertice¥purnal of Parallel and Distributed Computinfaccepted for publication).

4.5 Parallel multigrid preconditioned Krylov subspace mehods for

the solution of three-dimensional wave propagation problms

H. Calandra : ToTAL, France; S. Gratton : CNES AND CERFACS France; X. Pinel : CERFACS
France; X. Vasseur: CERFACS France

We have developed preconditioning strategies for thetiteraolution of the three-dimensional Helmholtz
problem arising in geophysics. Finite difference disaation of this problem leads to a linear system
with a large complex sparse matrix that is generally ill-dibioned and indefinite. Krylov subspace
methods are the method of choice for solving these very lprgblems (up to one billion of unknowns
for high frequency problems). We have developed and impideteparallel geometric multigrid based
preconditioners for flexible Krylov subspace methods whbescoarse grid is fine enough to capture the
characteristics of the physical problem. We have studieddghustness of the numerical method with respect
to the wavenumber and the scalability issue on massivebilphcomputers (Blue Gene L computer up to
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2048 processors) on both homogeneous and heterogenebierpsoAt the time of writing a paper is under
preparation.

4.6 Additive and Multiplicative Two-Level Spectral Preconditioning

for General Linear Systems

B. Carpentieri : CERFACS France; L. Giraud : ENSEEIHT-IRIT, France; S. Gratton : CNES AND
CERFACS France

In this paper [ALGS8] we introduce new preconditioning teizfues for the solution of general symmetric
and unsymmetric linear systems: = b. These approaches borrow some ideas of the multigrid piplog
designed for the solution of linear systems arising from diseretization of elliptic partial differential
equations. We attempt to improve the convergence rate oéscpbed preconditioneY/;. In a two-grid
framework, this preconditioner is viewed as a smoother hedtbarse space is spanned by the eigenvectors
associated with the smallest eigenvalues\ifA. We derive both additive and multiplicative variants of
the resulting iterated two-level preconditioners for umsyetric linear systems that can also be adapted
for Hermitian positive definite problems. We show that thege-level preconditioners shift the smallest
eigenvalues to one and tend to better cluster around one #igenvalues that/; already succeeded in
moving into the neighborhood of one. We illustrate the bédrasf our method through extensive numerical
experiments on a set of general linear systems. Finally,he@/ghe effectiveness of these approaches on
two challenging real applications ; the first comes from acwamlapping domain decomposition method in
semiconductor device modeling, the second from industiedtromagnetism applications.

4.7 Multigrid based preconditioners for the numerical soluion of
two-dimensional heterogeneous problems in geophysics

I. S. Duff : CERFACS France and RUTHERFORD APPLETON LABORATORY, England
S. Gratton : CNESAND CERFACS France; X. Pinel : CERFACS France; X. Vasseur: CERFACS
France

We have studied numerical methods for the solution of thenteltz equation for two-dimensional
applications in geophysics [ALG12]. The common framewofkie iterative methods in this study is
a combination of an inner iteration with a geometric multigmethod used as a preconditioner and an
outer iteration with a Krylov subspace method. The precioing system is based on either a pure or
shifted Helmholtz operator. A multigrid iteration is usedapproximate the inverse of this operator. The
proposed solution methods are evaluated on a complex bearkhmgeophysics involving highly variable
coefficients and high wavenumbers (Marmousi problem). Wes ltempared this preconditioned iterative
method with a direct method (MUMPS) and a hybrid method tloamlasines our iterative approach with
a direct method on a reduced problem. The conclusion of thegaential numerical experiments is that
the hybrid method outperforms both a direct approach andeaative one based on a shifted Helmholtz
operator.

4.8 On the Sensitivity of Some Spectral Preconditioners
L. Giraud : ENSEEIHT-IRIT, France; S. Gratton : CNESAND CERFACS France

It is well known that the convergence of the conjugate gnatdieethod for solving symmetric positive
definite linear systems depends to a large extent on thewafiendistribution. In many cases, it is observed
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that "removing” the extreme eigenvalues can greatly imprthe convergence. Several preconditioning
techniques based on approximate eigenelements have bgewspd in the past few years that attempt to
tackle this problem. The proposed approaches can be s@itwo main families, depending on whether
the extreme eigenvalues are moved exactly to one or areegdHift close to one. The first technique is
often referred to as the deflation approach, while the latezferred to as a coarse grid preconditioner by
analogy to techniques first used in domain decompositiohaakst Many variants exist in the two families
that reduce to the same preconditioners if the exact eigamits are used. In this paper [ALG14] we
investigate the behavior of some of these techniques wiesgigienelements are known only approximately.
We use the first-order perturbation theory for eigenvalues eigenvectors to investigate the behavior of
the spectrum of the preconditioned systems using firstr@apgproximation. We illustrate the sharpness of
the first-order approximation and show the effect of the am®ress of the eigenelements on the behavior of
the resulting preconditioner when applied to acceleratiregconjugate gradient method.

4.9 Convergence in Backward Error of Relaxed GMRES

L. Giraud : ENSEEIHT-IRIT, France; S. Gratton : CNES AND CERFACS France; J. Langou : THE
UNIVERSITY OF TENNESSEE DEPARTMENT OFCOMPUTERSCIENCE, France

This work [ALG15] is the follow-up of the experimental stugyesented in [A. Bouras and V. Fraysseé,
SIAM J. Matrix Anal. Appl., 26 (2005), pp. 660-678]. It is b on and extends some theoretical results
in [V. Simoncini and D. B. Szyld, SIAM J. Sci. Comput., 25 (B)0pp. 454-477; J. van den Eshof and
G. L. G. Sleijpen, SIAM J. Matrix Anal. Appl., 26 (2004), pp23-153]. In a backward error framework
we study the convergence of GMRES when the matrix-vectodyets are performed inaccurately. This
inaccuracy is modeled by a perturbation of the original matWe prove the convergence of GMRES when
the perturbation size is proportional to the inverse of thenputed residual norm; this implies that the
accuracy can be relaxed as the method proceeds which geegsihe terminology relaxed GMRES. As for
the exact GMRES we show under proper assumptions that opjyHareakdowns can occur. Furthermore,
the convergence can be detected using a byproduct of thathlgoWe explore the links between relaxed
right-preconditioned GMRES and flexible GMRES (FGMRES)p#rticular, this enables us to derive a
proof of convergence of FGMRES. Finally, we report resultsiomerical experiments to illustrate the
behavior of the relaxed GMRES monitored by the proposecatian strategies.

4.10 Incremental spectral preconditioners for sequencesfdinear
systems

L. Giraud : ENSEEIHT-IRIT, France; S. Gratton : CNES AND CERFACS France;
E. Martin : CERFACS France

A technique suited for the solution of sequences of lineatesys is described in [ALG16]. This technique
is a combination of a low rank update spectral preconditi@mel a Krylov solver that computes on the
fly approximations of the eigenvectors associated with thallest eigenvalues. A set of Matlab examples
illustrates the behaviour of this technique on academicsgdear systems and its clear interest is showed
in large parallel calculations for electromagnetic sintigias. In this latter context, the solution technique
enables the reduction of the simulation times by a factorpofaueight ; these simulation times previously
exceeded several hours of computation on a modern highmpeaftce computer.
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4.11 Parallel scalability study of hybrid preconditioners in three

dimensions

L. Giraud : ENSEEIHT-IRIT, France.; A. Haidar : CERFACS France., L. T. Watson : DEPARTMENTS
OF COMPUTER SCIENCE AND MATHEMATICS, VIRGINIA POLYTECHNIC INSTITUTE & STATE
UNIVERSITY, BLACKSBURG, VIRGINIA, USA.

In this work, we study the parallel scalability of varianfsaglditive Schwarz preconditioners [9] for three
dimensional non-overlapping domain decomposition meth@d alleviate the computational cost, both in
terms of memory and floating-point complexity, we investiggeariants based on a sparse approximation or
on mixed 32- and 64-bit calculation. This latter strateggnainly motivated by the observation that many
recent processor architectures exhibit 32-bit computalipower that is significantly higher than that for
64-bit [10]. The robustness of the preconditioners is fHated on a set of linear systems arising from
the finite element discretization of elliptic and non-€iliiPDEs through extensive parallel experiments on
more than a thousand processors. Their efficiency from a rniaatend parallel performance view point are
studied. A set of experiments are performed on two class dficea (Symmetric and unsymmetric), and for
various problems difficulty (heterogeneous, anisotropienvection-dominant). Although many runs have
been performed on various parallel platforms, we mainlyrepn experiments conducted on the IBM Blue
Gene/L computing facility at CERFACS and the System X supraquuter installed at Virginia Tech (USA).
On those plateforms, 3D problems with a few tens of millioharknowns have been solved.

Some results of this study are presented in [11].

[9] L. M. Carvalho, L. Giraud, and G. Meurant, (2001), Locatégonditioners for two-level non-overlapping domain
decomposition methodslumerical Linear Algebra with Application8, 207-227.

[10] L. Giraud, A. Haidar, and L. T. Watson, (2008), Mixedepision preconditioners in parallel domain decomposition
solvers,Springer 357—364.

[11] L. Giraud, A. Haidar, and L. T. Watson, (2008), Parakehlability study of hybrid preconditioners in three
dimensionsParallel Computingto appear.

4.12 On the parallel solution of large industrial wave propaation
problems

L. Giraud : ENSEEIHT-IRIT, France; J. Langou : THE UNIVERSITY OF TENNESSEE DEPARTMENT
OF COMPUTERSCIENCE, USA; G. Sylvand: EADS-CRC France

In [ALG17] the use of Fast Multipole Methods (FMM) combinedthvembedded Krylov solvers pre-
conditioned by a sparse approximate inverse is investidatehe solution of large linear systems arising in
industrial acoustic and electromagnetic simulations. Wealboundary elements integral equation method
to solve the Helmholtz and the Maxwell equations in the fezgny domain. The resulting linear systems
are solved by iterative solvers using FMM to accelerate ta&imvector products. The simulation code is
developed in a distributed memory environment using mesgagsing and it has out-of-core capabilities
to handle very large calculations. When the calculatioolv®s one incident wave, one linear system has to
be solved. In this situation, embedded solvers can be cadbiith approximate inverse preconditioner to
design extremely robust algorithms. For radar cross sec#culations, several linear systems have to be
solved. They involve the same coefficient matrix but difeferright-hand sides. In this case, we propose a
block variant of the single right-hand side scheme. Theiefiiry, robustness and parallel scalability of our
approach are illustrated on a set of large academic andftinausst problems.
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4.13 A Comparative Study of Iterative Solvers Exploiting Sgctral
Information for SPD Systems

L. Giraud : ENSEEIHT-IRIT, France; D. Ruiz: ENSEEIHT-IRIT, France; A. Touhami : ENSEEIHT-
IRIT, France

When solving the symmetric positive definite (SPD) lineastepn Ax* = b with the conjugate gradient
method, the smallest eigenvalues in the matkixoften slow down the convergence. Consequently if
the smallest eigenvalues i could somehow be "removed,” the convergence may be improvbib
observation is of importance even when a preconditioneisexdyand some extra techniques might be
investigated to further improve the convergence rate ottirgugate gradient on the given preconditioned
system. Several techniques have been proposed in thetditerthat consist of either updating the
preconditioner or enforcing conjugate gradient to work e torthogonal complement of an invariant
subspace associated with the smallest eigenvalues. Thefgihés work [ALG18] is to compare several
of these techniques in terms of numerical efficiency. Amoagous possibilities, we exploit the Partial
Spectral Factorization algorithm presented in [M. AriotidaD. Ruiz, Technical Report RAL-TR-2002-
021, Rutherford Appleton Laboratory, Atlas Center, DidcOixfordshire, England, 2002] to compute
an orthonormal basis of a near-invariant subspacé adssociated with the smallest eigenvalues. This
eigeninformation is used in combination with differentig@n techniques. In particular we consider the
deflated version of conjugategradient. As representafitechiniques exploiting the spectral information to
update the preconditioner we consider also the approabla¢sttempt to shift the smallest eigenvalues
close to one where most of the eigenvalues of the preconditianatrix should be located. Finally,
we consider an algebraic two-grid scheme inspired by ideas fthe multigrid philosophy. In this
paper, we describe these various variants and we comparentimaerical behavior on a set of model
problems from Matrix Market or arising from the discretimat via the finite element technique of some
two-dimensional (2D) heterogeneous diffusion PDE prolsleiVe discuss their numerical efficiency,
computational complexity, and sensitivity to the accuratihe eigencalculation.

4.14 Bounds on the eigenvalue range and on the field of value$ o
non-Hermitian and indefinite finite element matrices

D. Loghin : CERFACS France; M. van Gijzen : FACULTY EWI, DELFT UNIVERSITY OF TECHNOLOGY,
The NetherlandsE. Jonkers: FACULTY EWI, DELFT UNIVERSITY OF TECHNOLOGY, The Netherlands

In the early seventies, Fried formulated bounds on the spmcdf assembled Hermitian positive (semi-
) definite finite element matrices using the extreme eigersbf the element matrices. In this paper
[ALG22] we will generalise these results by presenting hision the field of values, the numerical radius
and on the spectrum of general, possibly complex matriagshbéth the standard and the generalised
problem. The bounds are cheap to compute, involving opmrativith element matrices only. We illustrate
our results with an example from acoustics involving a camphon-Hermitian matrix. As an application,
we show how our estimates can be used to derive an upper bautitewumber of iterations needed to
achieve a given residual reduction in the GMRES-algoritbnsblving linear systems.
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4.15 Adaptive preconditioners for nonlinear systems of egations

D. Loghin : CERFACS France; D. Ruiz : ENSEEIHT-IRIT, France; A. Touhami : ENSEEIHT-IRIT,
France

The use of preconditioned Krylov methods is in many appilicet mandatory for computing efficiently the
solution of large sparse nonlinear systems of equationseder, the available preconditioners are often
sub-optimal, due to the changing nature of the linearizeeratpr. In this work [ALG21] we introduce
and analyse an adaptive preconditioning technique basedeoKrylov subspace information generated
at previous steps in the nonlinear iteration. In particuwee use an adaptive technique suggested in [J.
Baglama, D. Calvetti, G.H. Golub, L. Reichel, Adaptivelyeponditioned GMRES algorithms, SIAM
J. Sci. Comput. 20(1) (1998) 243-269] for restarted GMRE®rbance existing preconditioners with
information available from previous stages in the nonlimi&ation. Numerical experiments drawn from
domain decomposition techniques and fluid flow applicatemesused to validate the increased efficiency
of our approach.

4.16 A numerical study on Neumann-Neumann methods forip
approximations on geometrically refined boundary layer
meshes Il. Three-dimensional problems

A. Toselli : ETH ZURIcH, Switzerland; X. Vasseur: CERFACS France

We present extensive numerical tests showing the perfarenand robustness of a Balancing Neumann-
Neumann method for the solution of algebraic linear systernsing fromhp finite element approximations
of scalar elliptic problems on geometrically refined bourydayer meshes in three dimensions [ALG24].
The numerical results are in good agreement with the thieatdiound for the condition number of the
preconditioned operator derived in [Toselli and VasseMi1J. Numer. Anal. 24 (2004) 123-156]. They
confirm that the condition humbers are independent of theds@tio of the mesh and of potentially
large jumps of the coefficients. Good results are also obthfor certain singularly perturbed problems.
The condition numbers only grow polylogarithmically withet polynomial degree, as in the case of p
approximations on shape-regular meshes.

4.17 Convergence and round-off errors in a two-dimensional
eigenvalue problem using spectral methods and Arnoldi-
Chebyshev algorithm

L. Valdettaro : POLITECNICO DI MILANO, ltaly; M. Rieutord : OBSERVATOIRE MIDI-PYRENEES,
France; T. Braconnier : CERFACS France; V. Fraysse : KVASAR TECHNOLOGY, USA

An efficient way of solving 2D stability problems in fluid mearhics is to use, after discretization of the
equations that cast the problem in the form of a generalimgehgalue problem, the incomplete Arnoldi-
Chebyshev method. This method preserves the banded serusparsity of matrices of the algebraic
eigenvalue problem and thus decreases memory use and CRldinsumption. The errors that affect
computed eigenvalues and eigenvectors are due to the tramaathe discretization and to finite precision
in the computation of the discretized problem. In this pdp&iG27] we analyze those two errors and the
interplay between them. We use as a test case the 2D eigerpalblem yielded by the computation of
inertial modes in a spherical shell. This problem contaiasydifficulties that make it a very good test case.
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It turns out that single modes (especially most-damped modewith high spatial frequency) can be very
sensitive to roundoff errors, even when apparently goodtspleconvergence is achieved. The influence of
roundoff errors is analyzed using the spectral portratitégue and by comparison of double precision and
extended precision computations. Through the analysisiveepgactical recipes to control the truncation
and roundoff errors on eigenvalues and eigenvectors.
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Group members : Francoise Chaitin-Chatelin, Morad Ahmashb, CERFACS and UniversiToulouse 1.

The work of Qualitative Computing (QC) Group deals with digband reliability issues in Numerical
Simulation which are too difficult to be resolved at the saiterengineering level only. Such difficulties
come from the increased mathematical complexity of the rsodsed in industry. Therefore a sound
mathematical understanding of the underlying phenomenadsired before one can turn reliably to
software solutions.

In the last four decades, the increasing complexity of mdshtwas been a serious challenge for applied
mathematicians summarized by the two words : nonlineanitg eoupling. A lot has been already
accomplished by the scientific community. Some 40 years #igopessimistic view prevailed that one
could not reliably compute in the chaotic regime. Howeusaiks to the invention of more refined notions
of stability and backward errors, a reliability path wasdyrally opened in the jungle of seemingly random
results.

The very success of Scientific Computing in meeting theidsdes led high tech industries to shift from
laboratory experiments (wind tunnels in Aeronautics, fample) to Computer Simulation only. This novel
situation forces us to face the new frontier in Scientific @aring, which can be summarized as follows :

Assess the validity of computer simulations for highly alnlet physical phenomenia

High instability, such as turbulence and chaos, is inh&rgmesent in CFD. This represents a formidable
challenge.

Contributing to the exploration of this new frontier has beke goal of the QC Group during its 20 years
at Cerfacs. QC looks at the autonomous evolution of numlemieghods / algorithms in the neighborhood
of the singularitiesof the model. A prerequisite is that the approximation mdth{esp. algorithms) are
demonstrated numerically stable with respect to pertishatin the model (resp. round off, that is finite
precision of the computer arithmetic). Such robustnessertugbations can be established atrafjular
points where the model does not display any singular behavitis task is an important component of
the classical activity of numerical software assessmentavepthat the software works wedtway from
singularities.
The neighbourhood of singularities, is where Qualitati@@uting operates, a domain where results are
declared unreliable by the classical measures developedwflkinson by the Numerical Linear Algebra
community. The underlying reason is that these tools armsitally based on Bnear view of things. They
quantify first order effects, hence they cannot handle asnmnlinearity. They are local and do not provide
the global understanding of computation required by compledels.
This explains why the classical books of Numerical Analysisch as the popular text books by Golub - Van
Loan, or Higham ...) cannot suggest any valuable researebtin : all problems set in the neighborhood
of singularities are declared ill-conditioned, withousclimination. Such an answer is very unsatisfactory.
How can we gabeyondthe too limited linear viewpoint of the numerical softwarevelopers? The
approach of QC has been to create a theory of Nonlinear Catipntvhich extends radically the backward
analysis of Wilkinson by providing globalunderstanding of the computational dynamics. This newrtheo
has the two following components i) Homotopic Deviationdhgand ii) Dickson algebras.
We review below the work accomplished in the ye2(86 and2007 with respect to each component of the
Qualitative Computing theory.
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5.1 Homotopic Deviation in Linear Algebra

In the first component, we address nonlinearity by maintgjnihe linearity of the framework for
Computation Ifnear vector spaces) while focusing on the nonlinearity of Corapanh itself resulting
from the spectral analysis of a coupling. This is the basistlie new theory of Homotopic Deviation
(HD). One considers the linear couplingt) = A + tE between 2 square matricesand E of order

n by the complex parametére C = C U {oo}. The nonlinearity is expressed by the spectral field
t € C — o(A(t)) e C™. The couplingA(t) is linear, but the spectral analysis dft) is based on the
formal multiplicativerepresentation of the resolvent matrix

(A(t) — 2I)™ = (A — 2I)" VI + tB(A — 2I)] 2,

and uses the SVD oF. The spectral analysis od(t) is equivalent to aranscendenta(not algebraic)
coupling between the two parameterndz in C x C. The coupling is closed inbut open inz. ¢ is the
intensity of the coupling, and is the observation point. The pointat (|t| = o) is a singularity which
plays an essential role reflected computationally at finiséadce forz. When E is singular, there exist
complex observation points (attracting and repelling)chtorganize the flow of the spectral fieldA(t))
as|t| increases ané-> oo. The localization of these points is essential to undedsthe global evolution of
the complex coupling of two phenomena realized by spectralyais [ALG28, 14, 19].

This complex coupling is one of the mechanisms by which newmslaf computation can emerge. The
algebraic singularities afl(¢t) can be analyzed dynamically at a transcendent level onky.djimamics of
computation is organized at a metalevel whichn@ algebraic. This explains why the effects cannot be
purely local, as experience tells us [ALG28, 14].

Linearization of quadratic eigenproblems often leads tdwason whered € o(F) is semi-simple. The
paper [ALGY] treats an example from computational Acossticheres represents the complex admittance
(joint work with M. Van Gijzen). It consists of a practical glization where the homotopy parameter is
complex. The pointsz where the matrix pencil§A — 2I) 4+ tE haveno finite eigenvalues are given a
physical interpretation : they are points whete resonance can occur.

An application to the incomplete Arnoldi methoH 6ingular defective of rank) has been made. Numerical
experiments are described in [ALG28]. An application of HDhatrix pencils has been presented at
ICIAMO7 by M. Ahmadnasab [12, 13]. The PhD thesis of M. Ahmaslib was successfully defended
on October 24, 2007 (Université Toulouse 1 and Cerfacs3.juity awarded it with mention “summa cum
laude” (félicitations du jury).

[12] M. Ahmadnasab, Parameter analysis of the structuregidlar matrix pencils by Homotopic Deviation theory.
presented during théth International Congress on Industrial and Applied Mathgos, Zurich, Switzerland, 16-20
July 2007.

[13] M. Ahmadnasab and F. Chaitin-Chatelin, Matrix pencigler Homotopic Deviation theory. to be presented at
NAA 2008, Rousse, Bulgaria.

[14] F. Chaitin-Chatelin, The dynamics of spectral anaysy Homotopic Deviation. Part | : The spectral field,
Cerfacs TR/PA/07/118, Part Il : The evolution field, Cerfa€/PA/08/03.

[15] F. Chatelin, (2008)Qualitative ComputingWorld Scientific, Singapore, (to appear).

5.2 Dickson Algebras for Nonlinear Computation

The second component in our analysis of nonlinearity droeslinearity assumption for the algebraic
framework. This is the most daring step. Albeit quite naltdfram the point of view of nonlinear
computation, this step has not been seriously consideregpled mathematicians so-far. The novel idea
consists in considering the framework of computation, felaraic structure, as inherentipnlinear This
requires to define thenultiplication of vectors, and this restricts the dimensiorfor vectors to be2”,
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k > 0. Starting from the basis fiel® (¢ = 0) one getsC (k¥ = 1) and the quaternions:(= 2). At

k = 3 occurs a bifurcation point. One can either define Clifforgeddras which maintain associativity (at
the expense of computing potential), or consider Dicksgelalas which maintain the evolution of the
computing capabilities by recursive complexification (& expense of associativity).

The mathematicians and physicists of the 20th Century fatwassociativity and Clifford algebras.
However there are clues from Nature that Computation favoon associative algebras for its autonomous
evolution by successive complexification. Hypercompatatin nonassociative Dickson algebras of
dimensionl16 (and up) creates new computing opportunities, some of wkledd new light orchaotic
computations [ALG39, ALG63].

Associativity puts an arbitrary limit to the type of nonlamities which can be considered : they cannot
be chaotic. The possibility to go beyond this limit is nunsaliy very important to assess the validity
of computer simulations in the chaotic regime. This ambgigoal implies to go even beyond division
algebras, into the framework of Dickson algebrag of dimension2®, & > 4, where multiplication

is neither associative nor isometric, but remains quatiatid flexible. A body of theory is developing
[ALG39, ALG63, ALG38, 18], which connects various aspecfsGomputation (Analysis, Algebra,
Geometry and Arithmetics) in new gorithmic ways. It was presented in [17].

SVD computations are sensitive to logical paradoxes in ttesegnce of zerodivisions. This emerging
phenomenonis related to the inductive process of comptaxiéin for Dickson algebras of dimensignl6.
This algorithmic complexification drives the dynamics ofr@autation in a way described in [ALG38]. A
key point for understanding the chaotic regime is the amslgéthe evolution of anisometry inl; as

k — oo [ALG39].

A complete account of Qualitative Computing will be pubéshin 2008 [19]. The theoretical foundations
have been laid to serve as a basis for the assessment of tig gisoftware for highly unstable phenomena
which are now encountered in high-tech. industries.

[16] F. Chaitin-ChatelinComputing beyond classical logicSVD computation in nonassociativeickson algebras.
in Randomness and Complexity (C. Calude ed.) pp. 13-23,d\&zlentific, Singapore, 2007.

[17] F. Chaitin-Chatelin, Scientific Computation in nonaciative Dickson algebras. Invited talk, Symposium in
honour of Prof. J. Fleckinger, 1 July, 2006.

[18] F. Chaitin-Chatelin and E. Traviesas-Cassan, (Giraptin B. Einarsson (ed.)Accuracy and Reliability in
Scientific ComputingSIAM, Philadelphia, 2005, pp. 77-92), Qualitative Compgti

[19] F. Chatelin, (2008)Qualitative ComputingWorld Scientific, Singapore, (to appear).
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6.1 Computing the Conditioning of the Components of a Linear
Least Squares Solution

M. Baboulin : CERFACS France; J. Dongarra : UNIVERSITY OF TENNESSEE USA; S. Gratton : CNES
AND CERFACS France; J. Langou : UNIVERSITY OF COLORADO AT DENVER, USA

We address the accuracy of the results for the overdetedrfine rank linear least squares problem.
We recall theoretical results obtained in [ALG2] on comaliing of the least squares solution and the
components of the solution when the matrix perturbatioesmaeasured in Frobenius or spectral norms.
Then we define computable estimates for these condition etsrdnd we interpret them in terms of
statistical quantities. In particular, we show that, in ttlassical linear statistical model, the ratio of
the variance of one component of the solution by the variasfcthe right-hand side is exactly the
condition number of this solution component when pertudrest on the right-hand side are considered.
We also provide, similarly to [22], fragment codes using IMIK [20] and ScaLAPACK [21] routines to
compute the variance-covariance matrix and the least sguamditioning and we give the corresponding
computational cost. Finally we present a small historicaherical example that was used by Laplace for
computing the mass of Jupiter and experiments from the spdostry with real physical data.

[20] E.Anderson, Z. Bai, C. Bischof, S. Blackford, J. DemnpdeDongatrra, J. D. Croz, A. Greenbaum, S. Hammarling,
A. McKenney, and D. Sorensen, (19989APACK Users’ GuideSociety for Industrial and Applied Mathematics,
3ed.

[21] L. S. Blackford, J. Choi, A. Cleary, E. D’'Azevedo, J. Deml, I. Dhillon, J. Dongarra, S. Hammarling, G. Henry,
A. Petitet, K. Stanley, D. Walker, and R. C. Whaley, (19959aL APACK Users’ Guide&ociety for Industrial and
Applied Mathematics.

[22] T.N. A. Group”, (2006) NAG Library Manual, Mark 21NAG.

6.2 Parallel tools for solving incremental dense least sques

problems. Application to space geodesy

M. Baboulin : CERFACS France; L. Giraud : ENSEEIHT-IRIT, France; S. Gratton : CNES AND
CERFACS France; J. Langou : UNIVERSITY OF COLORADO AT DENVER, USA

We implemented a parallel distributed solver that enabkedousolve incremental dense least squares
arising in some parameter estimation problems. This sadveased on ScaLAPACK [23] and PBLAS [24]
kernel routines. In the incremental process, the obsemsatare collected periodically and the solver
updates the solution with new observations using a QR faetiion algorithm. It uses a recently defined
distributed packed format [ALG4] that handles symmetridriangular matrices in ScaLAPACK-based
implementations. We provide performance analysis on IBMrES 690. We also present an example of
application in the area of space geodesy for gravity field matations with some experimental results.

[23] L. S. Blackford, J. Choi, A. Cleary, E. D’'Azevedo, J. Del, I. Dhillon, J. Dongarra, S. Hammarling, G. Henry,
A. Petitet, K. Stanley, D. Walker, and R. C. Whaley, (199%59aLAPACK Users’ Guidesociety for Industrial and
Applied Mathematics.
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[24] J. Choi, J. Dongarra, L. Ostrouchov, A. Petitet, D. Véalland R. Whaley, (1995), A Proposal for a Set of Parallel
Basic Linear Algebra Subprograms, tech. rep. LAPACK Wogkinote 100.

6.3 A retrospective trust-region method for unconstrained
optimization
F. Bastin : UNIVERSITE DE MONTREAL, Canada V. Malmedy : FUNDP UNIVERSITY OF NAMUR,

Belgium; M. Mouffe : CERFACS France; Ph. L. Toint : FUNDP UNIVERSITY OF NAMUR, Belgium
D. Tomanos: FUNDP UNIVERSITY OF NAMUR, Belgium

We introduce a new trust-region method for unconstrainetimopation where the radius update is
computed using the model information at the current iteratieer than at the preceding one. The update is
then performed according to how well the current model retp®ctively predicts the value of the objective
function at last iterate. Global convergence to first- arabad-order critical points is proved under classical
assumptions and preliminary numerical experiments on Qifff&blems indicate that the new method is
very competitive. For more details about this work, pleafento [ALG36].

6.4 Trust-region methods with dynamic accuracy and nonlinar

least-squares
F. Bastin: CERFACS France; S. Gratton : CNESAND CERFACS France

We consider trust-region techniques with adaptive stiatedor stochastic programming. We have
constructed a convergent method designed for stochastgraams based on expected values [25, ALG7],
and have applied it for mixed logit models, a class of prold@mcountered in discrete choice theory. We
have however identified problems arising when using somallpoglasses of Hessian approximations,
especially the BHHH one [ALGB6]. Such difficulties are simita those that can be encountered with
nonlinear least-square problems for the Gauss-Newton adefhhese similarities are at the origin of a
project where we consider these problems inside an unifiehdwork. We have identified the origins
of the poor numerical performance and we consider hybrigtegies such as that developed by Dennis
et al. [26], which can be shown to be convergent. Preliminauynerical experimentations have been
performed and presented at the SMAI (Société de Mathi@oaes Appliquées et Industrielles) conference
in 2006, confirming the potential of the approach.

[25] F. Bastin, (2005), An adaptive trust-region approach rfonlinear stochastic optimisation with an application
in discrete choice theory, IAlgorithms for Optimization with Incomplete Informatid®. Albers, R. H. Mohring,
G. C. Pflug, and R. Schultz, eds., no. 05031 in Dagstuhl SerRireaceedings, Internationales Begegnungs- und
Forschungszentrum (IBFI), Schloss Dagstuhl, Germany.

[26] J. E. Dennis Jr, D. Gay, and R. E. Welsch, (1981), An adaphonlinear least-squares algorithtACM
Transactions on Mathematical Software 348-368.

6.5 Trust-Region algorithms applied to discrete choice moelling

D. Ettema : UNIVERSITY OF UTRECHT, The Netherlands F. Bastin : CERFACS France;
J. Polak : IMPERIAL COLLEGE, United Kingdom O. Ashiru : IMPERIAL COLLEGE, United Kingdom

In this research, we have considered the application of-tegion methods to discrete choice models
involving random parameters, so that the problem can beadess a stochastic program [27, ALG5]. We
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have more specically studied a model of activity and tripeskting that combines three elements that have
previously been investigated in isolation : the duratioadivities, the time-of-day preference for activity
participation and the effect of schedule delays on the Vminaf activities. The model was tested using a
2001 data set from the Netherlands and results are presenfAtdG13]. The method is convergent, and
error components included in the model suggest that thererisiderable unobserved heterogeneity with
respect to mode preferences and schedule delay.

[27] F. Bastin, (2005), An adaptive trust-region approach rionlinear stochastic optimisation with an application
in discrete choice theory, IAlgorithms for Optimization with Incomplete Informatid®. Albers, R. H. Mohring,
G. C. Pflug, and R. Schultz, eds., no. 05031 in Dagstuhl SerRiraceedings, Internationales Begegnungs- und
Forschungszentrum (IBFI), Schloss Dagstuhl, Germany.

6.6 Formulation and solution strategies for nonparametricnonlinear

stochastic programs

F. Bastin : CERFACS France; C. Cirillo : FUNDP - UNIVERSITY OF NAMUR, Belgium
Ph. L. Toint : FUNDP - UNIVERSITY OF NAMUR, Belgium

We consider a class of stochastic programming models whenartcertainty is classically represented using
parametric distributions families. The parameters ara timially estimated together with the optimal value
of the problem. However, misspecification of the underlyiagdom variables often leads to irrealistic
results when little is known about their true distributiode propose to overcome this difficulty by
introducing a nonparametric approach where we replace gtimation of the distribution parameters by
that of cumulative distribution functions (CDF). We haveigged a practical algorithm which achieves this
goal by using a monotonic spline representation of the seararginal CDF’s and a projection-based trust-
region globalization. The method has been assessed oetisoodels in the transportation field [ALG62].

6.7 Using model reduction techniques within variational d&a

assimilation
C. Boess : CERFACS France; A.S. Lawless : UNIVERSITY OF READING, UK; N.K.
Nichols : UNIVERSITY OF READING, UK; A. Bunse-Gerstner: UNIVERSITY OF BREMEN, Germany

Incremental four-dimensional variational data assirglatis the method of choice in many operational
atmosphere and ocean data assimilation systems. It allen®tr dimensional variational technique (4D-
Var) to be implemented in a computationally efficient way Isjng approximate Gauss-Newton methods
where the minimization of the full nonlinear 4D-Var cost @tion is replaced by the minimization of a
series of simplified cost functions. In practice these sifigol functions are usually derived from a spatial
or spectral truncation of the full system being approxirdai#e propose a new method for deriving the
simplified problems in incremental 4D-Var, based on modduogion techniques developed in the field
of control theory. We show how these techniques can be cadbimith incremental 4D-Var to give
an assimilation method that retains more of the dynamidalrination of the full system. Numerical
experiments using a shallow-water model illustrate theesiop performance of model reduction to standard
truncation techniques [28, 29].

[28] A. Lawless, N. Nichols, C. Boess, and A. Bunse-Gerst(2008), Approximate Gauss-Newton methods for
optimal state estimation using reduced order modets,). Numer. Methods in Fluid$§6, 1367—-1373.

[29] A. Lawless, N. Nichols, C. Boess, and A. Bunse-Gersti(2008), Using model reduction methods within
incremental four-dimensional variational data assirolatAccepted for publication in Monthly Weather Review
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6.8 Benchmarking of bound-constrained optimization softvare

S. Gratton : CNES AND CERFACS France; Ph. L. Toint : UNIVERSITY OF NAMUR, Belgium
A. Troltzsch: CERFACS France

In this work, we compare different algorithms solving noelar optimization problems with simple bounds
on the variables. Moreover, we would like to come out with asessment of the optimization library DOT
(Design Optimization Tools) used at Airbus to optimize agmamic design problems. DOT is mainly
based on line search techniques and the purpose of thisisttmgompare it with more recent line search
solvers and with other solvers based on different appraasheh as trust region and interior point method.
We focus on the case where function and gradient evaluatimpossible, but where the Hessian of the
problem, when needed, has to be approximated using e.gi-jaagon updates. DOT is compared with
a set of well-known optimization codes which are freely e for academic use as there are TN-BC,
L-BFGS-B, Lancelot B and IPOPT. The numerical experimentthe testing environment CUTEr show
that the trust region based solver Lancelot B performs biesieoconsidered solvers both for CPU time and
number of function and gradient evaluations. For more tetdithis study we refer to [ALG59].

6.9 Neural Networks : low-memory training regularization
techniques

M. Garcia : CERFACS France; S. Jan: MIP LABORATORY, PAUL SABATIER UNIVERSITY, France; M.
Masmoudi: MIP LABORATORY, PAUL SABATIER UNIVERSITY, France

With the intention of using easy-to-compute and differainlie surrogate mod- els for the optimization
of computationally expensive objective functions [32], Wwave studied the artificial neural network
methodology [31]. We describe a low-memory Levenberg-Mardt algorithm for the supervised training
of artificial neural networks. It is based on the use of theveod and reverse modes of the algorithmic
differentiation [30]. We also have combined three diffdretrategies of regularization to build neural
networks that generalize well.

[30] A. Griewank, (2000),Evaluating derivatives Society for Industrial and Applied Mathematics (SIAM),
Philadelphia.

[31] K. Hornik, M. Stinchcombe, and H. White, (1989), Mutyler feedforward networks are universal approximators,
Neural Networks2, 359—-366.

[32] R. Jin, W. Chen, and T. Simpson, (2001), Comparativelistiof metamodeling techniques under multiple
modeling criteriaStructural and Multidisciplinary Optimizatiqri, 1-13.

6.10 Neural networks based trust region methods for bound
constrained optimization problems

M. Garcia : CERFACS France; S. Gratton : CNESAND CERFACS France; Ph. L. Toint : FUNDP, Belgium

We explore how neural network techniques [33] can be combivéh trust-region methods in the
framework of bound-constrained optimization. The resglélgorithms converge to first order critical point
for any starting point and often enjoy interesting propestivhen applied to highly oscillatory problems. In
these cases a local optimiser might be stalled, whereasraecomdel seems to be much easier to solve.
Bearing this example in mind we propose to use a mod¢lthiat is such that the iterates obtained with a
minimiser get close to the global minimum [ALG54]. We propds implement our model in a trust region
approach because trust region methods have strong comeergeoperties, they converge to critical points
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from any starting point. We also suppose that we have acodgbetgradient, so a linear term can be add
such thatf and the model: have the same gradient.

[33] M. V. Grieken, (2004)Optimisation pour I'apprentissage et apprentissage péaptimisation PhD thesis, Paul
Sabatier University, Toulouse, France.

6.11 Activation functions in neural netwoks approximationfunctions

M. Garcia : CERFACS France; S. Jan: MIP LABORATORY, PAUL SABATIER UNIVERSITY, France;
S. Gratton : CNESAND CERFACS France

In many cases neural networks have given good results intitmapproximations, even if there exist
many problems that could not been solved. The selectionecdittivation functions used in neural network
approximations depends on the problem and also on theioritef the researcher, sometimes this selection
is done by test. Commonly, the function of activation loigistas been more frequently used given good
results. In the literature a standard criterion does nadtdrr the selection of these activation functions in
neural networks, an exhaustive research neither doesexiiss topic. The choice of transfer functions may
strongly influence complexity and performance of neuralvoeks used in function approximations [34].
It is for this reason that the principal aim of this work is tbtain a criterion of selection of activation
functions in a feedforward neural network with only one heddayer, comparing their performances.
A new activation function based in logistic activation ftina is proposed. Several test functions with
varying problem dimensions and degrees of nonlinearityuaesl to compare the accuracies of the neural
networks using different activation functions. We consideveral performance criteria such as neural
network accuracy, effect of problem dimension and comjmriat complexity.

[34] F. Piekniewski. and L. Rybicki, (2004), Visual commam of performance for different activation functions in
MLP networks, INNEEE International Joint Conference on Neural Network847—2952.

6.12 Convergence properties of trust-region methods with

application to multigrid optimization

S. Gratton : CNES AND CERFACS France; M. Mouffe : CERFACS France; A. Sartenaer : FUNDP
UNIVERSITY OF NAMUR, Belgium; Ph. L. Toint : FUNDP UNIVERSITY OF NAMUR, Belgium
M. Weber-Mendonca: FUNDP UNIVERSITY OF NAMUR, Belgium

A multilevel algorithm is proposed to solve unconstrainqutimization problems, that puts together
ingredients taken both from the multigrid and trust-reglmsed optimization domains. The resulting
algorithm, presented in [ALG54] is globally convergent gretforms very well in practice. Indeed, it is
shown in [ALG53], that it behaves similarly as linear mutiéhsolvers on convex-quadratic problem, and
exhibits interesting performance even for non quadraittases, such as the solid ignition optimal control
problem and the minimum surface problem. In this methodstheothing step consists in the approximate
solution of the trust-region local subproblem, using thgusmtial coordinate minimisation ; this procedure
generalizes the Gauss-Seidel smoother in the local tagstin. Since the algorithm only explores directions
aligned with the prolongated coordinate axis, informatamn negative curvature directions at a given
iteration may either be incom- plete or simply missing, @agshe assumption required for second-order
convergence to fail. However we showed in [ALG20] that a veedlrm of the second-order convergence
can still be obtained under some additional but algoritlahjaealistic conditions.

The method is currently being extended to the case of thenmmation of problems with simple bound
contraints [ALG52]. For compatibility with the bounds, ttrest-region is defined using the infinity norm
and the coarse grid bounds are chosen so that the prolongsti step always remains feasible for the
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bounds, whereas a bounded violation of the trust-regiorldsvad. Preliminary results show the good
performance of the algorithm for academic test problems.

6.13 Preconditioners for Data Assimilation
S. Gratton : CNESAND CERFACS France; A. Sartenaer: FUNDP UNIVERSITY OF NAMUR, Belgium;
J. Tshimanga: CERFACS AND FUNDP UNIVERSITY OF NAMUR, Belgium; A. Weaver : CERFACS
France

Incremental four-dimensional variational assimilatidib¢Var) is an algorithm that approximately solves a
nonlinear minimization problem by solving a sequence adinzed (quadratic) minimization problems. In
[36] we designed a family of limited-memory preconditionécMPs) for accelerating the convergence of
conjugate gradient (CG) methods used to solve quadratignization problems such as those encountered
in incremental 4D-Var. The family is constructed from a skvectorss;, i = 1,...,[, where eacls; is
assumed to be conjugate with respect to the (Hessian) mfatiixincremental 4D-Var, approximate LMPs
from this family can be built using conjugate vectors getestaluring the CG minimization on previous
outer iterations. The spectral and quasi-Newton LMPs eygulan many operational 4D-Var systems are
shown to be special cases of the family of LMPs proposed heraddition, a new LMP based on Ritz
vectors (approximate eigenvectors) is derived. The RitzPLI¥ shown to be more effective than, or at
least as effective as, the spectral and quasi-Newton LMRgIirdD-Var experiments. Our experiments
also illustrate for this particular application the impante of limiting the number of CG (inner) iterations
on certain outer iterations to avoid divergence of the costfion on the outer loop. This phenomenon is
well-known, and has been intensively described in [35].
[35] A. R. Conn, N. I. M. Gould, and P. L. Toint, (2000)rust-region methodsSociety for Industrial and Applied
Mathematics, Philadelphia, PA, USA.
[36] J. Tshimanga, S. Gratton, A. Weaver, and A. Sartena66g), Limited-memory preconditioners with application
to incremental 4D-Var, Technical Report, CERFACS, Toukgu&rance. In preparation, also submitted to QJRMS.

6.14 Approximate Gauss-Newton methods for nonlinear least
squares problems

A. Lawless : UNIVERSITY OF READING, UK; S. Gratton : CNES AND CERFACS France;
N. K. Nichols : UNIVERSITY OF READING, UK

The Gauss-Newton algorithm is an iterative method regulaged for solving nonlinear least squares

problems. It is particularly well suited to the treatmentwefry large scale variational data assimilation
problems that arise in atmosphere and ocean forecastiqabtice the exact Gauss-Newton method is
too expensive to apply operationally in meteorologicagfmsting, and various approximations are made in
order to reduce computational costs and to solve the prablemeal time. In [ALG19] we investigate the
effects on the convergence of the Gauss-Newton method dfyfwes of approximation used commonly in
data assimilation. First, we examine truncated Gauss-tlemiethods where the inner linear least squares
problem is not solved exactly, and second, we examine fEtuGauss-Newton methods where the true
linearized inner problem is approximated by a simplifiedperturbed, linear least squares problem. We
give conditions ensuring that the truncated and perturtemas&Newton methods converge and also derive
rates of convergence for the iterations. The results arstithted by a simple numerical example. A practical
application to the problem of data assimilation in a typio&teorological system is presented.
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7.1 Conferences and seminars attended by members of the Péed
Algorithms Project

February

Stanford University, California, USA. 20 February 2006 | DUFF, visitor.
Lawrence Berkeley National Laboratory, California, USA-21 February 2006. |.S. IFF, visitor.

SIAM Parallel Processing Meeting, San Franciso, CalifariSA. 21-24 February 2006. |.S.UBF,
attendee and secretary of SIAM SIAG.

SIAM Parallel Processing Meeting, San Franciso, Calif@rhiSA. 21-24 February 2006. M.ABOULIN,
A distributed packed storage for large parallel calculat# joint work with L. Giraud and S. Gratton,
Contributed talk.

March

13th Han-sur-Lesse Conference on Mathematical Prograginilan-sur-Lesse, Belgium. 16-17 March
2006. M. MoUFFE, Use of multi-level trust-region techniques for nonlineaubd constrained optimization
problemsjoint work with S. Gratton, A. Sartenaer and Ph. L. Tointp&ear.

April

Copper Mountain Conference on Iterative Methods, Coppeloi@do, USA. 2-7 April 2006. M.RIOLI,
I.S. DUFFf, S. GRATTON, AND S. PRALET, A note on GMRES preconditioned by a perturbdef L™
decomposition with static pivotingalk, Workshop Chair, Organizing Committee.

CIMODO06 2006, International Conference on Mathematics pfifBization and Decision Making, Pointe—
Pitre, France, April 18-21 M. WN GRIEKEN. Neural networks : a model for solving nonlinear optimizatio
problemsjoint work with S. Jan and M. Masmoudi, contributed talk.

CIMODO06 2006, International Conference on Mathematics tifdization and Decision Making, Pointe—
Pitre, France, April 18-21 F. BSTIN, On second-order approximations for nonlinear least-sgsaand
nonlinear stochastic programming in discrete choice tlyemint work with S. Gratton.
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May

Shanghai Forum on Industrial and Applied Mathematics, §hai China. 25-26 May 2006. |.S.UBF,
Sparse system solution and the HSL Libramyjted talk.

June

Workshop on State-of-the-Art in Scientific and Parallel Quiting, Umea, Sweden, June 18-21, 2006 M.
BaBouULIN, HPC tools for solving accurately the large dense linear tesguares problems arising in
gravity field calculationsContributed talk.

July

Symposium in honour of Prof. J. Fleckinger, Université lbause |, 1 July, 2006. F. €AITIN -CHATELIN,
Scientific Computation in nonassociative Dickson algebrasted talk.

215t European Conference on Operational Research, Reykjaéland. July 2-5, 2006.HPL. TOINT, A
non-parametric sampling approach for nonlinear stochagtiogramming joint work with Fabian Bastin
(Organizer of the sessiokdaptive and innovative samplings techniguesiStochastic Programmingnd
Cinzia Cirillo.

17th International Conference on Domain Decompositionhidds in St. Wolfgang/Strobl, Austria. July
3-7,2006. A. FhIDAR, attendee.

SIAM Annual Meeting, Boston, USA. 8-16 July 2006. |.SUEF, Attendee and Chairman of the SIAM
Board.

ICCG, BICGSTAB, and Jacobi-Davidson. A meeting in honour Hénk van der Vorst. Utrecht,
Netherlands. 22 July 2006. |I.S.UBF, The perfect preconditiondnvited talk.

JCCC’07, Journée jeunes chercheurs organisée par let€des Chercheurs Calculant au CINES, Juillet
24-27. A. HAIDAR, Parallel hybrid direct/iterative linear solvers for 2D/3Blliptic problems, joint work
with L. Giraud and L. T. Watson, contributed talk.

SIAM-GAMM Conference on Applied and Linear Algebra, Unisgy of Dusseldorf, Germany, July 24 -
27 X. VASSEUR On the computation of the null space of a sparse majoixt work with Serge Gratton,
talk.

September

SPEEDUP Workshop on High-Performance Computing, ETH&irswitzerland, September 4-5, 2006.
X. VASSEUR attendee.

PMAA 2006, Fourth International Workshop on Parallel MatAlgorithms and Applications, IRISA,
Rennes, France, September 7-2. BLAVOVA , A Preliminary Analysis of the OutofCore Solution Phase of
a parallel Multifrontal Approach (presentationjpint work with P. Amestoy, |. Duff and A. Guermouche,
contributed talk.

CERFACS ACTIVITY REPORT 31



CONFERENCES AND SEMINARS

PMAA 2006, Fourth International Workshop on Parallel MatAlgorithms and Applications, IRISA,
Rennes, France, September 7-9. AsiblAR, Numerical experiments with additive Schwarz precondéion
for nonoverlapping domain decomposition in ,3bint work with L. Giraud and S. Mulligan, contributed
talk.

Bath-RAL Numerical Analysis Day, University of Bath, Ength 18 September, 2006. |.UbF, Direct
solution of sparse skew symmetric linear systdmated speaker.

October
MUMPS User Day 2006, LIP- ENS Lyon, Lyon, France, OctoberP4. SLavovA , Out-Of-Core parallel
solution joint work with P. Amestoy, I. Duff and A. Guermouche, cabtrted talk.

First International Conference on Numerical Algebra anig®idfic Computing (NASCO06). Beijing, China,
22-26 October 2006. I. DFF, Design and use of a sparse direct solver for skew-symmestess|nvited
talk.

Meeting in Shanghai, 28 October 2006. |UEF, Design and use of a sparse direct solver for skew-
symmetric systembjvited talk.

November

University of Newcastle, NSW, Australia. 6-28 November @00isiting senior researcher.

University of Newcastle, NSW, Australia. 20 November 2006DUFF, Sparse system solution and the
HSL library, Seminar.

January
Séminaire INRIA Rocquencourt, Paris, 11 Janvier 2007. FAICIN -CHATELIN, Déviation homotopique :
l'application (¢, z) € C? — (A +tE — 2I)~1, Invited talk.

ORBEL 2007, 21st annual conference of the Belgian OperatiBesearch, Luxembourg, January 18-19
M. GARcIA Neural networks based trust-region methods for boundtcaim&d nonlinear optimization
joint work with S. Gratton and Ph. Toint, contributed talk.

February

Scientific and Celebratory Conference. In honour of Paulhaar, CCLC Daresbury Laboratory, UK. 5
February 2007. |.S. DFF, Combining direct and iterative methods for the solutionasfé systems in
different application areadnvited talk.

Dagstuhl Seminar on Web Information Retrieval and Lineagedra Algorithms, Schloss Dagstuhl,
Germany, February 11-16, 2007. BClR, attendee.

SIAM Workshop on Combinatorial Scientific Computing (CSE,0Zost Mesa, California, USA. 17-19
February, 2007. 1.S. DFF, Recent developments in multifrontal codesijted talk.
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March

IMM, DTU, Lyngby. March-April 2007. 1.S. FF, Six double lectures on a Course in Advanced Topics in
Optimization visiting Professor.

SIAM Conference on Mathematical and Computational Issnebeé Geosciences (GS07) March 19-22
Santa Fe, USA. X. REL, Flexible GMRES with deflated restarting with the applicatfor the solution
of the Helmholtz equatigipint work with L. Giraud, S. Gratton, X. Vasseur, contribd talk.

Seminar in Informatik og Matematisk Modellering series &t Lyngby. 21 March 2007. |.S. OFF,
Combining direct and iterative methods for the solutionafjé systems in different application areas,
seminar.

Seminar to Numerical Analysis Group at DTU, Lyngby. 23 Mag€lD7. |.S. DuFF, Recent developments
in multifrontal codesseminar.

Berkeley Lab Scientific Computing Workshop, LBNL, 28 Mard@0Z. |.S. DJFF, Recent developmentsin
multifrontal codesinvited talk.

Stanford 50 : State of the Art and Future Durections of Corapomal Mathematics and Numerical
Computing. 29-31 March 2007. |.S.UBrF, Combining direct and iterative methods for the solution of
large systems in different application aredsyited talk.

April

EUCCO 2007, Second European Conference on Computatioriahi2ation, Montpellier, France, April
2-4 M. GARCIA Neural networks based trust-region methods for bound-caim&d nonlinear optimization
, joint work with S. Gratton and Ph. Toint, contributed talk.

May

Gene Golub Day, University of Leicester. 23 May 2007. |.2.FB, Direct codes for rank detection and the
solution of skew symmetric systems.

June

Argonne National Laboratory, Illinois, USA. 14 June 2007S. DUFF, Recent developments in rank
detection and skew solveeminar.

Seminar fur Analysis und Numerik, University of Basel, &erland, June 22 X. MSSEUR Multigrid
preconditioned Krylov subspace methods for the numerwation of Helmholtz equation in geophysics
joint work with S. Gratton and X. Pinel, invited seminar.
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July

EUROPT-OMS Meeting 2007. Prague, Czech Republic. 4-7 JOO72M. MOUFFE, Active constraints
identification in the context of multilevel trust-regiontimeds for nonlinear bound constrained optimization
problemsjoint work with S. Gratton and Ph. L. Toint, Talk.

International Conference On Preconditioning TechniquasLiarge Sparse Matrix Problems In Scientific
And Industrial Applications July 9-12th, 2007, Toulouseafce. X. PNEL, Multigrid preconditioned
Krylov subspace methods for the numerical solution of tdieeensional Helmholtz problems in
geophysicsoint work with H. Calandra, I.S. Duff, S. Gratton, X. Vassge contributed talk.

International Conference On Preconditioning TechniquasLiarge Sparse Matrix Problems In Scientific
And Industrial Applications July 9-12th, 2007, Toulouseiiice. A. HuIDAR, A parallel additive Schwarz
preconditioner and its variants for 3D elliptic non-oveplging domain decompositiofpint work with

L. Giraud and L. T. Watson, contributed talk.

ICIAM 2007, Zurich, Switzerland. 15-20 July, 2007. |.UBF, Developments in matching and scaling
algorithms,Minisymposium IC/MP/012/E/221 Organizer Alex Pothen tadi minisymposium speaker.

ICIAM 2007, Zurich, Switzerland. 15-20 July, 2007. | UBF, The use of hybrid techniques at CERFACS
for the solution of large problems on parallel machinbsnisymposium IC/MP/010/U/285 Organizers :
Sherry Li and Osni Marques. Invited minisymposium speaker.

ICIAM 2007, Zurich, Switzerland, 15-20 July 2007. M. HAMADNASAB, Parameter analysis of the
structure of regular matrix pencils by Homotopic Deviatithreory, joint work with F. Chaitin-Chatelin,
contributed talk.

ICIAM 2007, Zurich, Switzerland, 15-20 July 2007. X.INEL, Flexible GMRES with deflated restarting
joint work with L. Giraud, S. Gratton, X. Vasseur, contribdttalk.

SciDAC workshop on libraries and algorithms, Snowbird {JtaUSA, July 30- August 2, 2007 M.
BABOULIN, Very large least-squares for parameter estimation : Altori and application contributed
talk.

August

Second Mathematical Programming Society Internationahf@ence on Optimization : ICCOPT I
and MOPTA 2007. Hamilton, Canada. 13-16 August 2007. MoUWFg, Multilevel infinity-norm

trust-region method for bound-constrained optimizatif@int work with S. Gratton, Ph. L. Toint and
M. Weber Mendonca, Talk.

International Conference on Applied Mathematics and thseiplinary Research, Lijiang, Yunnan
Province, China. August 13-18, 2007. |.SUEF, Hybrid techniques for the solution of large scale
problems]nvited plenary talk.

Department of Mathematics, Jiaotong University, Xi'an,ir@h August 23 , 2007. |.S. OFF, Recent
developments in multifrontal codeSeminar.
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September
PPAM 2007, Seventh International Conference on Paraltédsing and Applied Mathematics, Gdansk,
Poland, September 9-12, 2007. BCAR, Heuristics for a matrix symmetrization problecontributed talk.

Sixth International Conference on Computer Science arattmdition Technologies (CSIT'2007). Yerevan,
Armenia, September 24-28, 2007. |.SUEF, The use of hybrid techniques for the solution of large scale
problemskeynote talk.

October
University of Manchester, October 3, 2007. |.Sui, The use of hybrid techniques for the solution of
large scale problemsSeminar.

Matrix Analysis and Applications. CIRM Luminy, MarseillErance, October 15-19, 2007. I.SUEF, The
use of hybrid techniques at CERFACS for the solution of lacgde problems on parallel machinésyited
talk.

7.2 Conferences and seminars organized by the Parallel Algthms
Project

June

Sparse Days Meeting at CERFACS June 15-16th, 2006 at CERFRO®use, France.

July

2007 International Conference On Preconditioning TeameiqFor Large Sparse Matrix Problems In
Scientific And Industrial Applications July 9—12th, 2007GERFACS, Toulouse, France.

Invited speakers :

MARIO BEBENDOREF, (Leipzig University, Germany),

JACEK GONDzI10, (University of Edinburgh, UK),

Y VAN NOTAY, (Université Libre de Bruxelles, Belgium),

PADMA RAGHAVAN, (The Pennsylvania State University, USA) ,

STEFAN REITZINGER, (Computer Simulation Technology GmbH (CST), Germany),
SIVAN TOLEDO, (Tel-Aviv University, Israel),

LuDMIL ZIKATONOV, (Pennsylvania State University, USA).

October

Sparse Days Meeting at CERFACS June 10-12th, 2007 at CERFAD®uUse, France.

CERFACS ACTIVITY REPORT 35



CONFERENCES AND SEMINARS

7.3 Internal seminars organized within the Parallel Algorithms
Project

January
Object-Oriented Programming Techniques for Sparse Lirgyetem Solverslanuary 12, 2006. M./&A.

March

Solving large dense linear least squares problems on palrdiktributed computers. Application to the
Earth’s gravity field computationMarch 21, 2006. Ph.D. thesis defence. MaBBULIN.
Multigrid Solution of Discrete Convection-Diffusion Edigas, March 24, 2006. A. RMAGE.

April

On some preconditioning techniques for systems with nheltifght-hand sides. April 13, 2006.
J. TSHIMANGA

May

Mulitilevel ILU preconditioners.May 3, 2006. F. WBS.

Fast solution of large linear systems in the ocean model THGAMy 10, 2006. F. WBS.

The Sinkhorn-Knopp Algorithm : Convergence and Applicetidviay 17, 2006. P. A. KIGHT.

Use of multi-level trust-region techniques for nonlineaubd constrained optimization problemsviay
31, 2006. M. MDUFFE

June

On the computation of the null space of a sparse matiixae 13, 2006. X. NSSEUR

August

Minimisation des bruits d’avions commerciaux sous contes. Recherche de solutions optimakasgust
25,2006L. ABDALLAH .

September

Numerical experiments with additive Schwarz precondéidor non-overlapping domain decomposition

in 3D., September 5, 2006. A. ADAR.

November

Flexible GMRES with Deflated Restarting (FGMRES-DR), ajagibn to two-dimensional Helmholtz
equations proceeding from geophysicdsovember 2nd, 2006. X.IREL.

December

Parallel approaches to some large-scale optimization peots, December 13, 2006. G. ARIGHIRATI.
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January

Spectral analysis of the discrete Helmholtz operator pnelittoned with a shifted LaplacianJanuary 11,
2007. M.VAN GIJZEN.

February

Ellipsoidal and Interval Techniques for State EstimationLliinear Dynamical Systems under Model
Uncertainty, February 1, 2007 S. AZIN.

Using model reduction techniques within Incremental 4-8isional Variational Data Assimilation.
February 8, 2007. C. Bess

March

Benchmarking of Bound-constrained Optimisation TodMkarch 20, 2007. A. ROLTZSCH.

October

Homotopic deviation theory : a qualitative studyOctober 24, 2007. Ph.D. thesis defence.
M. AHMADNASAB.

December

Medium-term power planning problem : model and solutiongragch, December 11, 2007. A. ABES.
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8  Publications

8.1 Journal Publications

[ALG1] G. Alléon, S. Champagneux, G. Chevalier, L. Giraadd G. Sylvand, (2006), Parallel Distributed Numerical
Simulations in Aeronautic Applications, Applied Mathematical Modellin@®0, 714—730.

[ALG2] M. Arioli, M. Baboulin, and S. Gratton, (2007), A paat condition number for linear least-squares problems,
SIAM Journal on Matrix Analysis and Applicatiqr9, 413-433.

[ALG3] M. Ariali, I. S. Duff, S. Gratton, and S. Pralet, (20p7A Note on GMRES Preconditioned by a Perturbed
LDLT Decomposition with Static PivotinglAM Journal on Scientific Computing9, 2024-2044.

[ALG4] M. Baboulin, L. Giraud, S. Gratton, and J. Langou, @Z0, A distributed packed storage for large dense
parallel in-core calculation§oncurrency and Computation : Practice and Experierd@&; 483-502.

[ALG5] F. Bastin, C. Cirillo, and Ph. L. Toint, (2006), An aoi@e Monte Carlo algorithm for computing mixed logit
estimatorsComputational Management Scien8e55-79.

[ALG6] F. Bastin, C. Cirillo, and Ph. L. Toint, (2006), Appftion of an adaptive Monte Carlo algorithm to Mixed
Logit estimation,Transportation Research Part, BO, 577-593.

[ALG7] F. Bastin, C. Cirillo, and Ph. L. Toint, (2006), Congence theory for nonconvex stochastic programming
with an application to mixed logifylathematical Programmindl08 207-234.

[ALG8] B. Carpentieri, L. Giraud, and S. Gratton, (2007), diive and Multiplicative Two-Level Spectral
Preconditioning for General Linear Syster8$AM Journal on Scientific Computing9, 1593-1612.

[ALG9] F. Chaitin-Chatelin and M. B. van Gijzen, (2006), Aysis of parameterized Quadratic Eigenvalue problems
in Computational Acoustics with Homotopic Deviation thedlumerical Linear Algebra with Applicationd 3,
487-512.

[ALG10] I. S. Duff and S. Gratton, (2006), The Parallel Algoms Team at CERFACSIAM News39, 10-11.

[ALG11] I. S. Duff and S. Pralet, (2007), Towards Stable Mix@ivoting Strategies for the Sequential and Parallel
Solution of Sparse Symmetric Indefinite Systel®@5AM Journal on Matrix Analysis and Applicatiqri29, 1007—
1024.

[ALG12] I. S. Duff, S. Gratton, X. Pinel, and X. Vasseur, (200 Multigrid based preconditioners for the
numerical solution of two-dimensional heterogeneous lgrok in geophysicdnternational Journal of Computer
Mathematics84-88 1167-1181.

[ALG13] D. Ettema, F. Bastin, J. Polak, and O. Ashiru, (200&h error-components framework for joint choice
models of activity timing and duratioyansportation Research Part, Al, 827—849.

[ALG14] L. Giraud and S. Gratton, (2006), On the SensitiviySome Spectral PreconditioneSIAM Journal on
Matrix Analysis and Application®7, 1089-1105.

[ALG15] L. Giraud, S. Gratton, and J. Langou, (2007), Cogeerce in Backward Error of Relaxed GMRESAM
Journal on Scientific Computing@9, 710-728.
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1 Introduction

Data assimilation is used to combined observations of aipllysystem with the models that describe it or
predict its evolution.

Data assimilation is now recognized as a major componentafelling along with the parametrisation of
physical processes, numerical simulation or couplingal@asimilation requires a good physical knowledge
of the modelled system, of its statistical properties affidienit optimisation algorithms.

Crucial for weather prediction for which it has been strgndgveloped, data assimilation is now spreading
to all the fields where models and observations are matuneggndn some domains, it is referred as “data
reconciliation” or “parameter calibration”.

CERFACS is presently active in data assimilation develapmie four modelling domains :
— Data assimilation for oceanography

— Data assimilation for atmospheric chemistry

— Data assimilation for nuclear plants

— Data assimilation for hydrology

Only the three first items are described in this scientifiorepince the last one started in September 2007.
Strong collaborations with the experts of the respectivaetilmg fields, such as METEO-FRANCE for
atmospheric chemistry or EDF for nuclear plants, are thefkeyhis research activity success. Most of
these projects are using the PALM software to develop trega dssimilation algorithms.
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2 Data assimilation for oceanography

2.1 A three-dimensional ensemble variational data assination
system for the global ocean (N. DageiA. Weaver)

Further developments have been made to the global-ocemmtional data assimilation system, OPAVAR,
for the OPA ocean general circulation model. The globalesysis based on an earlier system developed
for the tropical Pacific ([4], [3], [2]), but has been extedde incorporate new features including fully
multivariate background-error covariances [DA12] anddhpacity to produce ensembles of ocean analyses
for climate studies and forecast initialization [1]. Thesembles are created by perturbing the surface
forcing fields (wind-stress, fresh-water flux and heat fluxdl &he observations (temperature and salinity
profiles) used in the assimilation process. A 3D-Var (FGA&jsion of the ensemble OPAVAR system has
been applied in the ENSEMBLES (FP6) project to produce mlglthistorical reanalyses over the period
1960-2006.

Cycled 3D-Var experiments over the period 1993-2000 hase bBken performed to test the sensitivity
of the analyses to two flow-dependent formulations of thekbamund error standard deviations®j for
temperature and salinity [1]. The first formulation is basedan empirical parameterization @f in terms

of the vertical gradients of the background temperature saliity fields, while the second formulation
involves a more sophisticated approach that deriverom the spread of an ensemble of analyses. The
ensemble system is illustrated schematically in Fig. 21 bdth experiments, the observation error standard
deviations ¢°) are geographically dependent and have been estimatedifroadel-data comparison prior
to assimilation. An additional 3D-Var experiment that eoysl the parameterized® but a simplers®
formulation, and a control experiment involving no dataradsation have also been conducted and used for
comparison.

All 3D-Var experiments produce a significant reduction ire tmean and standard deviation of the
temperature and salinity innovations compared to thos@éetbntrol experiment. Comparing innovation
statistics from the twa® formulations shows that, on the global average, both foathhs give similar
results below 150 m but the parameterizédgive slightly better results above 150 m where statistical
consistency checks suggest that the ensemblare underestimated. The temperature and salinity error
growth between cycles, however, is shown to be much redudtidtie ensemble?’, suggesting that the
analyses produced with the ensemileare in better balance than those produced with the paraizeder
o’. Sea surface height (SSH) anomalies in the northwest Atlamd zonal velocities in the equatorial
Pacific, which are fields not directly constrained by the olestions, are clearly improved with the ensemble
o? than with the parameterizett when compared to independent data (Fig. 2.2). Comparisithstine
control are less conclusive, and indicate that, while sospeets of those variables are improved (currents
in the central and eastern Pacific), other aspects are dedj(&BEH anomalies in the northwest Atlantic,
currents in the western Pacific). There are several areasfooving the ensemble method and for making
better use of the ensemble information which are currergipdpexplored.
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FiGc. 2.1 — Schematic illustration of the ensemble 3D-Var systd@ime ensemble of analysis states
xt. 1(tn), I = 1,... L, at the end of cycle — 1 are used to initialize the background trajectories of
each ensemble member on the next cycl@he background trajectory of each memlbas produced
by integrating the model with a perturbed set of forcing fe(dind-stress, fresh-water flux, heat flux),
fei+ E{C_i, from the initial conditionx} (to) = x{._, (tv). Each background trajectory is compared with
a set of perturbed observatiop$, + ¢/ . ; to produce an innovation vector for each membek 3D-Var
(FGAT) analysis is then performed for each ensemble mendiaguhe appropriate innovation vector and
a background-error variance matilix ) . that has been estimated from the ensemble of backgrourad init
statesﬁ”c(to). The unperturbed membelr £ 0), which is not displayed, is also used to compIXgy) .
The resulting analysis increment is then applied to the iod@roduce the analysis model state trajectory.

2.2 Development of the next generation variational ocean da
assimilation system NEMOVAR (A. Weaver S. Ricci
|. Mirouze)

In early 2006 a collaborative project was initiated betw€#RFACS and ECMWF to develop a three-
and four-dimensional variational assimilation (3D-Vada#D-Var) system for the latest version of the
OPA model : OPA9/NEMO. The new system is referred to as NEMRVANEMOVAR inherits the basic
incremental algorithmic structure of OPAVAR, the variattéd assimilation system developed at CERFACS
for OPA8.2, but is being adapted to the NEMO framework anematéd to run on distributed-memory
(MPP) machines and to use dynamic memory. Achieving thisalje has required a major rewrite of the
different OPAVAR components. In addition, specific resbaactivities have been initiated on the following
algorithmic aspects of NEMOVAR : 1) the generalized difusimodel used for representing correlated
background error (PhD topic of I. Mirouze); 2) the conjuggtadient minimization and preconditioning
software (collaboration with the ALGO team at CERFACS) ; &)dhe incremental algorithm to allow
for higher resolution in the outer loop compared to the infminimization) loop (collaboration with A.
Vidard, INRIA). These improvements to the computer code ameherical algorithms are vital for future
applications (research and operational) of variationainagation with higher resolution, state-of-the-art
NEMO configurations.

An MPP implementation of a 3D-Var system with NEMO in both th&er and inner loops has been
developed. The system currently employs identical regoiuin the inner and outer loops; the multi-
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FIG. 2.2 — Correlation (upper panels) and RMS error {~* ; lower panels) between equatorial zonal
currents from TAO data and those from the control (no dataralsdion) experiment (dotted curves), and
experiments with empirically-specified and enemble-getserbackground-error standard deviations (solid
and dashed curves respectively) over the 1993-2000 petibdRBE (left panels), 140N (middle panels)
and 110W (right panels).

incremental feature is still in development. The 3D-Vartegs has been tested with both the ORCA
and ORCA° global configurations. Validation experiments so far havaimy been conducted on a
single cycle although the system has recently been adapigerform multiple cycles as well. Additional
assimilation data-sets have been included compared te tged in OPAVAR. The current NEMOVAR
system can assimilate temperature and salinity profiles) fise ENACT/ENSEMBLES (EN3v2) and
CORIOLIS databases, along-track altimeter anomalies fiteenmultiple satellite (Geosat, T/P, Jason-1,
ERS-1, ERS-2, GFO) database from CLS/AVISO, gridded Meanayic Topography (MDT) products
(Rio-05, model-derived), and model-gridded sea surfacgperature (SST) products (Reynolds Olv2,
HadISST). Particular attention has been paid to computaliefficiency and optimization : in this area
significant improvements have been made over OPAVAR. Twalrletfeatures of OPAVAR yet to be
fully transferred to NEMOVAR include 4D-Var (specificallii¢ development of the NEMO Tangent-linear
and Adjoint Models - NEMOTAM) and the capacity to generatsembles of analyses (with and without
adaptive background-error covariances). Work in develgpphese features for NEMOVAR is ongoing in
collaboration with ECMWF and INRIA.
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3 Data assimilation for atmospheric
chemistry

In the 1990s, after long and major developments of metegrcdd data assimilation suites for Numerical
Weather Prediction applications, the data assimilatiahrni@ues began to be applied to atmospheric
constituents chemistry and transport modelling. Becadsés aelatively late application, initial efforts
were focused on the data assimilation methodology.

Research activities on data assimilation for atmosphéeatstry have started at CERFACS some ten years
later, when helping Météo-France on methodological etspa@imed to set up a data assimilation system.
The first developments took place in the framework of the FE&-RSSET project with a strong focus on
stratospheric ozone.

Later, CERFACS took part in the French ADOMOCA (Assimilatide DOnnés pour les MOdeles de
Chimie Atmosphérique) project with the objective of implenting a more general assimilation algorithm.
Therefore, part of the work was dedicated to the generadizatf the assimilation system initially designed
for the ASSET project. Another important effort was dedéchto the enhancement of the assimilation
overall algorithm and of single operators in order to imprdhe quality of the constituents’ analyses.
Moreover, the direct model used to provide constituent€kigeound forecasts, namely the chemistry
transport model (CTM) MOCAGE by Météo-France, was upgrhith some particular aspects. The quality
of the analyses allows several scientific studies mainlyadged to stratospheric ozone or upper troposphere
carbon monoxide.

3.1 Generalization of the assimilation system

The aim of the ADOMOCA project is to gather the French atmesighchemistry community working or
planning to work on the assimilation of tropospheric andtsispheric chemistry species. Due to the large
number of existing tools (models, observations, assifitanethods) in this field, the PALM software has
appeared as the best way to set up an assimilation algoriftooupling the needed operators and algebraic
treatments. In the context of the ADOMOCA project, the stnoe of the original ASSET MOCAGE-PALM
algorithm had to become more modular in order to admit othengstry transport models and to assimilate
new observations, not only stratospheric ozone profiles.

3.1.1 Non dependency of the assimilation system to the cheral transport model
(A. Piacentini, H. Le Berre)

The orginal ASSET implementation of a variational 3D-VAR (the First Guess at Appropriate Time or
FGAT formulation) scheme was strictly bound to the MOCAGEe@tistry and Transport Model and was
strongly oriented to the assimilation of stratosphericrezprofiles. From a technical point of view, it means
that part of the assimilation suite data structures and nmgmanagement was shared with the stand alone
forecast model and that the observation operator was nmaddiadm the model diagnostic routines.

This approach, while optimized for the ASSET studies, pdote be a limitation for the more general
context of the ADOMOCA project. In order to apply the samdragation algorithm to different models,

it became necessary to make the assimilation specific tezdtn{observation handling, error statistics,
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linear algebra, minimization and diagnostics) completefiependent of the forecast model. The overall
algorithmic approach did not change, but the suite was alemagely rewritten. The new approach not only
allowed the use of the same suite with different models (#ralfelized and memory optimized version of
MOCAGE on different regular or gaussian grids, MSDOL, LMDgreliminary work —and even a NetCDF
loader for off line studies), but also made easier to upgthdassimilation components, as it will be briefly
sketched in the following sections.

3.1.2 Algorithm evolution (A. Piacentini)

The variational 3D-FGAT scheme can be seen as a particuidarafahe most general incremental 4D-VAR
algorithm. Respecting this feature in the suite design spaany evolution perspectives. The operators
sequence now includes PALM units for the forward and backviacrement propagation, for the model
to control space two ways transforms, for the initialisatend modelling of the error statistics and for
the observation screening. The role of this units is mosvait for the roadmap towards new ans more
complex algorithms. The modular implementation allowsuio production jobs with a stable configuration
while working on the next schemes.

3.1.3 Observation operator (A. Piacentinj A. Klonecki)

The ASSET MOCAGE-PALM suite assimilated only stratospberzone profiles. Since the MOCAGE
direct model already provided a diagnostic tool to comparemodel field with observed profiles, the
observation operator was based on the same routines. Tthimhehoice required the explicit coding of the
adjoint observation operator and introduce a strong litioitaon the modularity of the system, because the
ADOMOCA suite had to be able to take into account differentiglgrids (and more generally different
control space discretizations) and different observatiarcluding nadir satellite profiles (inverted against
ana priori profile with an averaging kernel), vertically integratechgtities and total columns.

For this reasons, the observation operator was integmlyitten in collaboration with NOVELTIS and it is
now able to compare fields on a general logically rectangridmwith all the above mentioned observations.
Moreover, the sparse matrix formalism let us express theiidpperator simply as the transposition of the
linear direct one with a consistent reduction of the timengjire this part of the code.

3.1.4 Diagnostics (A. Piacentini

A data assimilation suite produces a huge amount of outpig.therefore mandatory to standardize not
only its format but also the criteria to quickly assess thaligyof an assimilation experience. NetCDF was
choosen as output format and the suite produces some rekadistics files which can later on accessed
by a number of NetCDF compliant analysis and plotting todle. have in particular choosen the Ferret
freeware (developed at the NOAA/PMEL) and we have realisedite of diagnostic analyses that can be
automatically run after each assimilation experiment. kirads of analyses have been implemented. A
thourough comparison of dry run, forecast and analysis thighobservations can run after each simulated
day, while another set of diagnostics, more oriented to #sessment of the error statistics modelling and
bias detection, can be executed after longer assimilgttppgally on a monthly basis.

3.2 Improvment of the assimilation methodology

As the background error covariance matrix is a key compoaogtany assimilation system, its modelling is
an important step. Usually, this matrix is decomposed intoatations and variance matrices. An interesting
and general method for modelling the correlation matrixhef background error for complex geometries
(e.g. an ocean model masked and stretched grid) consistpproxamating the correlation functions
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FiG. 3.1 — Example of daily diagnostic. On the left panel : ozomeoentrations (ppbv) at 83hPa from a 3h

forecast the 29 july 2003. On the right panel : ozone conediotrs (ppbv) at 83hPa from the analysis at
the same time. The color square represents the MIPAS aaséthibbservations.
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with the solution of a generalized diffusion operator. Thgitontal correlation of the background errors
of our assimilation system was computed by numerically isghsuch an equation but stability issues
related to the time stepping scheme imposed a limitationigin latitude observation assimilation. A new

numerical approach based on spherical harmonic reprasentsas followed to bypass this restriction

and it's constantly improved to take into account finer repreations of horizontal correlations structures.
Moreover, since in the ASSET assimilation scheme the \attiackground error correlation was neglected,
a simple formulation was introduced.

3.2.1 Horizontal correlation of the background errors (S. Massart A. Piacentini)

The horizontal correlations of the background errors areefied using a diffusion equation on the sphere
on a2° x 2° grid. The original finite difference-time explicitimplemttion of the diffusion equation solver
could not treat the polar regions on a rectangular longiadieude grid. As a consequence, the observations
beyond0° latitude were not assimilated. This was a major restrict@rour assimilation system because
it lead to the rejection of good quality data, and it prevdriiee detailed study of the ozone evolution
within the polar latitudes, especially during the formatiof the springtime ozone hole in the Southern
Hemisphere.

In the new formulation, for each pressure level, the horiabfields are projected onto the spherical
harmonic basis. The diffusion equation is then solved, aogepted back to the physical space. With this
numerical approach for modeling the horizontal correlagiof the background errors, we are now able to
assimilate all the available observations.

3.2.2 \Vertical correlation of the background error (S. Massrt, A. Piacentini)

The vertical correlation of background errors were not talkéo account in the original formulation of
the assimilation algorithm. As a result, initial tests wihsimilation of the Odin/SMR profiles given at
fixed altitude levels showed that the analysis incrementg wéferent from zero only at the altitudes of
the measurements. The correction was then propagated titteelevels by the vertical transport. Since
the vertical motions are very slow in most of the altitudeganvhere Odin/SMR data are available, the
information brought by the SMR observations in the assitisitasystem did not cover the whole vertical
domain. Therefore we have implemented a vertical cor@tatipproximation in the background errors
representation. Thus, the correlationg between two pressure levelsand j are approximated by a
Gaussian function of the logarithm of their pressure ragigy;),

ij = €xp [—b -log? (ﬁ)} . (3.1)

Dj

The dimensionless parametewas determined using the NMC method from a simulation coxgeduly
2003 with the MOCAGE-PALM assimilation system used for th8SET project (Manzoni, personal
communication 2006). It was shown that the constant vialdel better characterizes the computed vertical
correlations.

3.3 Chemistry transport model
3.3.1 \Vertical resolution (S. MassartH. Teyssedre)

The MOCAGE configuration used for the ASSET intercomparisgercise had a vertical grid bounded in
altitude to a value of 5hPa. In addition, the model was fotmgdn ozone climatology in its first top level
which extends from 10hPato 5hPa. As a consequence, mostioftiimation coming from the assimilation
increment was lost above 10hPa. This constituted a sevaitation of our system, since a significant
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fraction of the stratospheric ozone is found above 10hParéfbre, in the new assimilation system the
upper boundary of the model has been raised from 5hPa to 8.1 level distribution has been also
enhanced from 47 to 60 levels. This configuration allows tinectl use, without vertical interpolation, of
the dynamical forcing supplied by the operational Europ&antre for Medium-Range Weather Forecasts
(ECMWF) numerical weather prediction model.

3.3.2 Chemistry scheme (D. CariolleH. Teyssedre)

The latest version (version 2.8) of the linear ozone pararigttion developed by [DA3] was included into
the MOCAGE CTM. This scheme is implemented with activatidrihe ozone destruction due to PSC
chemistry, with the simplest formulation that only usesaldemperature. Compared to the implementation
adopted for the ASSET project, the parameterization has eproved in the mesosphere and in the
equatorial troposphere where there was a tendency to dieeds the ozone production by 50% at
equatorial latitudes. The use of the linear scheme withen MOCAGE CTM forced by the ECMWF
analyses for multiyear simulations, has shown that litteesés and drift were present in the model results
when compared to TOMS ozone data. This is an important adgenbver complex chemical schemes
which may not be free from drifts, and that are computatitymabre expensive.

3.4 Studies using the improved assimilation system

3.4.1 The ASSET intercomparison of ozone analyses (A. J. Ge8. Massartet al.)

The EU-funded “Assimilation of Envisat data” (ASSET) praj¢[DA6]), aimed the assimilation of Envisat
atmospheric constituent and temperature data into sydtesed on Numerical Weather Prediction (NWP)
models and chemical transport models (CTMs). It has adédessveral themes : enhancement of NWP
analyses by assimilation of research satellite data ; studf the distribution of stratospheric chemical
species by assimilation of research satellite data into GyMems ; objective assessment of the quality of
ozone analyses; studies of the spatial and temporal evolofitropospheric pollutants ; enhanced retrievals
of Envisat data ; and data archival and dissemination.

The performance of ozone data assimilation systems indahte ASSET were evaluated to show where
they can be improved, and to quantify their errors ([DA4]hahks to the project, 11 sets of ozone
analyses from 7 different DA systems were examined. Two vwemaerical weather prediction (NWP)
systems based on general circulation models (GCMs); ther dive used chemistry transport models
(CTMs). The systems examined contained either linearisetbtailed ozone chemistry, or no chemistry
at all. In most analyses, MIPAS (Michelson InterferometerRassive Atmospheric Sounding) ozone data
were assimilated. Two configurations of the MOCAGE-PALMiadiation system has participated the the
comparison, one with a linearised ozone chemistry and otiteandetailed stratospheric detailed chemistry.
Analyses were compared to independent ozone observatawesicg the troposphere, stratosphere and
lower mesosphere during the period July to November 200@. ditalyses from the MOCAGE-PALM
assimilation system were at least as good as the analysestmother systems in the stratosphere.

3.4.2 Assessment of the quality of the ozone measurements. Kassart,
A. Piacentini, D. Cariolle, et al)

Space-based remote sensing instruments providing atreospieasurements have different time and
space resolutions, and coverage. This makes the directarisop of the measurements very difficult. Data
assimilation has proven to be a far more powerful tool thamée interpolation techniques to create three-
dimensional analysed fields for a given dataset. Thus, daiandation can be used to assess instrument
precision and bias. In this way, using the ASSET analysesiamsfer standard ([DA4]), it was estimated
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that MIPAS is 5% higherthan HALOE (Halogen Occultation Esipeent) in the mid and upper stratosphere
and mesosphere (above 30 hPa), and of order 10% higher ttmaresande and HALOE in the lower
stratosphere (100 hPa to 30 hPa).

To assess the quality of Odin/SMR ozone retrievals by MOLEERRagainst ozonesondes, Envisat/MIPAS,
Earth Probe/TOMS and UARS/HALOE data, the MOCAGE-PALM askition system was used in its
lastest version ([DA8]). The Odin/SMR analysis and the piteone datasets were in good agreement
at mid and high latitudes, while in the lower tropical stigibere a positive bias was found of the
Odin/SMR, Envisat/MIPAS and Earth Probe/TOMS data congareaneasurements from UARS/HALOE
and ozonesondes. The precision of Odin/SMR ozone retdévaérms of standard deviation is about 20%
in the tropics, below 10% at high southern latitudes andwe&® at high northern latitudes.

3.4.3 Studies based on the assimilated fields (S. Massakt Piacentini, D. Cariolle,
et al)

Stratospheric ozone intrusion over the high Canadian Arctc UTLS region

An exceptional ozone increase in the upper tropospherelsiratosphere region has been recorded by an
ozone sounding performed over the high Canadian Arcticeabdginning of August 2003. Simultaneously
observed low humidity and low tropopause height have sugdehat this anomalous ozone enhancement
is attributed to a downward transport from the stratosphEnés latter transport was investigated by using
the Ertel potential vorticity field calculated from the ECMAMnalyses ([DA10]). The occurrence of such
high ozone concentrations was shown to be due to stratdspbmwne rich air intrusions. These latter
mesoscale phenomena wre successfully captured usinggimeilation of Envisat/MIPAS ozone profiles
into MOCAGE-PALM. It was demonstrated that Envisat/MIPAZone profiles assimilation adds value
in the sense that the analyses capture the whole stratéspmension episode, whereas the raw model
simulation does not.

Ozone loss in the 2002-2003 Arctic vortex

The evolution of the northern polar vortex during the wing802-2003 in the lower stratosphere was
investigated by using assimilated fields of ozone (03) atrdus oxide (N20) ([7]). Both O3 and N20O
measurements used were obtained from the Sub-MillimetdidRaeter (SMR) aboard the Odin satellite
and were assimilated into MOCAGE-PALM. O3 was assimilatetb ithe full model including both
advection and chemistry whereas N20O was only assimilatéldl advection since it is characterized by
good chemical stability in the lower stratosphere.

The ability of the assimilated N20O field to localize the eddeh® polar vortex was prooved. The O3
assimilated field has served to evaluate the ozone evolatidrto deduce the ozone depletion inside the
vortex. The chemical ozone loss was estimated using thextanterage technique. The N20 assimilated
field was also used to substract out the effect of subsidenoedier to extract the actual chemical ozone
loss. Comparisons to other results reported by differeth@s using different techniques and different
observations have given satisfactory results.

The 2002 major warming in the southern hemisphere

Following an exceptionally active winter, the 2002 Southelemisphere (SH) major warming occurred
in late September. It was preceded by three minor warmingtewbat occurred in late August and early
September, and yielded vortex split and break-down ovea#stita. Ozone (O3) and nitrous oxide (N20)
profiles obtained during that period of time (15 Aug.-4 Otly)the Sub-Millimetre Radiometer (SMR)
aboard the Odin satellite were assimilated into MOCAGE-RA([DA1]). The assimilated O3 and N20
profiles were compared to groundbased measurements (LiDARballoon-sonde). It is found that O3
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concentrations retrieved by the MOCAGE-PALM assimilatsystem shown a reasonably good agreement
in the 20-28 km height range when compared with ground-bpsafiles. Moreover, comparison of N20O
assimilated fields indicated that the dramatic split andeghent break-down of the polar vortex, as well
as the associated mixing of mid- and low-latitude stratesighair, were well resolved and pictured by
MOCAGE-PALM.

Transport pathways of CO in the African upper troposphere during the monsoon season

The transport pathways of carbon monoxide (CO) in the Afritpper Troposphere (UT) during the
West African Monsoon (WAM) was investigated through tharagation of CO observations by the Aura
Microwave Limb Sounder (MLS) into MOCAGE-PALM ([5]). Compaons between the assimilated CO
fields and in situ airborne observations from the MOZAIC paog between Europe and both Southern
Africa and Southeast Asia has shown an overall good agreiearennd the lowermost pressure level
sampled by MLS {215 hPa). The 4D assimilated fields averaged over the monthlpf2006 have been
used to determine the main dynamical processes respofilthe transport of CO in the African UT. The
studied period corresponds to the second AMMA (African Mmors Multidisciplinary Analyses) aircraft
campaign. Using the high time resolution provided by the 4Bimailated fields, we gave evidence that the
variability of the African CO distribution above 150 hPa amarth of the WAM region is mainly driven
by the synoptic dynamical variability of both the Asian Moons Anticyclone (AMA) and the Tropical
Easterly Jet (TEJ).

3.4.4 Diagnostics of the background error covariance matx (O. Pannekoucke,

S. Massar)

The MOCAGE-PALM ozone background error correlation fuoog were estimated from an ensemble of
perturbed forecasts ([8]). They appears to be heterogersudianisotropic. Such correlation functions are
representable by a diffusion operator at a reasonable noaheost. Thus, we have decided to build an
heterogeneous and anisotropic diffusion operator on thergpbased on a local diffusion tensor. The first
challenge resided in the determination of the local difftasiensor corresponding to the local correlation
function. Then the second challenge resided in the detatinim of the normalization in order to ensure
the matrix modelled through the diffusion operator to be aralation matrix. A validation within a
randomization method illustrates the feasibility and tleeusacy of the proposed method. In particular,
it is shown that the local geographical variations of diaggtbcorrelation functions (through an ensemble
of perturbed forecast) are well represented.
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FiGc. 3.4 — Examples of correlation functions of the backgrourrdreviewed from the South Pole : (a)

diagnosed from the ensemble of perturbed forecast anddh) fhe correlation model diagnosed using a
randomization method with 6400 samples. The contour limesspond to values within the range 0.2 — 1,

with an 0.2 increment. Parallel lines are plotted every 1greles fromp0°S to 15°S.
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4  Data assimilation for nuclear plan
modelling

Within a fruitful collaboration between EDF R& D and CERFACHe tools improving nuclear core
simulation progressed during the 2005-2008 period. The AI¥DOproject already proved the feasibility
of the Data Assimilation (DA) use in nuclear core applicatidhe prototypes MANARA and KAFEINE,
that demonstrated that the DA is applicable in nuclear chsesig, was extended and improved during the
past years. We will detail further the evolution of each mapk

On the level of MANARA, some developments were done in ordéake into account information coming
from the various instruments that are implanted inside #aetor.

For the KAFEINE prototype, several improvements were danevaluate more precisely the evolution of
model parameters along a core loading. A new common sceptifject EDF/CERFACS has started for 3
years with the aim of DA applications to new EDF computinge®tb evaluate the state of the core. Some
details about the state of the project will be given as caiclu

4.1 MANARA : a Modular Application for Neutronic Activity
Reconstruction by Assimilation (B. Bouriquet S. Massart
G. Gacon P. Erhard, J. P. Argaud)

MANARA has been implemented to address the same problemeaS@i code CAMARET - that is to
provide a fine estimate of the 3D power map (or neutron fluwocaetphy) given some located measures and
the simulation computed by a model. The CAMARET methodolsggainly focused on the exploitation of
the data coming from CFM (Mobile Fission Chamber). This basinception of CAMARET is not usable
with heterogeneous instrumentation, as the informatianing from several sources cannot be handled in
the same framework. Here is the strong point of the DA thaimjitsrus to take into account all kind of
information as soon as the error on this information is knQlA7].

Thus, developments have been taken to extend the basic MAN#®totype to a multi instrumented
assimilation code. This new MANARA prototype is able to tre@gdormation coming from CFM, Low
resolution CFM (LCFM), thermocouple and external chambBéure 4.1 presents the evolution of the
accuracy of the reconstructed 3D neutron flux map as a fumofithe used instrument.

The curves on figure 4.1 show the root mean square diferenoeféoence instruments for the various
plans on the nuclear core (right to left from bottom to top)ith that figure the OMB (Observation
Minus Background) curve represents the raw information iognfrom the COCCINELLE calculation.
The OMA (Observation Minus Analysis) evolves as we add soms&ruments. It is easy to notice that
the more instruments we have the best the agreement wittenefe value is. Moreover this behavior is
compatible with the amount and accuracy of each instrunvéateven notice that with information coming
from integral measurements, such as thermocouple, somevements appear.

The work done on the multi instrumentation enlightens evementhe influence of the measurement on
the data assimilation within the nuclear core. Thus, it hesnbdecided to look after the influence of the
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FIG. 4.1 — Evolution of the neutronic map flux with the instrunagitns used

reducing of the number of available instruments on the tyafithe 3D neutronic map. In order to evaluate
this evolution, we will put ourselves in a configuration of @M available giving measurements on the
38 levels of the core. Thus, the 16 remaining locations dereaces to validate the reconstructed map of
neutron flux.

There areC?, different way to remove instruments from the2 we have. This number of possibility can
be very quickly huge. Nevertheless, we can take a sampliagalkthose possibilities to evaluate the mean
accuracy when we loogemeasurement locations. Thus, we take for each case 800esthpt is close to
C3,. However, this is still a huge number of calculation thatuiegs time consuming computation.

the computation was done on the IBM JS21 available at CERFA®S next figure presents the results
of the mean value of the disagreement with reference datafasction of the remaining instrumented
locations. Those values are normalized by the estimatitim &li available measurements.

The curves on figure 4.1 presents two distinct behaviors agdgce the number of instruments. The first
part shows a low evolution of the reconstruction quality wbely few instruments are missing. The second
one shows a dramatic decrease of the quality of the evatuafithe core status when few instruments
remain. This transition between the two behaviors is wheurd 6 to 10 CFM remains. This represents
the critical level in the information necessary to recomstthe core activity.
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FiG. 4.2 — Evolution of the relative quality of the reconstroctiof the nuclear core as a function of the
remaining measurement instruments

The use of data assimilation has already been proved efftci@aconstruct the neutronic state of a nuclear
core. In addition, we showed that, in the DA framework, imfiation coming from heterogeneous sources
can be collected to improve the quality of the evaluatiorhefrteutronic state.

Refering to che work on multi-instumentation we noticed tloat adding lower accuracy and a distribution
in space that is not covering all the area give only a very timprovement to a very well instrumented
system.

Nevertheless looking more in detail the influence of the nends available instrument in the core, we
notice a two-step evolution of the quality of the evaluatainthe nuclear core is presistant event with
addition of thermocouples. If the density of measuremegbisd enough the evaluation of the core is not
very dependant of the number of instruments. Then abovetiaatrvalue of available instruments, the
addition of suppression of one more become critical on thadityuof the evolution. Such behavior is the
signal of a critical point in the information perquisite teeduate the state of the nuclear core

4.2 KAFEINE KAlman Filter Estimation In NEutronic (S. Massa rt,
B. Bouriquet, G. Gacon P. Erhard, J. P. Argaud)

The KAFEINE prototype was developed in order to optimizegheameters of the COCCINELLE nuclear
core model[DA7] . At first, this optimization was focused ¢ treflector modeling parameter. This is still
a very important topic that was the object of several studigerted below. Nevertheless, modularity of
PALM allows making some developmentin order to make the KINEEcode was develloped to be able to
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perform DA on various parameters. Moreover some extra @@veént was done on the prototype in order
to have an external loop that are searching to an optimalergewnce using the post validation methods
developed by Derozier and Ivanov[10, 9] . The scheme of tieKd8FEINE PALM prototype is shown in
figure 4.2. This scheme exploits the parallel calculatigrecity of PALM to optimize the calculation time.

KAFEINE

FeAlman Filer Estimation In NEutronic

FIG. 4.3 — PALM scheme of the KAFEINE prototype

As mentioned above work focuses mainly on the reflector patamA careful study of this parameter
showed that it may evolve along a nuclear core life. Thusas essumed an analytic profile for its evolution
with time. The parameters have been computed by the KAFEINgBtype within a wide range of nuclear
core experimental history. The results show that evolutiepends of the loading pattern and the history
of the assembly. Nevertheless, some interesting infoomatth the nuclear core modeling was enlightened
by this study. Moreover some new DA schemes were perfornmeateng knowledge on opportunities and
limits of Kalman filter technique.

The interesting results and the feasibility proof that wasiel by this mock up are pushing it towards
industrial applications for EDF nuclear core.
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4.3 conclusion

Globally speaking all the work done on the application of DAnuclear core leads to interesting results
and a proof of global usefulness in nuclear core physicssTallithose encouraging results conduced to a
new project which aim is to apply DA within a more operatioframework, especially in the new nuclear
core modeling codes. Moreover, some generics tool of DAlvé@lbuild in order to promote these methods
in other fields of interest at EDF.
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1 Introduction

OASIS and PALM are two couplers, developped at CERFACS, hihaé climbed significant steps during
the last two years.

The OASIS coupler, initiated at CERFACS in 1991 is now usedibgut 25 climate modelling groups

around the world. This open source software is specialinetthé coupling of climate modules such as
ocean, atmosphere, sea-ice or land models. The develoghéms coupler is currently driven by the

need of higher resolutions for climate models which are jpdesshanks to massively parallel platforms.
These new architectures have imposed parallelism andesféigiwhile keeping OASIS basic concepts of
portability and flexibility.

The PALM coupler, initiated at CERFACS in 1996 for the MERC2R operational oceanography project,
now counts about 80 users of various applications fields asadombustion, aerodynamics, nuclear plant
modelling, atmospheric chemistry or land surface modgllifseveral of these users appreciate this coupler
for the design of their data assimilation applications, @agng number of those are seduced by the wide
scope of its functionalities combined with its portabilifiexibility and ergonomy features. Indeed, this
coupler answers most of the requirements of simple to coxgaeapling algorithms : high level description
of algorithms, parallel coupling, handling of computingeerces, dynamic launching of components,
graphical user interface, ...

During the last two years, the question of the coexistente@PALM and OASIS couplers at CERFACS
and in the scientific community has been adressed. Both emuginswer specific needs of distinct
communities : static coupling with paralllel geophysidiaterpolation for OASIS and dynamic coupling
with complex algorithms for PALM. Thanks to its expertiseERFACS can help users to choose to best
coupler suited for their applications and, if needed, emshe compatibility of both within a specific
application. Based on its experience in development, used and requirements, CERFACS is one of
the best place where the next generation of coupler can beredht
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2  The OASIS coupler and its applications

The OASIS coupler is open source software developed at CESF8ince 1991, used for coupling
independent General Circulation Models (GCMs) of the aprhese and the ocean as well as other climate
modules (sea-ice, land, etc).

Today, OASIS is mainly supported and developed in the PRIGéwork [CC3] in collaboration with the
Centre National de la Recherche Scientifique (CNRS) fromégand the IT division of NEC Laboratories
Europe (NLE-IT) from Sankt-Augustin in Germany.

The PRISM concept (http ://prism.enes.org/), initiallpposed as a Euroclivar recommendation and first
funded by the European Community in 2001-2004, is to shae@velopment, maintenance and support
of software and metadata environment for Earth System MiodelThe objective is to lower the technical
development efforts for the scientific teams assemblingning, monitoring, and post-processing Earth
System Models (ESM) based on state-of-the-art componendietlsaleveloped in the different climate
research centres in Europe and elsewhere.

Today, the PRISM Support Initiative (PSI) [CC2] has estidd a network of seven partners (CERFACS,
NCAS, CNRS, ECMWF, NEC-CCRL, M&D, and the UK Met Office) andhaiassociate partners (CSC-
Finland, IPSL, MPI-M, Météo-France, SMHI and computemmii@cturers CRAY, NEC-HPCE, SGI and

SUN) investing a total of about 8 persons-years per yeayjpy/ithe initiative.

Through OASIS support and development, CERFACS activatyrimites to the PRISM Support Initiative
into which CERFACS has committed 0.9 person-year/yeahi®2005-2007 period, commitment that will
most likely be renewed.

PRISM recently set-up the METAFOR project, gathering 1ltnens and funded for 3 years starting in
March 2008 under the European Community 7th Framework Riar2 2 MEuros.The main objective

of METAFOR is to define a Common Information Model (CIM) thatsdribes in a standard way

climate data and the coupled models that produced the datdos$e interaction with related initiatives

at the international level, METAFOR will propose solutiotes identify, access and use the climate
data. METAFOR will build on existing metadata (data desagbdata) currently used in existing data
repositories. The coupling metadata proposed in the newISA8nvironment describing the coupling

exchanges ensured by the coupler between the componentsmegeesent a first attempt to describe a
coupled composition, and these coupling metadata need deteralized and extended; this task will be
addressed in METAFOR.

Currently, the 3 versions of OASIS currently available, 8% OASIS3 and OASIS4 are used by about
25 climate modelling groups around the world.

OASIS2 and OASIS3 are direct products of the coupler devetays performed since more than 15 years at
CERFACS. Portability and flexibility were their key desigmncepts. At run-time, OASIS2 or OASIS3 acts
as a separate mono process executable, which main funstioririterpolate the coupling fields exchanged
between the component models, and as a communicationylibrded to the component models. For
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OASIS3, a major evolution of the communication library léadhe release of the OASIS3 PRISM Model
Interface Library (OASIS3 PSMILe). OASIS2/3 supports 2ipting fields only.

As the climate modelling community is progressively taimgghigher resolution climate simulations run on
massively parallel platforms with coupling exchanges imivg a higher number of (possibly 3D) coupling
fields at a higher coupling frequency, a new fully parallaligler, OASIS4, is currently developed within
PRISM. The concepts of parallelism and efficiency drove (B¥developments, at the same time keeping
in its design the concepts of portability and flexibility thmade the success of OASIS3. OASIS4 supports
3D and 2D coupling fields.

The OASIS4 PSMiLe Application Programming Interface (ARBs kept as close as possible to OASIS3
PSMiLe API. This ensures a smooth and progressive trandi@ween OASIS3 and OASIS4 use in the
climate modelling community, as is shown by the OASIS4 camity growing community of users.

During the reporting period, some efforts were also devdtedlemonstrating the OASIS and PALM
compatibility ([CC10], [1], [CC14]) .

2.1 The OASIS2/3 coupler(S. Valcke

2.1.1 Development and maintenance

The OASIS2 version is frozen since its last release in 200@ Version was however still used by some
modelling groups during the past 2 years (see below). Tleimillustrates the length of the cycle needed
to build and validate a coupled climate model.

The last version of the OASIS3 coupler (“pristr5”) was released in september 2006 [CC16]. As most of
the development efforts were devoted to OASIS4 during teegeding period, that version did not contain
any major modifications but only the following improvements

— Few bugfixes already distributed to the OASIS mailing listidg the preceeding period ;

— Some modifications regarding the options of the SCRIP pyalations;;

— A new PSMiILe interface routine to retrieve the couplingipéof field ;

— The phasing of the versions of the mjgplibrary used in OASIS3 and OASIS4

— Diverse modifications for successful compilation with NA&ompiler ;

— Other minor modifications (automatic validation of opsopstc.)

2.1.2 OASIS2/3 Users and applications

Today, OASIS2 or OASIS3 are used by about 20 climate modgtjioups around the world. Among the

main users, one can cite :

— CERFACS, Météo-France and IPSL, in France

— the European Centre for Medium range Weather Forecasts(#E) at Reading

— the Max-Planck Institute for Meteorology (MPI-M) in Germa

— the National Centre for Atmospheric Science (NCAS) andMlie¢ Office in the UK

— the “Koninklijk Nederlands Meteorologisch Instituut” ) in the Netherlands

— the Swedish Meteorological and Hydrological Institut®Ed) from Sweden

— the “Istituto Nazionale di Geofisica e Vulcanologia” (INg¥nd the“Ente Nazionale per le Nuove
tecnologie, 'Energia el Ambiente” (ENEA) in Italy

— the International Research Institute for Climate Préaiicthe NASA Jet Propulsion Laboratory, and the
Oregon State University in the US
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— the Canadian Meteorological Services in Canada

— the Japan Marine Science and Technology Center in Japdredfetrth Simulator super computer

— the International Center for Climate and Environment 8cés in China

— the Bureau of Meteorology Research Center (BMRC) and thedtsity of Tasmania in Australia

In particular, we closely followed the assembling of thddaling coupled models :

— In the last years, the OASIS2 version was used by the Cermttieidl de Recherches Météorologiques
(CNRM) of Météo-France to assemble a Coupled GCMs (CGChb§sed on the atmospheric
model ARPEGE (from CNRM, Météo-France) and on the oceameh®PA (from Laboratoire
d’Océanographie et du Climat, LG&2N, CNRS). This coupled models was validated and exploited
through a series of climate experiments in the frameworkanious European projects (e.g. DEMETER,
PREDICATE) and for the IPCC (Intergovernmental Pannel oim&le Change) Fourth Assessment
Report (2007).

— OASIS2 was also used at CNRM to assemble a regional CGCMIingupRPEGE medias and the
Mediterranean configuration of OPA8, and is currently usea¢duple ARPEGE V4 and OPAS8 for
seasonal forecasting experiments on the IBM Power4 at thepean Centre for Medium range Weather
Forecasts (ECMWF).

— The Institut Pierre Simon Laplace (IPSL) also contributethe last IPCC report in 2007 with global
warming experiments using a coupled model based on the ptraos model from the “Laboratoire de
Météorologie Dynamique” (LMD), LMDZ, and on OPA8 couplegd OASIS2.

— OASIS3 is currently used at CERFACS in the framework of thiedpean project ENSEMBLES and in
the ANR project ESCARSEL, to couple ARPEGE V4, OPA9/NEMO amiP, a runoff model from
University of Tokyo.

— OASIS3 is also used in the framework of the CICLE (Calcutisif pour le CLimat et I'Environnement)
project, funded by the French “Agence Nationale de la Redteer(ANR-05-GIGC-04) :

— at IPSL, for their new global coupled model assembling timeoaphere and surface model LMDZ-
ORCHIDEE with the ocean and sea-ice model OPA9/NEMO-LIM,

— at Météo-France for its 4-model coupling between a megliatmosphere model, ALADIN-Climat, a
regional meditteranean configuration of the OPA ocean mtiizglobal atmosphere model ARPEGE-
Climat V4, and the global ocean model OPA9.

2.2 The OASIS4 coupler(S. Valckel. Coquart)

The development of the OASIS4 coupler [CC15], started in2@0ring the EU project PRISM, implied
to the complete rewritting of OASIS. This new fully paraltgupler now includes a Transformer, which
performs the parallel interpolation of the coupling fieldad the OASIS4 PRISM System Model Interface
Library (OASIS4 PSMILe), which insures fully parallel MBlsed exchanges of coupling data including
automatic repartitioning and interpolation through thaisformer.

2.2.1 OASIS4 development

In 2006-2207, about 3 persons worked full time on the devalm and user support of OASIS4. In

particular, the following tasks were realized in collaktara with CNRS and NEC Laboratories Europe,

NLE-IT :

— Active user support to the 7 beta testers groups that dtagiag it (see below)

— Implementation and validation of the 2D conservative repirag

— Implementation of the global parallel neighborhood sedar the nearest-neighbour, bilinear, and
bicubic interpolations

— Support of Gaussian Reduced grids (currently for mon@gse applications only)

— Improvement and extensive validation of the interpolsineeded for the CICLE project
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— Migration from the CVS server to a Subversion server forsewersionning, and use of TRAC, a issue
tracking system for software development projects
— OASIS4 User Guide update for the release of the OASI24beta version in March 2006.

2.2.2 OASIS4 Users and applications

The OASIS40_2 beta version is currently used by the following groups Far following applications :

— the Global and regional Earth-system Monitoring using=lite and in-situ data (GEMS) community
(ECMWEF, Meteo-France, and KNMI) for 3D coupling between aspheric dynamic and atmospheric
chemistry models;;

— the Swedish Meteorological and Hydrological Institutd{8)in Sweden for 2D coupling of regional
ocean and regional atmosphere models;

— the Nansen Environmental and Remote Sensing Center (NERSTrway for a global Ocean-Ice-
Atmosphere coupling between NCAR Community Atmosphere M¢@AM), the NERSC version of
the Miami Isopycnic Coordinate Ocean Model (MICOM), and LIB&NCommunity Ice CodE (CICE) ;

— the Institute for Marine Science at the Research Centévifoine Geosciences (IFM-GEOMAR) using
OASIS4 with pseudo models to interpolate high resolutioia d&to high resolution model grids.

— The GENIE project for global ocean-sea ice-atmospher 2iplg (GOLSTEIN ocean and IGCM
atmosphere) at U. of Reading.

The migration from OASIS3 to OASIS4 is also under evaluatignthe UK Met Office for its ocean-

atmosphere coupled system and in the framework of the ClGbiegqt for the IPSL coupled system and

for the 4-model coupled system at Météo-France (see above

2.3 PALM-OASIS compatibility (J.-M. Epitalon, S. Valcke
T. Morel)

The question of the compatibility between the two couplegetbped at CERFACS, PALM and OASIS,
naturally arose at some point during the last two years. &y, those two couplers answer distinct needs
of distinct communities, i.e. dynamic coupling vs statiapbing with parallel geophysical interpolation.
One can however foresee cases where the joint use of the wydere will be considered, in particular for
the merging of existing applications (e.g. the couplingmbaeanic data assimilation system using PALM
with an atmosphere model already interfaced with the OASSSIR.¢ library).

Even if it will always be recommended to use only one couplerthe one best suited for the specific
application, the compatibility between the PALM and OAStsiplers was investigated.

As afirst step, and with minor modifications in PALM and OAStSyas tested that the coupling by OASIS3
of two applications, one of those using PALM-Research, @eéd possible [CC10]. More theoretically, a
technical and light solution was then proposed to ensute?hbM-MP could manage a dynamic coupled
application into which one component would in fact be a cedphodel using OASIS3 or OASIS4 [1].

With those practical and theoretical studies, we are now prepared to address joint PALM and OASIS
user needs that could appear in the future.

[1] J.-M. Epitalon, (2008), Intégration d’OASIS-3 avec [B-MP - Analyse du probléme et proposition de solution,
Technical Report WN/CMGC/08/4, CERFACS. Available on GlIb6hange web.
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3  The PALM coupler and its applications

PALM is a software tool allowing the concurrent executioml éime intercommunication of programs, even
if they have not having been especially designed for thatddition to the data exchange issues, the
PALM coupler can take care of a number of services, such asnrgdiate computations on the exchanged
data, grid to grid interpolations, parallel data redisitibn. The couplings, therefore, span from simple
sequential code assembling (chaining) to applicationslting several models. Sometimes the codes must
run in parallel, especially if the coupling takes place ia thner iterative processes of the computational
entities.

PALM is a dynamic coupler : a coupled component can be lawhema can release resources upon
termination at any moment during the simulation. The o@djty of this coupler resides in the faculty
of describing complex coupling algorithms. Programs, egitharallel or not, can be executed in loops or
under logical conditions. Computing resources such asdfyeired memory and the number of concurrent
processors, are handled by the coupler. A component of thpled system starts only when it is active in
the algorithm. For the rest of the time it can release memodyocessors.

PALM applications are implemented via a graphical userfate (GUI) called PrePALM. In this interface,
the programmer initially defines the coupling algorithm rmher of components, sequential and parallel
sections, loops and conditional executions, resourcesigeanent.

3.1 Support and training (T. Morel, A. Piacentini,
B. Bouriguet, S. Massart S. Ricc)

Eight training sessions (three days each) have been hehkitast two years, for a total of about one
hundred trained new users. The training sessions are atielngl researchers and engineers working in
different domains, ranging from data assimilation to flujghdmics model coupling.

Three specific training sessions have been organised onrdkefile first one for the SEVE project (INRA
CESBIO), the second one for ONERA in Chatillon and the lat for the NitroEurope European Project.

The user support, that consists mainly in helping the d@awhile setting up or porting their applications
on different plate-forms including supercomputers, hanlgranted for CERFACS internal projects and for
CERFACS' shareholders applications.

The training offer now includes a three days session on daiandlation with the PALM coupler. Two of
such training sessions have already been held.

In order to increase the visibility of the PALM coupler andtelp the users exchanging experiences and
feedbacks, the PALM web site (www.cerfacs:fpalm) has been entirely redesigned. In a restrained access
section, the registered PALM users can find the descriptfathe current PALM applications and some
examples and hints for advanced PALM usage.

In addition to this standard PALM formation, a complemeytare devoted to data assimilation with PALM
has been developed. The goal of this formation is to givessitethe keys to realize an assimilation scheme
within the PALM framework.
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3.2 Development and maintenance (T.Morel A. Thevenin,
J. Latour)

In the last two years, the PALM team has worked on the optitieisaof the coupler. The last stable
release is version 2.5.1. This version can work in singlepssor mode (no need of MPI message passing)
for the implementation of modular sequential applications$ needing a strong coupling. The modular
implementation is still enhanced by the use of the PALM aggion interfaces and of the Graphic User
Interface PrePALM.

Another important new feature is the interface with NetCDEsfi: it allows NetCDF 1/O without any
changes in the user defined codes.

The 2Gb limit on the PALM work memory has been overcome to @mndve requirements of the high
resolution configurations used in the MERCATOR project.

According to the indications of the Scientific Council, a ntedm strategic plan on the PALM development
has been dressed in 2007. To fulfil the user needs, the deweltueam has been provided with a second
research engineer permanent position.

The PALM team is now working on a version oriented to the cotapuwhere the dynamic process
spawning is not allowed. This version is due by the end of 2808 will be used for code coupling on

massively parallel plate-forms for which the full MPI2 sttams has not been implemented yet (e.g. IBM
Blue Gene).

3.3 Distribution policy

Since many years, CERFACS develops and maintains the PAlLlepand provides users support. The
distribution policy changes for an operational or indwdtrisage, on one side, and the PALM use in a
research centre, on the other side. The distribution p@ity a certain extent determined by considerations
concerning CERFACS shareholding.

1. CERFACS shareholders have free access to the couplaresouo the training sessions and to the
users’ support. Notice that the support does not cover tipdeimentation of specific couplings, but it
is bounded to questions on the coupler use.

2. Research centres in France and abroad can obtain theecaff#r signing an agreement with
CERFACS with the engagement of a mere “research” usagejairng any commercial usage. The
convention entitles the research centre to obtain a cophetbupler sources. The installation is
left to the users and support is not automatically provitelp on these points depends on the direct
implication of CERFACS in the research activity (joint paifpation in European or national projects,
joint developments, publications, ...)

3. PALM is available for industrial use also for non CERFACusholders. In such a case, a contract
has to be signed with CERFACS for the rights of use and for aegific development.
In all the cases, the user accepts to fill and regularly updatgroject description form. The project
description will be accessible on line in a restrained assextion of the PALM web site (unless
confidentiality is explicitly required by industrial usersf. case 3). This form is aimed to make
information about PALM and knowledge sharing easier.
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3.4 PALM Users and applications (T. Morel A. Piacentini)

The PALM users community has largely increased in the last years : it counts now approximately
80 users working in about thirty laboratories. The majodfythe users are in France, but the number of
European users is rapidly increasing.

The distribution policy, giving priority to CERFACS partrse determines the type of applications developed

at CERFACS or in collaboration with the partners. Among éha®jects, described in more detail elsewhere

in this report, let us mention :

— The ADOMOCA project for data assimilation in atmosphehemistry

— Several coupling projects in computational fluids dynaniike the MIPTO tool for the shape
optimisation of combustion chamber, developed within therfework of the FP6 INTELLECT project

— The EDF/CERFACS ADONIS/ARTEMIS project for data assittida in nuclear plant modelling.

Many other research projects have been able to adopt the RadiMler, thanks to the PALM basic three

days courses and the specialized Data Assimilation withNPAdaining sessions. For instance :

— The landscape scale land surface modelling project SEVfighninvolves different laboratories from
INRA, the CESBIO and Météo-France.

— The FLUBIO project, leaded by Antoine Dauptain

— The European project NitroEurope, that deals with the flamg transformations of nitrogen and the soil
atmosphere interactions at a landscape scale.

[2] M. S. Bouriquet B., (2008), Assimilation de donnéesakeelogiciel PALM : Manuel de formation, Working Note
WN/CMGC/08/16, CERFACS.
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1 Introduction

The Climate group conducts basic and applied research fiefdeof climate variability and global change.

Our main scientific and technical objectives are the follayvi

— To improve the understanding of climate processes unidgrthe natural variability of the main climate
modes, such as the North Atlantic Oscillation (NAO), theaftic Meridional Overturning Circulation
(AMOC) and the EI Nino Southern Oscillation (ENSO) and of teeponse of the NAO, AMOC and
ENSO to climate change.

— To detect, attribute and describe anthropogenic climadémge on global to regional scales with a focus
upon Europe and West Africa, using high resolution atmosphaodels and long-term high quality
observations.

— To assess the impacts of anthropogenic climate changeyiahet scale with specific interest in the
changes of extreme events distribution and hydrologicellecgroperties with a focus upon Europe and
West Africa and to provide uncertainty bounds in future etmprojections.

— To study the potential of decadal predictability due tchmtternal forcing and oceanic initial conditions.
This may contribute to the assessment of the risk of abruptaté change, with emphasis upon the
possible slowdown of the thermohaline circulation andetfional impacts particularly over Europe.

— To explore and develop the appropriate tools to make the effisient use of the new supercomputer
architectures for climate modelling exercises.

The methodology relies upon a dual approach combining eaens and simulations performed with

state-of-the-art general circulation models of the atrhesp, ocean, land surface, sea-ice and the coupled

climate system. Most of our objectives are endorsed by natiand/or international programs through
coordinated projects and collaborations with other pagmaainly at the french and European levels

(European Framework Program 6,FP6 : ENSEMBLES, DYNAMITEjeAce Nationale de la Recherche

ANR : CHAMPION, CLIMATOR, ESCARSEL, VALIDATE; Ministére d I'ecologie, de I'énergie, du

Développement Durable et de I’Aménagement du TerritsiEeEDAD : REXHYSS, ACCIES ; Ministére de

la Recherche, Action Concertée Incitative : DISCENDO, RYR).
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2  Climate variability and predictability

2.1 Introduction

Climate exhibits considerable variability on a wide rand¢imescales. Fluctuations goes from synoptic
events (weather) to decadal changes and have all strongméred and societal impacts. Interest in
weather/climate fluctuations and their interaction havenbeapidly growing over the last few years
following, first the recent recurrence ofieteorological extreme@007 and 2003 summer heatwaves in
eastern and western Europe respectively, 2002 centrapedtooding, Chrismas 1999 winter storms etc.),
and second the more pressing evidence for anthropogenieidés on climate. In such a context, demand
for predictability of climate variability logically emergl from the decision-makers sphere.

The concept of predictability and prediction is complexr Fe@ad-time longer than 10 days or so, only a
probability forecastthat takes chaos into account can truly indicate determirdéthe outcome. Long-
range predictability comes (if it exists) from the boundéwycing (ocean, soil moisture etc on seasonal
to decadal timescale, greenhouse gazes for climate cha@iesate predictability is tightly linked to the
knowledge and the understanding of the mechanims thatisutstawn existence. A long-range forecast,
whatever its skill, is of scientifical value if we knolow andwhy we can forecast. It thus appears that
predictability and predictive skill measures need to beresked with a systematic mechanistic approach
of the variability. The activities of the “Climate Varialiif and Predictability” project directly takes place
within this framework. Our goal is to better understand thggical origin of the low-frequency variability
with the ultimate hope to improve its prediction. We thus &ime a theoritical approach of the climate
variability to its logical application in participating the quasi-operational committee.

2.2 Climate variability and extremes

2.2.1 Towards a better understanding of the main modes of chate variability

2.2.1.1 Assessment of the role of individual ocean basinsfiorcing low-frequency variability in the
North Atlantic European atmospheric circulation

Records of observed Sea Surface Temperatures (SSTs) skawddcadal variations especially in the
Atlantic Ocean (see e.g. [2]), and in the Indo-Pacific traplzasin. Model coordinated experiments were
designed within the FP6 DYNAMITE project, to assess the iobphat such changes may have had on
climate and on the North Atlantic Oscillation (NAO) in padiar. Six Atmospheric General Circulation
Models have been forced by anomalous SST patterns repiegémese SST trends. The ARPEGE model
has been integrated in low-resolution standard mode (T68)im stretched configuration with enhanced
resolution over the North Atlantic.

In boreal winter (DJF), all models show that an Indo-Paciffe) (warming leads to North Atlantic
atmospheric changes projecting onto the positive phase.N&@ilst the responses of each model are
similar, the associated mechanisms appear to be diffdresbme models the response appears to involve
propagation of Rossby waves from the North Pacific along tietlevel jet wave guide. In other models
signal propagation is via the tropical Atlantic. The expeehts in which warming is limited to the Indian
Ocean show a much stronger response in midlatitude gedpdteaight anomalies, which shows that the
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presence of concurrent warming in the west Pacific acts tkeretghe Northern hemisphere response in
boreal winter. These findings show that care must be takemwb&ning what is commonly referred to as
the "Indian Ocean” when assessing its related remote irspabe Indo-Pacific warming leads, in boreal
summer, to large-scale northern hemisphere warming witkinmam loadings over Europe, projecting onto
the so-called Blocking pattern (associated with anticyid@onditions), and this signal is again consistent
with observed trends. In contrast to boreal winter, theatxtpical response in boreal summer is primarily
excited by warming of the west Pacific rather than the Indiaaad.

None of the models shows a significant response of the NAO ritewito a warming of the North Atlantic
Ocean. These experiments were designed to use realistiodst and this may suggest that the Atlantic
SST anomalies observed between 1950 and 1999 were not enifffici significantly affect the NAO.
However, feedbacks that may be present in a fully couplecdmeeay be important in determining the
complete response of the NAO, processes that are not fytifuoad in an AGCM. The response in boreal
summer to Atlantic SST change is much clearer and more densibetween the models but the latter
weakly projects on the observed trends.

2.2.1.2 Assessment of the role of individual ocean basinsfiorcing low-frequency variability in the
African Monsoon

At decadal time-scale, a significant link has been highighbetween the observed Sahel drought that
occurs after 1970 and an inter-hemispheric SST patterrceted with a warming (cooling) of the oceans
in the Southern (Northern) hemisphere. ARPEGE experimbat® been conducted both in standard
and stretched resolution within the FP6-EU AMMA and ACI-RQISNDO projects to confirm these
conclusions. They suggest that the basic structure of thel$ought can be simulated when the model
only use the observed SST as a lower boundary conditionsiemthe simulated precipitation decrease is
mainly located over central and eastern Africa and undieneséd due to a serious mean state error)[CM5].
The additional effect of enhanced greenhouse gases (GH{z3wdphate aerosols (SA) in the atmosphere
upon African rainfall and dynamics variability is relatlyeveak and non significant over the 1950-1999
period. The sole significant effect related to GHG/SA changéund in diurnal temperature range which is
significantly diminished during the last two decades of tBthZentury over Africa [CM4]. Over Northern
and Southern Africa, this decrease is related to a significanease of minimum temperatures mainly due
to the additional greenhouse effect. Over West Africa, @maase of cloud albedo is responsible for cooler
daily maximum temperature resulting in a weakening of theril temperature range.

At inter-annual time scale, a significant relationship hasrbcharacterized between rainfall variability
over the Sahel and El Nio Southern Oscillation (ENSO) on cawedhand the tropical Atlantic Ocean on
the other hand. Idealized experiments using ARPEGE confienrdle of both basins. Their combined
action results in a longitudinal dipolar rainfall pattervieo Africa associated with a global alteration of the
Walker cells. Note that the latter results seem to be stsongidel-dependant and are polluted by strong
internal variability in the position of the Inter Tropicalo@vergence Zone. Note also that the relationship
between West African monsoon and ENSO is only significant-p630, suggesting a non-stationarity of
the teleconnections.

2.2.2 Towards a better understanding of the climate and weaer extremes

2.2.2.1 Relationship between wintertime drought conditins in southern Europe and subsequent
summertime heat events

The risk of extreme heat waves in Europe like the unprecediemte of summer 2003 is likely to increase
in the future, calling for increased understanding of thgilsenomena. From an analysis of meteorological
records (ECA station-based data) over 58 years, we shovihtiadummers are preceded by winter rainfall
deficits over Southern Europe [CM15]. Subsequent drougthha@at spreads northward throughout Europe
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in early summer, due to atmospheric transport of anomajouarm and dry air from Southern Europe in
southerly wind episodes. This is shown by the observatiossapported by mesoscale meteorological
sensitivity simulations (MM5) for summer 1994, used as a&adsdy. Moreover previous winter and early
spring rainfall frequency in the Mediterranean regionsasrelated with summer temperature in central
continental Europe. These results emphasize the critbalof the water reservoir in the soil of continental
Mediterranean areas for the maintenance of European dinfdiis study has been conducted with the
CHAMPION ANR project.

2.2.2.2 Fall/winter 2006-2007 : classical or atypical climte hot extreme over Europe ?

Europe witnessed unprecedented warmth persisting thautdhll and winter 2006-2007, with only a few
cold breaks. Whether this anomaly and recent warming in gic@n be linked to changes in atmospheric
dynamics is a key question in the climate change prospecties show that despite the fall/winter
atmospheric flow was favourable to warmth, it cannot expdddme such an exceptional anomaly [CM17].
Observed temperatures remained well above those foundhdogue atmospheric circulations in other
fall and winter seasons over 1950-to-present. Such antaffsgetectable though during the last decade
and culminates in 2006/2007. These observational resugfgest that the main drivers of recent European
warming are not directly changes in regional atmosphene od weather regimes frequencies, contrasting
with observed changes before 1994. The other possibiliyasthe relationship between weather regimes
and their thermo-dynamical properties is currently chagd@nplying that the impacts of a given regime can
not be directly (or linearly) assessed from past cases. &tfghmoisture transport are potential candidates
for explaining nonlinearities. Further investigationdfuare conducted with the CHAMPION ANR project.

2.2.2.3 Extreme precipitation events over southern-Europand their relationship with intraseasonal
atmospheric circulation

The atmospheric variability over the European-Meditegamregion is described using the weather regime
paradigm applied on geopotential height at 500 hPa in aut(season of highest probability of heavy
precipitation episodes over the Mediterranean coastsulReshow that such an approach can discriminate
the extreme precipitation events occurrence over sevegibns on the Mediterranean basin, in particular
the Cevenol region [1]. Deeper analyzes suggest that thietremes are associated with transitions
between two specific large-scale regimes. We further shat tiie European-Mediterranean weather
regimes can be related to the phases of some intra-seasmsianeric oscillation. By using Multi-Channel
Singular Spectrum Analysis (MSSA), we identify a 50-dayikkestiion and the phases of this oscillation are
found to be consistent with the preferred weather reginassttions. This could influence intra-seasonal
predictability and suggests that links between the epés@adtather regimes) and oscillatory (intra-seasonal
oscillations) approaches may also apply to the regiondéséas an preliminary application, we present a
statistical forecast scheme in which the knowledge of thesplof the oscillation can be used to forecast
the probability of rainfall extremes occurrence over a givegion.

2.2.2.4 Influence of anthropogenic forcings on the statists of extremes

A common approach to estimate the probability of extremasis based on the estimation of the so-called
GEV distribution parameters inferred on the basis of hisidrdata. Various studies show that usually
the convergence of such a distribution is extremely slowreHee used the Poisson-GDP model or the
POT model based on a more efficient use of data to estimate G&igties. We have first estimated the
parameters for these models using France daily data foreeatyre over 1873-2003 (dataset produced
within the framework of the project IMFREX). We have startemimparing these preliminary results to
ensembles of model simulations carried out within the DISOB ACI-project in order to quantify the
ability of the model to represent extreme events. The coisparbetween the different ensembles will
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allow to infer if the influence of the direct anthropogenicdimgs (in addition to the effect arising from the
oceanic boundary conditions) upon the distribution of exte events can already be detected. Based on
these results, we can estimate a relationship betweenwassand simulated distributions to discuss how
extreme events are likely to behave in the future.

2.3 Climate predictability

2.3.1 Medium-range Forecast : role of the tropical intra-sasonal variability

Bridging the traditional gap between weather and climatatisgemporal scales is one of the major
challenges facing the atmospheric community. In particyleogress in both medium-range and seasonal-
to-interannual climate prediction relies on our underdiag of recurrent weather patterns and the
identification of specific causes responsible for their fadooccurrence, their persistence and/or their
transition. Within this framework, we present evidence tha main climate intra-seasonal oscillation in the
tropics (Madden-Julian Oscillation -MJO) controls partleé distribution and sequences of the four daily
weather regimes classically defined over the North AtlaBtitopean region in winter. Regimes associated
with the North Atlantic Oscillation (NAO) are the most affed allowing for medium-range predictability
of their phase far exceeding the one week or so usually qustéiuk limit. We built a very simple statistical
model (GLM) to quantitatively assess the predictabilityeleand find that the correct sign of the NAO
regimes are successfully forecast in 70% of the cases bastn @ole knowledge of the previous 12 day
phase and amplitude of the MJO used as predictors.
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FiG. 2.1 — Percentage among a total of 3150 days of correct giedliof the sign of the NAO regimes
as a function of lags based on the GLM model built from the M connection . Red stars (blue dot)
correspond to the skill of the model when both phases andiurdgl(only phases) of the MJO are used in
the statistical model as predictors. Barplots show the rhpeldormance in a cross-validation mode.
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Such a promising skill could be of greatimportance congidgthe tight link between weather regimes and
both mean conditions and chances of extreme events to amcEufopean temperature and precipitation.
The tropical-extratropical connection appears to be asgtrioal between the two NAO regimes. NAO+
regimes are favored about 10-day after a maximum convebtitit boost over the Indo-Pacific warmpool.
The latter generates a rossby wave trains in the Pacific paijpey eastward to the Atlantic, then favoring
anticyclonic wave breaking leading in fine to NAO+ regime®N regimes are favored when MJO
associated convection is maximum over the eastern-Pagfitérn Atlantic warmpool. The moisture
reservoir provides fuel for the North Atlantic storm tradhifsed southward and favoring cyclonic wave
breaking leading in fine to NAO- regimes. Our findings are ukfdr further stressing the need to better
initialize, simulate and forecast the tropical ocean-api®re coupled dynamics at the core of medium
and longer range predictability in the northern hemisphanel known as the Achilles’ heel of the current
seamless prediction suites.

2.3.2 Seasonal Forecast : towards an operational system

A seasonal forecast committee has been created at Mto-d-mdading Mercator, Cerfacs, CNRM and
DCLIM. The goal of this committee is to provide an expertiseaperational seasonal forecasts produced
within the EUROSIP project, and to produce a monthly bullbtised on the ensemble of products available
worldwide from the main climate centres. Seasonal preafictor North Atlantic-European regimes has
been tested and validated at Cerfacs based on the MeteoeHradel and is now applied operationally on
the new system including the latest versions of the ARPEGEHRCA models and 40 perturbed members.
Cerfacs also participates to the "seasonal forecast” hgefiiaditionally organized at the beginning of
calendar seasons. An evaluation of the past-forecast septed together with the prediction for the new
forthcoming season.

2.3.3 Decadal Forecast : ocean variability and initial condions

Following the experience of initialising the ocean part edsonal forecast systems (FP5 DEMETER EU
project), the use of ocean reanalyses has been extendedititiflisation of decadal hindcast experiments,
in particular within the framework of the FP6 ENSEMBLES Eltiject. A set of ensemble simulations has
been carried out based on the of the ArpegeV4.6/Oasis3/Nérmaupled model, including the Lim sea-ice
component. The embedded Trip model for runoff was replagediimatological data because of systematic
errors leading to unacceptable biases in the MediterraBean

Ensembles of 3 members are initiated on Nov. 1st every 5 years1960 to 2005, each member differing
by their initial ocean states, and are integrated over 1@syea

The design of ensembles of reanalyses has been carefutlyiltes [CM16]. The perturbation scheme for
the ensemble generation has been changed relative to fexperiments designed for seasonal hindcasts. It
now consists in a continuous set of daily perturbed fieldadsj SST) and includes water flux perturbations.
This implies that the perturbation process has a longeréntte in time, and can introduce spread in the
buoyancy initial conditions of regions sensible for dedaduaiability. The sea-ice initialisation has also
been developed, which was needed because no sea-ice modetiifor the ocean reanalyses. Technical
developments have been carried out to ensure the archifimgean data on the ECMWF data base.
Very preliminary results show that the correlation skill e prediction of ten-year mean sea-surface-
temperatures a decade in advance is well above the perssten

At the same time, ocean variability over the ERA40 period6-2006) has been analysed based on the
reanalyses. Globally averaged heat content and sea-laviatiens show decadal scale fluctuations, but
their interpretation must be done with care as they deperteavolution of the observation network. Low
frequency modes of variability in the tropics have also belearacterized though. In the tropical Atlantic,
inter-annual (3 to 7 years) and quasi-decadal signals heee bvidenced in the upper ocean heat content,
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as well as in the Indian basin (2-to-5-year band). The sizdischaracteristics of these modes of variability
are used to evaluate their predictability in the ENSEMBLHE®Ibasts.

2.4 References

[1] E. SanchezGomez, L. Terray, and B. Joly, (2008), Intiaeaal atmospheric variability and extreme precipitation
events in the European-Mediterranean reginmevision.

[2] R. Sutton and D. Hodson, (2005), Atlantic Ocean ForcifigNorth American and European Summer Climate,
Science309, 115-118.
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3 Climate change and related impacts

3.1 Introduction

The world climate is currently changing due to the humarnitetl increase in the atmospheric
concentrations of C@and other greenhouse gases. Global warming is also vety lizgéncrease in the
21st century with a range of 1.5 to 6.4 degree Celsius as atgthifrom the recent Intergovernmental Panel
for Climate Change (IPCC) fourth assessment report (AR&wéVer, there are still large uncertainties
related to the fate of regional temperatures and to the gjl@baontinental evolution of other variables
as those related to the hydrological cycle (precipitatidm)order to optimally define the adaptation and
mitigation strategies needed to cope with the potentiakictg of this expected climate change, a deeper
understanding of regional and local scale changes is nesegiétebse scales are the appropriate ones for the
impact community and stakeholders. Our first objective isstto quantify the influence of anthropogenic
causes upon recent regional climate change versus the fratériasic variability of the climate system
(the detection and attribution question). Our second abjeds to develop new methodological tools to
tackle the difficult question of climate change and assediadtpacts at sub-regional to country scale,
including the assessment of the various sources of unnéesiregional climate projections and associated
uncertainties).

3.2 Detection and attribution of recent climate change oveFrance

The first regional-scale attribution studies were carriatas part of the Discendo project on the detection
and attribution of climate change at the regional scale. dpgroach taken in this project is based on
the use of variable resolution atmospheric models (witthhi@solution over the area of interest) and the
consideration of the boundary oceanic conditions (seaseaiiemperatures - SST) as an additional forcing
to anthropogenic forcings (greenhouse gases - GHG - andtsudkerosols - SUL) and natural forcings
(solar - SOL - and volcanism - VOL). The first step is to detdehate changes in relation to internal
atmospheric variability and to variability linked to ocefimxes (whether of an internal nature or linked
to anthropogenic and/or natural factors). In other worllis inethod aims to detect a direct response of
the forcings considered (GHG, SUL, SOL, VOL) on the atmosphim addition to the one potentially
associated with ocean warming due to the same forcings.

The second step concerns the attribution methodology : based on the performance of ensemble
simulations that differ in terms of the combination of fargs applied. The first ensemble is forced only
by SSTs observed over the 1950-1999 period and the othenfm¢GHG, SUL, NAT - SOL + VOL) are
constant and fixed at their 1950 value. For the other enseantiie observed changes in anthropogenic
and natural forcings are added sequentially. The ensenabtages of the simulations performed constitute
the climate signals and the internal variability - noise biglt from the intra-ensemble variability (the
differences between each simulation and the corresporatisgmble average). These two ingredients are
then used in the optimal fingerprint method, which can alseden as a simple regression method with
several parameters.

The methodology has been applied to decadal anomalies imnim and maximum summer temperatures
over the 1950-1999 period ([CM13]). The observed warmingriinimum temperatures can be explained
by the combination of the oceanic signal with the direct@alue to GHGs and SULSs. It should also be
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noted that here the SUL forcing is essential to detectingnabioation of signals. The oceanic signal seems
to be strongly linked to a variability mode known as the Miditadal Atlantic Oscillation (AMO) whose
origin is probably internal to the ocean. The shift to a pesiphase of this oscillation in the last decades of
the 20th century contributed to a slight increase in the mairming due to anthropogenic effects (GHG +
SUL). The detection of maximum temperatures is less rolbustthe combined effects of SSTs and GHGs
are detected even if the model seems to slightly underetgtitha response of these forcings in relation to
observations. The physical interpretation of the detecind attribution method relies upon the hypothesis
that via changes in evapotranspiration, the spatial variaif soil water content could amplify warming in
the drier regions and limit it in wetter regions. This mecisamis present in the present climate simulation
of the regional climate model as well as in pseudo-obsamatsuch as the SAFRAN mesoscale analysis
and its application to an hydro-meteorological model.

3.3 Development of downscaling techniques based on weathgpes

Many impact studies often require climate data at a very faaes(1-10 km, and even less), far beyond
what the current global or even regional climate models aiver. In order to study the impact of climate
change over France on river flows or on wind power, meteoioddgariables at a resolution lower than 10
km are needed whereas the typical resolution of regionalgotubl climate models is currently about 25-
50 and 250 km, respectively. This scale issue known as dalingchas been extensively studied in recent
years and many dynamical and statistical methods have lme&toghed to bridge this scale gap. Here we
report on recent developments using weather-type methutlagplied to the fine-scale projections derived
from the Coupled Model Intercomparison Project (CMIP3) tianodel (widely used in the IPCC AR4). A
methodology allowing the statistical downscaling of a eargimber of climate models has been developed
(ICM2],[8]) to bridge the scale gap between climate modeld ampact studies. The methodology is
based on the links that exist between the large scale ctionléLSC), represented by a small number
of weather types computed on mean sea level pressure, amddiomal climate properties see [5]. The
weather types are explicitly determined to be discrimirfanthe climate variable of interest(for instance
precipitation or 10m-wind). To do so, we apply mathematidabsification tools simultaneously to both
variables (for instance, mean sea level pressure and jisd@p). Intra-type dynamical variability and
non-dynamical temperature changes are also taken intauatttrough a multivariate regression step. The
algorithm has been constructed using the NCEP reanalydislaserved datasets (such as the meso-scale
SAFRAN analysis or the Météo-france wind dataset) todbthie transfer function between the large scale
circulation predictors and the predictands (the variablesded by the impact model), respectively. The
methodology has been intensively validated and sengitstitdies to key parameters have been carried
out ([CM3]L,[8] ). In the following, we only report here ressilabout hydrological and wind changes.
Other impacts (agro- and ecosystems) are currently studitdsimilar methods and results should be
available soon. The methodology has been also used in thestaling and bias correction of atmospheric
forcing for high-resolution ocean models. There are stithe uncertainties as to the future evolution of
the thermohaline circulation, partially due to coupled mlobiases and ocean model resolution used in
the CMIP3 exercise. A complementary approach is to use gthesik LSC predictors to infer the surface
atmospheric variables needed to force an ocean model. Thizsspheric forcing function is then used to
force a higher resolution ocean model for the period of ederThe approach has been validated with the
NEMO 0.25 degree regional Atlantic model for the 1979-20@#qd by comparing oceanic diagnostics
between the control simulation (observed atmospheridrigjcand the one with forcing obtained by the
weather type statistical downscaling.
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3.4 Climate change impacts : hydrology and wind ressources

3.4.1 Hydrological changes

As shown by the studies performed within the ESCRIME pro{§€M?23]), the 21st century projected
climate changes in France are important and may thus haieisesocio-economical consequences. The
potential impacts linked to the hydrological cycle (affagtriver flows, soil moisture, snow cover etc.) are
probably among the more worrying.

The downscaling method described previously has beeneapfi 14 climate models from the CMIP3
multi-model dataset for the sres-A1B scenario (2046-20&%0p) and the present climate (1971-2000
period). Then, the hydro-meteorological system ISBA-MADC over France (Habets et al., 2007) has
been forced by downscaled meteorological forcing to reatin ensemble of hydrological scenarios and
obtain a probabilistic estimation of changes of differeptitological variables in France ([CM18], [3]).
Figure 3.1 depicts the relative changes of the dischargeseferal French rivers.
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FiGc. 3.1 — Relative seasonal changes of discharges for severdaHf rivers between the 2046-2065 and
1971-2000 periods. The black line is the multi-model averdde light (dark) grey shading is delimited

by the multi-model average +/- one (two) inter-model staddkeviation. Note that the effect of dam is not
taken into account by the hydro-meteorological model imhwesent and future climate.

Even if the uncertainty is large, some clear signals are gimgras earlier as in the middle of the 21st
century. The decrease of discharges in summer and autusulting from a decrease of precipitation
and increase of evapotranspiration during winter and espting is quasi-generalized. As an example, the
discharge of the Rhne at Beaucaire (Seine at Poses) dextgaamund 35% (25%) in the ensemble mean.
The results for the Arige and the Isre illustrate the impoceof the changes linked to snow. The earlier
snowmelt and/or decrease of snowfall during winter resaltsstrong decrease of late spring/early summer
discharges. During winter, the inter-model spread is latigegn in summer for the majority of the rivers and
the sign of the multi-model mean changes is often not cledoeanalyses indicate that if the occurrence
of drought is very likely to largely increase in the futuréntate, the changes of high flow and floods are
much more uncertain ([(CM18]).

3.4.2 Wind changes

Because wind energy is a fast growing renewable energye thexr high interest in assessing the impact of
climate change on wind energy resources. In this perspgeeétikefinement to the downscaling methodology
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based on weather typing has been undertaken. The addifimpatequires the use of mesoscale modeling.
First, 850hPa wind weather types have been defined, and nssasmulations with the MesoNH model
(Lafore et al. 1998) have been performed for a sample of dalext®d into those weather types. Then,
10m wind distributions at high spatial resolution have bestimated by weighting each simulation by the
corresponding changes in weather type occurrence fregqughés method has been applied to thirteen
climate models from the CMIP3 multi-model dataset : chanigeise occurrence frequency of the 850hPa
wind weather types have been calculated in order to assésstjad changes in the 10m wind distributions
([8]). Two time periods have been focused on : a control pk(061-1990) from the climate of the
twentieth century experiment and one climate projectionoge(2046-2065) from the IPCC SRES Al1B
experiment. Figure 3.2 shows the relative changes of thewWihals over France in winter.
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FIG. 3.2 — Left Panel : Multimodel mean 10m wind changes in wir@elor shading indicates multimodel
changes in the 10m wind speed (in percent) and vectors epirdse associated vector anomalies. Right
Panel : Color shading represents the inter-model disper@anter-model standard deviation) and non
shadow areas indicate areas where at lest 75% of the modeisipichanges of the same sign.

The South-East of France experiences a decrease of the niredspeed. This decrease is associated with
a decrease of the northerly and northwesterly winds (Mistna Tramontane events). On the contrary, the
North, the North-West and the Centre of France experienceakwcrease of the mean wind speed. This
increase is associated with an increase of the southwestierdls. The sign coherence of the models is high
in those regions since at least 75% of the models providegdsaof the same sign. However, the dispersion
of the models is large. This indicates that while there istagreement between the models with regard to
an increase or a decrease of the mean wind speed, any estirobthe amplitude of those changes remains
uncertain. In the South-West and the East of France, there ssgnificant change in the multimodel mean
10m wind speed and the sign of the multimodel mean changest islear. Finally, although changes in
the 10m wind speed are weak (maximum of 5%), changes in the mwéal power density (which is
proportional to the cube of the wind speed) are much largex{mum of 20%, not shown) and may be of
interest for wind energy development in France.
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3.5 Uncertainties in climate change projections : a proceskased
approach

Many studies have recently tried to better understand amahtify the different sources of uncertainties
in global climate projections for the 21st century. The peobis even more difficult if one is interested
in regional and sub-regional scale projections. When aiadyfine-scale projections, the full cascade of
uncertainty through the chain of external forcing, globad aegional models and/or statistical techniques
has to be considered. We have begun to work on a better geatitifi of the various sources of uncertainties
at regional scale. We have focused on the climate model taiotr (the epistemic uncertainty) which is
due to incorrect, incomplete or missing representationef grocesses of the climate system (clouds,
soil-atmosphere feedbacks, ocean eddies ...). We havesdpa new approach to better quantify and
eventually reduce the epistemic uncertainty. The appragoaised on the concept of process-based metrics.
The idea is to first identify a set of key physical processeth@épresent climate which are responsible
for the projection spread of a given variable in the futurenette. The second step is to compare the
representation of these key processes in the current difpetween the models and the observations.
In a first application of the approach, [4] have shown thatrapdrtant fraction of the spread in CMIP3
projections of European summer evapotranspiration idylitebe due to the unrealistic representation of
evapotranspiration control mechanisms in some modelsh®ctrrent climate. Using this process-based
metrics to constrain regional future climate change leddshis case, but not necessarily always) to a
reduction of the modeling uncertainty and to a best guesseable mean) temperature regional projection
of slightly larger amplitude for the European summer.
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The consideration of new scientific questions such as refj@imate impacts or scale interaction issues etc

requires more and more computer resources. These resauedesonstant and rapid evolution. Designing,

porting and maintaining climate models on appropriatefptats is therefore a more and more demanding

issueand even more a real challenge. This heavy task is dos&rdng synergy between researchers,

engineers in geosciences and the scientific computing caritynu

To prepare the new important rendez-vous, our activity isifi@ned in two items :

— Porting climate modelling tools, and particularly Ceda€GCM, on new architectures (scalar and
massively parallel)

— Develop higher resolution CGCM on world’s most powerfybetcomputers

4.1 Coupled models on new architectures

A new configuration of the Cerfacs CGCM has been developee siane 2005. It includes the latest version
of ARPEGE V4 atmospheric model (T63 resolution), OPA V9 (NENonfiguration, 2 degrees resolution)
oceanic model including LIM sea-ice and TRIP runoff mod&lsupling was done using OASIS3 library.
Evolution of world HPC market leads us to port the model oreotomputing platforms than traditional
vector ones. We first have made an important effort to implemi@ a ready-to-use environment, the
first Linux version of ARPEGE-NEMO CGCM. Gained flexibilitynd efficiency were good enough to
be part of the so-called Leage for Efficient Grid OperationEGO) Grid-related ANR project[CM30].
The coupled model version was configurated with projecteaigtto allow its equivalent use on any nodes
of the heterogeneous Grid’5000 platform [CM26]. We alsopkdl our partners to integrate the coupled
model on a parallel software component configuration anohope simulation/post-processing scheduling
on a hierarchical platform [9]. We began testing networkdzhdata migration solutions across the Grid to
permit a cross-node simulation. Using Grid5000 Linux-hegeneous clusters platform helps us to launch
a first parametrization test on embarrassingly parallekexrpents, requiring a huge number of independent
processors.

In addition, climate modelling research will soon requirbigher number of communicating processors
because of increased resolution and new components. Weatstdp forward possible use of massively
parallel architectures for climate simulations : both aspizeric and oceanic CGCM components have been
installed and optimized on the new Cerfacs IBM Blue Gene/ctige [10] ; coupled configuration porting
problems and bottlenecks (I/0, communication libraries)éhbeen identified.

4.2 High resolution coupled model assembling

New CGCM generation combines finer resolution in both atrhesp (typically spectral truncation T106 or
higher) and oceanic (typically half degree or higher) gaheirculation models and more frequent coupling
time step (every hour instead of daily basis) to fully resaive diurnal cycle. These requirements heavily
load the most powerful computer currently available.

To anticipate and prepare the future CGCM version to be usethé next challenging IPCC AR5 exercise,
the implementation of such CGCM began with a training peabvdhe Earth Simulator Center (Japan).
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Our main objective was to optimally configurate our CGCM atgeecomponent and to evaluate the
implementation issues of such configuration [CM29].

We then assembled the high resolution version of the oceaniponent (OPA9 + LIM sea-ice, half degree
horizontal resolution, higher vertical resolution 45 to\&frtical levels) with a high resolution version of
ARPEGE (version 4) [CM28], on the new Météo-France supmguter (based on NEC SX8R processors
which closely match the Earth Simulator ones). The sea-maatbehaviour with high frequency coupling
time step and combined effects of surface layer fine resmiugind diurnal cycle has been preliminary
investigated.
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1 CERFACS contribution
to the MERCATOR project

This report summarizes CERFACS’ contributions to the Marc®cean project.

1.1 Introduction

Mercator Ocean is the french contribution to the internaidslobal Ocean Data Assimilation Experiment
(GODAE) which is first international experiment of opera# oceanography. Mercator Ocean must
achieve an operational exploitation of a global ocean baged primitive equation with a high resolution
and the data assimilation of situ and satellite observations ocean data. Different mairarekeaxis have
been selected. The integration of the SAM2 data assimilag@heme into the global (1?%and regional
(1/12°) NEMO ocean configurations is a new challenge. The data dasion of future SSS (Sea Surface
Salinity) satellite data is also a key challenge and offers perspectives to monitor ocean circulation. The
developpment of a global system with OPA-VAR (3D-Var) tofpem ocean reanalyis is also investigated.
The sensitivity of the medium range surface ocean prediitalbas also been investigated into the
northern Atlantic. Mercator Ocean uses the full range of NEElcean circulation models developed at
LOCEAN and particularly develops a high resolution globe¢an model (1/19. This new configuration
will be the basis for the the next ocean operational system.

1.2 Two operational ocean forecasting systems (regional drglobal)
(M. Drevillon, J.M. Lellouche, and B. Tranchant)

The previous regional ocean forecasting system coveregnf! and Mediterranean at 1/1and was
named PSY2v2. This system offered a way to investigate theackeristics and evolution of the ocean
meso-scale. An evaluation of this system to forecast thepl@arrent and Eddy Frontal Positions in the
Gulf of Mexico has been performed and an article entitiedé High Resolution Real Time Mercator
Forecasting System : Description and evaluation in the Guliexico” has been submitted to tdeurnal

of Marine Systerand is currently under review [MER?Z2].

The target MERSEA V2 ocean forecasting system includes bafjlt/4 horizontal resolution system
(called PSY3V2 at Mercator), see [4] and a Atlantic and Merdénean 1/12horizontal resolution system
(called PSY2V3 at Mercator). It is planned to be launchedat@nally in early 2008 for the end of the
MERSEA project.

In addition to the improvement of the assimilation techeiguew ocean model configurations have been
defined for both the 1f4global system and the 1/12Atlantic and Mediterranean system. The model
configurations now include coupling with a sea ice model anlét Iormulae atmospheric forcing fields,
aiming at the future high resolution global forecastingtegsat 1/12. They use the NEMO (Nucleus for
European Models of the Ocean) modelling system which pthsarciudes the latest version of OPA,
coupled to the thermodynamic-dynamic sea ice model LIM2iflain sea Ice Model 2). The configurations
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that are used was built within the framework of the DRAKKARNw.ifremer.fr/lpo/drakkar) work group.
The combination of recent implementation of an energyrep$ty conserving scheme for momentum
advection with a partial steps representation of the botmmmography yields significant improvements in
the mean circulation and in the representation of westetmtiary currents such as the Gulf Stream and
the downstream flow of the North Atlantic Current. Moreovbg 1/4 model solution is often comparable
to solutions obtained at 196or 1/10° resolution on some aspects concerning mean flow patterns and
distribution of eddy kinetic energy. In order to better hesothe upper layers, the vertical grid, now with
50 z-levels, has been refined at the surface ending with aetization of 1m until 20m depth and of 500m
for the bottom layers. With this surface refined-mesh, tlei& vertical grid has been designed to improve
the circulation in the coastal shelves and to represent radegjuately the impact of the atmospheric
diurnal cycle, which is planned to be explicitly modelledfie near future. The atmospheric forcing fields
which drive the V2 system are calculated using empiricak pdrameterisation. Efforts are currently
being made to improve these formulations in order to reduckese systematic biases. The sea ice is fully
comprehensive with the implementation of the LIM2 modeltW&ea ice concentration, sea ice/snow
thicknesses, sea ice drift and sea ice thermal content psagiby this multi-layer model with visco-plastic
formulations, forecasts will handle most of the processg®t to the sea ice lifecycle.

The data assimilation technique named SAM2v1 used in thedéam forecasting system is a multi-data
and multivariate assimilation algorithm is based on a Sismghxtended Evolutive Kalman (SEEK) filter
analysis method. The SEEK filter is a reduced-order Kalméaer fihtroduced by [13] in the context of
mesoscale ocean models. This method assimilates joirtijlisa SLA and SST, and in situ profiles of
temperature and salinity. The error statistics are repiteskein a sub-space spanned by a reduced number
of dominant 3D error directions. This data assimilatiorhtque was validated in a 29 year (1979-2007)
reanalysis experiment performed with a low resolutiot) @obal forecasting system.

Cape Verde XBT : Salinity Rms Misfit (region 14) Cape Verde XBT : Salinity Rms Misfit (region 14)
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FiGc. 1.1 — RMS of the misfit between observations salinity prefded model forecast calculated for the
Atlantic Subtropical Gyre over the year 2007 with the glob@P (left) and the regional 1/X2right).

These improvements altogether prepare another MERSEA: siep development of the future global
forecasting system at eddy resolving resolution (jhich will constitute the global component of the
MyOcean European project. Two numerical experiments of@lebal V2” global 1/4 systems were run
overthe MERSEA TOP2 test time period (from April 2007 to S#pber 2007). They are called the "Global
V2-old” and "Global V2-new”. Indeed, flaws in the global 2/¥2-old system have been diagnosed at the
end of the period. The model flaws were mainly impacting tinepierature, salinity and velocity variables
around Islands (i.e. for the North Atlantic area, Canarzores, Green Cape, Caribbean). It was due
to a problem in the barotropic velocity correction appli&drious adjustments of the data assimilation
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Cape Verde XBT : Temperature Rms Misfit (region 14) Cape Verde XBT : Temperature Rms Misfit. (region 14)

lin—tin mstars
lin—tin mstars

FiG. 1.2 — RMS of the misfit between observations temperaturilgs@and model forecast calculated for
the Atlantic Subtropical Gyre over the year 2007 with thebgliol/# (left) and the regional 1/X2(right).

system were also necessary such as the use of a 3D tempematusalinity representativity error. These
improvements finally lead to the current "Global V2-new” sien, and to the first version of the 1/12
V2 Atlantic and Mediterranean zoom. Fig.1.1 and Fig.1.@silfate the evolution in time of the Root
Mean Square errors of the temperature and salinity misfitdhfe global 1/4 and for the Atlantic and
Mediterranean 1/12systems in the region of the Atlantic Subtropical Gyre (headled "Cape Verde
XBT"). The latter is one of the geographical regions on whibk statistics are computed for both the
global and regional systems. The behaviours of the systesrtpuite similar, and the Atlantic zoom obtains
slightly better statistics with depth, as expected. No& ¢hsalinity drift occurs in the global system at the
end of the period (not shown). This problem is partly due toutke of incorrect error covariances in summer
2007 for the global system, which slightly alters the staissof the global experiment. The V2 system is
currently being validated, showing general good perforoeanand still some room for improvements such
as enhancing the corrections between 1000m and 2000m.

1.3 Expected impact of the future Ocean surface salinity msons in
the Mercator Ocean operational systems (B. Tranchant

Sea Surface Salinity (SSS) has never been observed from.splae SSS from planned satellite missions
such as Soil Moisture and Ocean Salinity (SMOS) and Aquéasiakey to better understanding how ocean
circulation is related to water cycle and how both theseesystare changing through time. Observing
System Simulation Experiments (OSSES) have been carrteglittuan ocean forecasting system developed
at Mercator Ocean. They consist in hindcast experimentsdaing an operational dataset (Sea Surface
Temperature (SST), in-situ profiles of temperature andiggiand Sea Level Anomalies (SLA)) and various
simulated SMOS and Aquarius Sea Surface Salinity (SSS) dateerated by [MER3]. These experiments
use an eddy permitting model (2j3overing the North Atlantic from 205 to 70N. The new generation
of fully multivariate assimilation system referred to asi2v1 which is being developed from the SEEK
(Singular Evolutive Extended Kalman) algorithm is use@,[48]. This scheme is a Reduced Order Kalman
Filter using a 3D multivariate modal decomposition of theefrast error covariance. The OSSEs enabled
us to show the positive impact of SSS assimilation on the BterdOcean operational forecasting system.
These experiments particularly show the importance toipappropriated observation errors and the
impact of having and/or combining different observing syst Several conclusions can be highlighted such
as the importance of the space/time scales consistencgéetilie data products and our ocean prediction
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systems. This study has to be considered as an importarfostegsimilation of SSS measured from space.
Further studies have to be conducted with other simulatéal, ddher oceanic configurations and other
improved assimilation schemes. To illustrate this stublg, following section shows the importance of
having SSS data with time and space scales close to those iiotime ocean forecasting system. Different
types of simulated SSS data have been generated and assihmilep our operational system. An example
of simulated daily SMOS and Aquarius measurements alongdrare shown on Figure 1.3 for July 6, 2003.
All data assimilation experiments are similar to the REFezipent which consist of a hindcast simualtion
using a 7-day assimilation cycle and assimilating openafidata over one year (2003). Figure 1.4 show
the impact of assimilating different observing systemshidbws the time evolution of mean and variance
of differences for four experiments :REF (no SSS data ataiion), SMOS L2(assimilation of SMOS L2
products), Aquarius L2 (assimilation of Aquarius L2 proth)and Aquarius+SMOS L2 (assimilation of
two L2 products). The impact of the Aquarius L2 products islwveompared to the SMOS L2 products. The
combination of the two L2 products had thus a small effect palfiesults.Indeed, even if the observation
error See [16] and [15] for more details.
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FiG. 1.3 — Pixel location on July 6th 2003 for SMOS L2 (top) and Adus L2 (bottom) : salinity in PSU.
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FiG. 1.4 — Spatial average of the mean in PSU (left) and variam¢&SU2 (right) of difference between
three different estimates control run or REF (red dasheg) iBMOS L2 (blue solid line), Aquarius L2
(green solid line), SMOS L2+Aquarius L2 (purple solid lire)d "truth” every ten days during the year
2003 for the overall domain.
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1.4 Reanalysis with OPAVAR (E. Remy)

Besides its operational activities, advanced assimiladgchniques are explored at MERCATOR-OCEAN.
The variational technique is applied to global low resantiocean state estimation in the context of
reanalysis and ocean climate monitoring. A reanalysis wadyred over the period 1960-2005 using the
ORCA 2 model configuration (OPA, LODYC) and the OPAVAR assimilatamde (A. Weaver, CERFACS)

in its 3DFGAT version [17]. This is the first attempt to combiin situ and altimetry observations in a long
term reanalysis made with ORCAVAR. In situ temperature aalthiy observations are assimilated with
along track Sea Level Anomalies. The problem of combinirgs¢hobservations is addressed : both data
sets contain different information about the heat and saltent and this can lead to incoherencies due to
misspecification of observation error, model error or to¢heice of the Mean Dynamical Topography. The
benefit of using a realistic MDT was demonstrated, as thehgjictone computed by M.H. Rio, compared
to the use of a model MDT. The ability of the assimilation tpraduce the observed interannual variability
of the heat content and sea level variability was demorestrathe model acts as a spatial interpolator
and gives us access to the entire water column propertiesyiay) us to get an estimation of the deeper
changes in the heat content of the ocean and their spatiaititggn. Contribution of the thermosteric,
halosteric effects and mass fluxes to the sea level changesals® estimated. There is still some bias
in the estimation of the salinity field which should be fullgderstood. Figures 1.5 show sea level trend
estimation over the 1993-2001 period from the satellitecoketions and from the reanalysis.

FIG. 1.5 — Sea level trend between 1993 and 2001 : on the left fnermierged observed satellite products,
on the left from the reanalysis

1.5 Medium range surface ocean predictability dependencyfahe
atmosphere forecast in the northern Atlantic (Y. Drillet and
R. Bourdallé-Badig

The Mercator-Ocean system provides a weekly analysis antt@ags forecast of the ocean with a 1/3

North Atlantic model coupled assimilating altimetry, irtisiand climatology data sets. This forecast is
better than the persistency but the ECMWF monthly ensenttiiespheric forecast allows an extension to
1 month forecast. This study shows a equivalence of the 8-dagan forecast with the two atmospheric
data set, an improvement of the 14-days ocean forecast ti#ig§CMWF ensemble mean forecast and a
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28-days ocean forecast always better than the persisteiticysignificant correlation especially between
SST forecast and best estimate. ovement for the 14-day dorsrast forced by the ensemble atmospheric
forecast is important for all ocean surface variables witlarge difference in the evolution of the skill
score. For the SST (Figure 1.6), the skill score stays statdand 0.36 when it decreases under 0.3 with
the operational atmospheric forecast. This decreasingeskill score is clearly linked to the total heat
flux which has the same comportment. The persistency of thesgheric forecast during the last 4 days
of forecast has a direct impact on the performance of theroftgacast system. For the sea surface height,
the skill score for the two forecasts decreases between 1 &mthys time, with a faster decreasing for the
forecast forced by the operational atmospheric forcinigdahto wind forecast which have a negative skill
score for the 14-days time.
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FiG. 1.6 — Annual mean of the SST RMS error (left panel) and skitire (right panel) for the 7-days,
14-days and 28-days forecasts computed over the globahMdsientic domain (NATL in black), the North
West Atlantic (NWEATL in blue), the North East Atlantic (NEA in green), the East Atlantic (EATL in
red). Square represents the operational ocean forecastide the ensemble mean forecast and triangle the
persistency. The stars are the RMS error computed betwetmbalysed and Reynolds SST.

1.6 Evaluation of the meso-scale activity in the mercator-tean
global eddy resolving model (R.Bourdak-Badie C. Derval,
O. LeGalloudecand Y. Drillet)

1.6.1 Model Description

The eddy resolving Mercator-Ocean OGCM (there after ca@dCA12) is based on NEMO code [11],
which includes the OPA9 ocean model coupled to the LIM2 seariodel [5]. The grid is a global quasi
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isotropic tripolar ORCA grid, 2 poles in the northern henfiispe [10], with resolution from 9.3 to 1.8 km
(Fig. 1.7). Vertical coordinate is z-levels type with palitells parameterization [2]. The vertical resolution
is based on 50 levels with layer thickness ranging from 1lresturface to 450 at the bottom. The thickness
is lower than 2 m in the 10 m upper layers of the ocean to ineraasund 20 m at 100 m depth and 170 m
at 1000 m depth.

Global 1/12°

09 Februray 2005

FIG. 1.7 - ORCA12 grid; 1 point on 24 is plotted

A free surface that filters high frequency features is usedte surface boundary condition [14]. The
closure of the turbulent equation is a turbulent kineticrggemixing parameterization. TVD advection
scheme [9] is used for the tracer fields combine to an ensgrapt energy conserving scheme [2] and [1].
An isopycnal laplacian operator is used for the lateraludifbn on the tracers (125 m2.s-1) and a horizontal
bilaplacian operator is used for the lateral diffusion ormmemtum. (-1.25e10 m2.s-2) on the largest meshes
(at the equator). On the momentum part, laplacian diffuggcadded at the equator, betwezt — 2°N.
This is a function nullify aR2° and maximum at the equatdtOm?.s~1). In this simulation, a partial slip
condition is applied at the coast in the entire domain expebtediterranean Sea where a no slip one is
applied. A nonlinear bottom friction is applied.

The global bathymetry is processed from ETOPOV2g bathyymbtonthly climatological runoffs, from
the Dai & Trenberth database [3], are prescribed [MER14JuAoff along the Antarctic [7] coast has been
added with an annual value of 2613 kg/year. The model isaliséd with the Levitus temperature and
salinity climatology [8]. Two restoring zones toward clitobbgical temperature and salinity are prescribed,
one in the Gulf of Cadiz and the other in the Babel Mandebtst@RCA12 is forced by the CLIO bulk
formulae [6] using wind stress, evaporation, precipitatioet heat and solar fluxes. Atmospheric forcing
fluxes are daily temporal mean of the 6-hours operationdlaas provided by the European Center for
Medium-range Weather Forecasts (ECMWF). The ORCA12 sitimmacovers the period from the 01
January 1999 to the 31 december 2006

The ORCA12 simulation has been performed on 158 procesd$dieanercator-ocean computer (SGI
scalar computer). The memory cost of this model is 370 Go @3 CPU hours are needed for 1 year of
simulation. 3-days mean outputs have been stored.

To evaluate to improvement due to the resolution a simulatitth the mercator-ocean "eddy permitting”
OGCMS (thereafter call ORCAO025) [2] have been performece Thde, the parameterisations, the bulk
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formulae and the initialisation and forcing files are the esathan for the ORCA12 experiment. The
differences are : 1) the grid resolutioh/@° at the equator versuk/12° for ORCA12) 2) the values of

diffusion coefficients (laplacian isopycnal for the tragat300m?2.s—1 ; bilaplacian for the momentum at
—3¢m?2 s~2 and maximum laplacian added at the equator for moment@d0ab2.s 1.

1.6.2 Data description

Three data bases have been used in this study : the sea shéefgte simulated by ORCA12 (eddy
resolving global model)), simulated by ORCA025 (an eddynpting global model) and the altimetry
data combining several satellites available. All thesa dawered the period 2004 to 2006. The horizontal
resolution and the temporal sampling of these data basesoafgomogeneous. The output models are 3
days mean each 3 days when the altimetry maps combined ewdays/the data collected by almost 3
satellites (Jason, Envisat, GFO). The time scale that wéatkieg about in the following is largely larger
than the sampled of these data, so we considered that theshidsch can be introduce by this sampling
is negligible. The horizontal resolutions of the data bam®salso different. The two model outputs are
respectively for ORCA025 and ORCA12 at thgd© and at thel /12°. The altimetry data is on a regular
1/3° grid. The differences between these grids can also intredilsome biases than we also considered as
negligible compare to the space scale considered in thily.stu

1.6.3 Sea surface height Variability

A7 years simulation has been performed with the ORCA12 mddh firsts years are not studded, they are
considerate as a "spin-up” period. The studding period EVéhe years 2004 to 2006. The mean general
circulation is, in both modelsl{4° and1/12°), in good agreement compare to the altimetry observation
(Figure 2) : Western boundaries currents pathways are doparticularly the Gulf Stream separation well
simulated in thel /12° model. The overshoot, present in the eddy-permitting mndide ORCAO025, is
not present in ORCA12. Figure 1.8 shows the Root Mean Squars) (of sea surface height, over the
period 2004 to 2006, for both models and for altimetry datze §lobal pattern of both models is correct.
The models are able to reproduce the ocean variability #bdein major currents with a realistic level
of energy. Nevertheless, in some places, the glab4t simulation shows a lake of intensity compare to
the observations. The/12° simulation reproduces very well the observed variabiliijtva good level of
intensity at all latitudes. The penetration of western lutarfes currents is more realisti¢12° than in the
1/4° (kuroshio extension, North Atlantic Current). The mesals@ctivity around Australia is improved in
the globall /12° compare to thé /4° global model. The Leeuwin current extension is very welresgnted

in the 1/12° model. High resolution is a necessity to resolve the firstsRpsadius and so well represent
meso-scale activity and variability at these latitudeg.[12

[1] A. Arakawa and P. J. Lamb, (1980), A potential enstrophyg &nergy conserving scheme for the shllow water
equationsMonthly Weather Review 09, 18-36.

[2] B.Barnierand etal., (2006), Impact of partial steps avmmemtum advection schemes in a global ocean circulation
model at eddy permitting resolutio®cean DynamicDOI : 10.1007/s10236-006-0082-1

[3] Dai and Trenberth, (2003), New estimates of continemtizicharges and ocean freshwater transpaAiS
Symposium on Observing and Understanding the Variabifit¥@ather and Climate, Long Beach

[4] M. Drevillon and et al., (2008), The GODAE/Mercator-Qeeglobal ocean forecasting system : results,applications
and prospectsccepted to appear in Journal of Operational Oceanograghpl1-57.

[5] H. Goosse, J.-M. Campin, E. Deleersnijder, T. Fichefef?. Mathieu, M. A. Morales Maqueda, and B. Tartinville,
(2001), Description of the CLIO model version 3.0.

[6] H. Goosse, J.-M. Campin, E. Deleersnijder, T. Fichefef?. Mathieu, M. A. Morales Maqueda, and B. Tartinville,
(2001), Description of the CLIO model version 3.0.
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FiG. 1.8 — Sea surface height variability over the year 20046200the altimetric data (high); ORCA025
(bottom left) ; ORCA12 (bottom right)

[7] S. Jacobs and et al., (1992), Melting of ice shelves andsnii@mlance of Antarcticalournal of Glaciology 38,
375-387.

[8] S. Levitus, J. Antonov, and T. Boyer, (2005), Warming leé tvorld ocean, 1955-200&eophy. Res. Left32

[9] M. Lévy and et al., (2000), Choice of an advection schdorebiogeochemical modelgeophysical Research
Letter, 28.

[10] G. Madec and M. Imbard, (1996), A global ocean mesh taavae the North Pole singularitglim. Dyn, 12,
381-388.

[11] G. Madec, P. Delecluse, M. Imbard, and C. Levy, (1998)A8.1 : Ocean general circulation model reference
manual,Notes du pole de modélisation, Institut Pierre-Simon hagl(IPSL)

[12] M. E. Maltrud and J. L. McClean, (2005), An eddy resotyigiobal1/10° ocean simulationDcean Modelling
8, 31-54.

[13] D. Pham, J. Verron, and M. Roubaud, (1998), A Singulaslttive Extended Kalman Filter for data assimilation
in oceanography]. Marine Syst.16(3-4) 323—-340.

[14] G. Roullet and G. Madec, (2000), Salt conservatione Barface and varying volume : a new formulation for
ocean GCMs). of Geophysical Research - Oceah85, 23,927-923,942

[15] B. Tranchant, C. Testut, L. Renault, and N. Ferry, (sitted in 2007), Data assimilation of simulated SSS SMOS
products in an ocean forecasting systdoyrnal of operational Oceanography

[16] B. Tranchant, C. Testut, L. Renault, N. Ferry, F. Bimhd Brasseur, (2008), Expected impact of the future SMOS
and Aquarius Ocean surface salinity missions in the Merc@mean operational systems : New perspectives to
monitor ocean circulatiorgccepted to appear in Remote Sensing of Environmdgf 1476-1487.
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[17] A. Weaver, J. Vialard, and A. L.T., (2003), Three- anduF®@imensional Variational Assimilation with a General
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ChecksMon. Wea. Rey131, 1360-1378.
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1 Introduction

Thierry Poinsot

The combustion activity at CERFACS takes place within th®@am. 25 to 30 researchers (including PhD
students and post doctoral students) participate to thduastion research. Even though RANS (Reynolds
Averaged Navier Stokes) and DNS (Direct ISimulation) dtié continue in this field at CERFACS, the
LES (Large Eddy Simulation) revolution is now driving thetigity of the combustion group because
LES bridges the gap between simulation tools used for rekeand required for industry. The software
developed by CERFACS and IFP (AVBP) is a standard tool foctieg flows at many places in Europe
(CNRS laboratories, ONERA centers, Universities in Sp&ingland, Netherlands or Germany, etc) but
is also industrialized for industrial partners (SNECMA rhfameca, PSA, Renault). Numerical studies of
combustion instabilities and combustion noise are groveirens. More generally, LES is now receiving
multiple additional submodels to fully demonstrate thedtgmtial in realistic configurations : flow near
multiperforated plates, radiation, acoustic boundaryditions for turbines and compressors. LES tools are
also being coupled to other solvers to predict acousticgieldstructure mechanical and thermal loading.
For the first time in 2007, CERFACS has simulated a full annedanbustion chamber on massively parallel
machines, setting up new references in the field.

The combustion activity covers all fields linked to moderse@ch organization : research, teaching,
formation, interaction with industry. The academic quabf combustion research at CERFACS is well
established through numerous publications in refereethgds and invited conferences : the very strong
investmentin AVBP over the last years (approximately 200 year) has made it a unique research tool and
a strength for all students and researchers who want to stoajpustion and publish their results. In terms
of man-power, the team is organized around 5 permanentistieand more than 20 researchers staying less
than 4 years. Most combustion scientists leaving CERFAGHAusitions right away and keep in touch with
CERFACS. The collaboration with french laboratories imagcellent : CERFACS provides codes to IMF
Toulouse, CORIA in Rouen, EM2C in Ecole Centrale Paris amtigigates to multiple contracts with other
research institutions. European support is very stronh mitltiple FP’'6 and FP’7 programmes (Fluistcom,
Intellect, Molecules, Quantify, Timecop, Eccomet, Aethdyplanet, Limousine, TLC...). The EST Marie
Curie projects Eccomet and Myplanet are examples of recBRFACS successes : these two projects
coordinated by CERFACS have provided support to hiseEuropean PhD students betwe206 and
2011 as well asl0 visitors. These scientists will be working on two-phase fltamnbustion and combustion
instablities at CERFACS, ONERA and IMFT and contribute te #ilvancement of fundamental research
in this field.
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2 Basic phenomena

The combustion team at CERFACS has now a long experiencebulémt combustion modelling and
simulation. Fundamental issues are addressed, relatedrt ftlynamics, chemistry, thermodynamics,
interaction with walls, heat transfer, radiation, phaserae, flame / acoustic interactions, etc ... as well as
numerical schemes and high performance computing. The ncathapproaches go from Direct Numerical
Simulation to Large Eddy Simulation and RANS.

The models and computational methodologies developedertehm are validated against academic or
generic laboratory configurations, simpler than the realsaout still representative and allowing a detailed
experimental characterisation. This is a crucial step feetbe application to the large variety of real
industrial configurations considered in the team. Aeroicaugas turbines for both aircrafts and helicopters
are the main class of application, but piston engines aneta@ngines are also treated.

The simulation of complex industrial systems requires iffitnumerical techniques as well as accurate
physical submodels. This is the purpose of a series of ietvievoted to numerical schemes and the
understanding and modelling of physical mechanisms. Tditkte the studies these mechanisms are
isolated in simplified generic configurations.

2.1 Direct and Large Eddy Simulations of Effusion Cooling
(S. Mendez F. Nicoud, T. Poinso}

One crucial but complex physical issue is linked to wall pdv@ena. Turbulent gaseous flows along walls
become very complex in the presence of a flame or hot gase®dver industrial burners use walls that
are perforated with numerous and submillimetric holes.sehmultiperforated walls play a key role in
the burner cooling but have also a non negligible effect anftbw inside the burner. Consequently they
must be taken into account in simulations and, becausedhent computation would be too costly, they
require specific modelling. This was the objective of the Riidk of S. Mendez (defended in fall 2007)
who realized Direct Numerical Simulations (DNS) of one hofesuch multiperforated plates (Fig. 2.1)
and built a model to represent their dynamic and coolingegffEhis work was published in [1]. It is now
continued to take into account the coupling between thenateand external flows through the multiple
holes on the walls, and to study the effect on acoustics.

[1] S. Mendez and F. Nicoud, Large-eddy simulation of a biqguic turbulent flow with effusion,). of
Fluid Mech, in press, 2008.

2.2 Interaction of a flame with liquid fuel on a wall (G.Desouter,
B. Cuenot, C. Habchi)

Another important wall phenomenon in piston engines or iedtion systems of gas turbines is the
formation of liquid films on the walls that may lead later tobuinnt hydrocarbons, smoke, and a reduced
engine efficiency. In piston engines, this is particulanhetfor Direct Injection Engines (IDE). Using DNS,
G. Desoutter studied during his PhD (defended in spring 0@ interaction between a liquid film and a
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FiG. 2.1 — Visualization of the structure of the flow around a peafed plate obtained by Direct Numerical
Simulation (velocity iso-surface) [1].

flame. His detailed analysis allowed to develop a model foNSAin the form of a modified law of the
wall that predicts the evaporation of the film. Implementethie code of IFP, the new law of the wall was
tested and evaluated in engine simulations.

2.3 Chemistry (G.Albouze G.Boudier, B. Cuenot T. Poinsof)

Although strongly linked to the flow, combustion remains rieally controlled and this aspect must be
treated with great care. One and two-step reduced chemibehses are useful and are used routinely at
CERFACS [COMB4, COMB9, COMB1]. However, they are not suéfitly accurate when the mixture is
too rich or when ignition mechanisms or pollutant levels trius predicted. To overcome this difficulty
one promising method is the use of tabulations that reptegim sufficient detail the chemical behavior
of the system. CERFACS tests this technique in collabamatith EM2C Paris, CORIA Rouen and IFP.
For example, the FPI method, originally developed by O. G& 2] reconstructs the flame structure from
only two variables (the mixture fraction and the progressalde) and a tabulation. The FPI approach may
be either used with the Thickened Flame model or with a Pdfaeah for turbulent combustion. It was
implemented in AVBP, and tested on 1D laminar flames as wetdimthe turbulent premixed burner of
PRECCINSTA [3], where it gave encouraging results.

[2] B. Fiorina, O. Gicquel, L. Vervisch, S. Carpentier and Darabiha, Premixed turbulent combustion
modeling using a tabulated detailed chemistry and FB&¢. of the Comb. Inst30-1, 867-874, 2005.

[3] S. Roux, G. Lartigue, T. Poinsot, U. Meier and C. Bératidtes of mean and unsteady flow in a swirled
combustor using experiments, acoustic analysis and Lailgg BimulationsCombustion and Flaméd41,
40-54, 2005.

2.4 Euler modelling of particle dispersion (E. Riber B. Cuenot,
T. Poinsot, O. Simonin)

In the Euler - Euler approach for the liquid disperse phdse,droplet velocity represents the statistical
average of the velocities of all droplets present in the @eadla consequence the true droplet velocities, not
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explicitly known, contribute to a non zero standard dewiafrom the mean. In her PhD thesis (CERFACS
and IMF Toulouse, defended early 2007) E. Riber has studiedrdle of this velocity deviation, the
so-called "Random Uncorrelated” (RU) velocity, in the caséthe two-phase jet flow of Ishida [4] and of
Borée et al [5]. If its impact on the mean velocity is limitede RU velocity contributes significantly to the
liquid phase velocity fluctuations as measured in expertmén two-phase combustion these fluctuations
have an important role as they contribute to the mixing of thactants. It is therefore necessary to
reconstruct this quantity in the Eulerian formulation, ahis still an open problem. One possible way is to
solve a conservation equation for the corresponding kiregiergy, which has been implemented in AVBP.
The challenge is to write the correct models for the productind destruction terms of this equation
(paper to appear in J. Comp. Phys. in 2008).

22

| W el i e
Shbrrmmva=anshn
OEOOS ===
SRREJIGRbaue

Fic. 2.2 — Instantaneous fields of particle velocity moduludt)lend particle volume fraction
(right)obtained with the Euler-Euler approach in the agtplaney = 0 of the configuration of Borée
etal. [5].

[4] K. Hishida, K. Takemoto and M. Maeda, Turbulent chargsties of gas-solids two-phase confined jet,
Japanese Journal of Multiphase Flpt+1, 56-69, 1987.

[5] J. Borée, T. Ishima and I. Flour, The effect of mass logdand inter-particle collisions on the
development of the polydispersed two-phase flow downsti@aaconfined bluff bodyy). of Fluid Mech,
443 129-165, 2001.

2.5 Numerical aspects (M. Porta N.Lamarque, J.-M. Senoner,
B. Cuenot, T. Poinsot, R. Abgrall)

The quality of Large Eddy Simulation of turbulent flows isastgly conditioned by the accuracy and
robustness of numerical schemes. This is even more criticadompressible flows and reacting flows,
where sharp velocity or density gradients may appear. Fitla¢ performance of the numerical schemes
is also altered near boundaries where the mathematicalgmmolnay not be well posed. Therefore a
compromise must be found between accuracy and stabiliy,dapends on the numerical scheme, the
geometry and the flow considered. This has been extensittelies! in the PhD thesis of N. Lamarque and
M. Porta (both defended in 2007). To increase stability e/kiteping accuracy, one possible alternative
to the centered schemes used today in AVBP is the distribngtsiduals method, that leads to partially
upwinded schemes. The difficulty is to determine the bestibigion of nodes weight to reach the accuracy
and stability target. This is an on-going work, in collalt@ya with the group of R. Abgrall (MATMECA)
who developed this class of schemes.

Another numerical issue is the implementation of time irtiplntegration. Up to now only explicit methods
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have been used in AVBP, essentially due to the complexitmpficit methods and the uncertainty about the
true computing time reduction when it comes to calculatetirg compressible flows with high accuracy.
CERFACS and Stanford studied this question together inaietivo years, comparing AVBP and the LES
code of Stanford, CDP which is implicit. The conclusion wiaattthe gain offered by the implicit solver in
the stabilized phases of the flow was not large but that in wmsfigurations, a significant computing time
was devoted to transient phases during which the physitatiso is built. These phases do not have any
physical meaning and are systematically removed from tladyais. As a consequence the required level
of accuracy during these phases is reduced and must be jusglero lead to the correct solution after
stabilisation. Moreover the details of the time evolutidrite flow are of no interest and may be skipped.
In this context implicit methods have a clear interest ay thidl allow to install physical solutions much
faster and save substantial computing time. Work has stémteards the implementation of such methods
in AVBP, and first basic tests have been conclusive.
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3  LES of two-phase reacting flows

3.1 LES of two-phase flames based on Euler-Euler formulation
(M. Boileau, N.Lamarque, J. Lavédrine, G. Lacaze M. Sanjoss,
B. Cuenot, T. Poinsol)

The Euler-Euler model for the simulation of two-phase rescflows has been integrated in the current
version of AVBP (AVBP6.0) and is used today in production raoelost projects involve the simulation of
the liquid disperse phase and the team is currently accuimglexperience in the behavior of such flows
in complex geometries.

The two-phase flow model has been applied to the configuratstalled on the MERCATO test facility of
ONERA (Fauga), with an injector system of Turbomeca. Theutation results have been compared to the
measurements for both phases in evaporating regimes witlooubustion. Agreement for the liquid phase
is not as excellent as for the gas phase but is already satisfaeven though polydisperse effects are not
accounted for. The same methodology has been applied tantldation of two other configurations with
injectors from Snecma and Turbomeca (TLC project). Agaan¢bmparison with measurements for the
liquid phase is very encouraging and was published in FLawhTCombustion [6].

The robustness of the code even allowed to compute a verg kegle geometry, namely an annular
combustor of Turbomeca in an ignition regime (to appear im8oFlame 2008). Computing the entire
annular burner instead of one sector only is crucial for asidwo phenomena. First azimutal acoustic
modes are correctly captured only if the whole geometry kettainto account. Second the ignition
mechanism of the full burner involves specific processes #na totally different from the ignition
mechanism of one single burner : for the first burner, an enieither a spark plug or a torch flame) is
used to initiate combustion, whereas all other sectors ollafiamber are ignited by the propagation of
the flame from its closest neighbor. As the flame propagasosubmitted to the surrounding turbulent
flow, itself very sensitive to the geometry, only the full chizer computation gives a correct overview of
the ignition process. During his PhD (defended in 2007) Mildzmu succeeded in setting up and running
such a simulation, which still constitues a World Premidtig (3.1). The detailed analysis of the results
confirmed the interest of computing the fulll geometry andvaéd to identify key mechanisms that were
never isolated before.

The Euler-Euler model has also been applied successfulgntither type of application, namely the
two-phase combustion in a rocket engine. The PhD work of Gaka focuses on the study of the ignition
and burning of the VINCI engine that is currently under depehent at Snecma. In such burners the
oxygen is injected as liquid whereas hydrogen, previousiduas a cooler fluid, is gaseous. The oxygen
liquid jet does not atomize as droplets but more as ligamemdghe Euler Euler approach is well suited to
this very complex regime where droplets can not be identifiéd evaporation, mixing and flame ignition
mechanisms must be closely controlled to reach the reqleéreds of reliability and robustness for such
engines. Another particularity of the VINCI engine is thati$ a stage engine that is operated in a very
low pressure environment (almost void). This implies higinpressibility effects (shocks) that add to the
complexity of the system. Nevertheless the two-phaseireasimulations have been performed and first
results show a correct and physical behaviour of the modg! @2).
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FiG. 3.1 — Temperature field in the combustor at one instant oighiéion sequence (grey : cold - white :
hot). The black line is the iso-level T=1500 K locating therflafront which propagates in the azimuthal
direction close to the injectors outlets.

[6] M. Boileau, S. Pascaud, E. Riber, B. Cuenot, L. Y. M. Giefyur. J. Poinsot and M. Cazalens,
Investigation of Two-Fluid Methods for Large Eddy Simutatiof Spray Combustion in Gas Turbines,
Flow Turb. Comh.80, 291-321, 2008.

3.2 LES of two-phase flows based on Euler-Lagrange formulatn
(M. Garcia, F. Jaegle J.M. Senoner, B. Cuenot, T. Poinsoj)

In parallel to the Euler-Euler model, CERFACS is developamgEuler-Lagrange version for two-phase
flow simulations with AVBP. The main difficulties linked togH _agrangian approach are (1) the efficient
computation of the individual droplets in the context of siasly parallel computing and (2) the accurate
and robust calculation of the mass and heat transfer betthegshases. Indeed the droplets act as individual
point source terms, that may be destabilizing for non da&sip numerical schemes used in LES, and
not statistically representative if a sufficient number ddpalets in the cell is not reached. Moreover the
coupling between the phases requires the use of interpsldiat may alter the accuracy of the solution. On
the other hand the Lagrangian formulation allows to cakeula a direct way (i.e. without modelling)
important effects such as droplet dispersion or interactidth walls. Today the question of the best
approach (either Eulerian or Lagrangian) for the dispehsesp is still widely open. CERFACS and Stanford
collaborated actively on this issue at the CTR Summer Progri2006 [COMB50] where a Lagrangian
solver from Stanford was compared to Eulerian and Lagrangidvers from CERFACS (using AVBP) for
the experiment of Borée et al [4]. The two methods have ar gdetential and CERFACS now develops
both.

The efficientimplementation of a Lagrangian parallel spimédVBP has been realized by M. Garcia during
her PhD (to be defended end of 2008). Using specific domatitipamg methods and load balancing it
is possible to keep a very good scalability of the code andhrdédgh efficiencies even on an important
number of processors. The extension to combustion was npegfbby F. Jaegle and J.M. Senoner, both
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FiG. 3.2 — Instantaneous view of the velocity and reaction dedntours in the vicinity of the igniter in a
VINCI type engine.

PhD students of the Marie Curie project ECCOMET, coordidétge CERFACS. They implemented models
for evaporation and mass transfer to the gas phase and tastéidal combustion model on simple one-
dimensional laminar flames where they obtained results sienjlar to the results obtained in the Eulerian
formulation. Finally the model was applied to the MERCATOnfiguration mentioned in the previous
section, which demonstrated the feasability of such sitiaria (Fig 3.3).

FiGc. 3.3 — Instantaneous view of the volume fraction field andttiea rate isolines (black lines) in the
configuration MERCATO obtained with Euler-Lagrange AVBRv&o. White lines inidicate zero axial

velocity.
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4  Unsteady combustion

4.1 LES of combustion instabilities (A. Giauque G. Staffelbach
A. Roux, L. Gicquel, N. Lamarque, G. Boudier, T. Poinsod)

The main driving force behind the development of LES toolhmlast five years at CERFACS has been the
study of combustion instabilities. Initiated first for Siens and Alstom, these studies are now performed for
SNECMA and TURBOMECA. In 2006 and 2007, multiple studieséhbgen devoted to LES of combustion
instabilities. This sections summarizes some of the rereesuiits obtained in this field.

The baseline solver for unsteady combustion studies at GEBFis AVBP. It is used with various

submodels for combustion (one and two-step reduced schétRésnethods for more complex kinetics),

subgrid scale tensor (WALE [7], dynamic model, one-equatimdel), gray gas models for radiation, law-
of-the-walls for heat transfer. Since 2005, it was appliedndustrial gas turbines [COMB10, COMB4,

COMB9], laboratory burners [COMB2, COMB13], aero gas tads [COMB1] or ramjets [8]. The most

important results which come out consistently from theseist are the following :

— LES of reacting flows is reaching maturity and can be doneoimplex geometries, provided high-
order spatial schemes and small time steps are used. A cesilgieesolver is also mandatory to capture
acoustic waves [9].

— LES captures the unstable modes exhibited by real comisustth in frequencies and amplitudes but
results remain very sensitive to numerical parametersefsehorder), acoustic parameters (impedances)
and models. For example, taking into account radiation @& losses at walls modifies the frequency
and the amplitude of modes [COMB13, COMB9].

— Present computer capacities allow to reach resolutiomallggas turbine chambers which are sufficient
to ensure mesh independent results or more precisely for ii€Sh convergent results. This was shown
by Boudier et al [COMB34] who compared reacting flow resuitaicomplex geometry burner for three
levels of refinement ranging from 1.5 million to 44 millioneghents and showed that results on the
medium and fine grid were quite similar in terms of mean vallémswvever, for RMS values, this is
true only for the flow variables (velocity field) ; the tempena and the species which are controlled by
subgrid scale phenomena continue to present more and maitessrales and wrinkling as the mesh is
refined [COMB34].

— Analyzing LES results can be difficult and additional toaile useful to understand the unsteady activity
appearing in the LES results. This includes tools to corstmaps of spectral activity, POD (proper
orthogonal decomposition) [8] which have been coupled t8R\but also acoustic solvers such as AVSP
described in Section 4.2.

— Unmixedness has been identified in multiple burners as amaag often neglected source of instability
[10]. Predicting instabilities in real combustors will igcge the computation of the mixing process
between air and fuel even if this one is often supposed to Hegie

— The role of azimutal modes in annular chambers has alsaneectheme of major importance. These
modes have been out of reach of LES for a long time becauselii&stodes were able to compute only
one sector of the real turbine instead of the 15 to 24 whichpmmsa the turbine. A major breakthrough
achieved at CERFACS in 2007 is the first LES of a complete gaéteichamber.

As an example, Fig. 4.1 displays the temperature field (rigihture) in a complete TURBOMECA

combustion chamber in which an azimutal mode appears umdic extreme conditions. This LES was
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Casing
Multiperforated walls

Chaolked
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FiG. 4.1 — The first LES of a complete gas turbine. Parallel comtari on 700 processors. The geometry
of one sector (left) is copied 14 times to create the completenber (right).

performed on 700 processors of a Cray XT 3 machine. The laftdighows the geometry of one sector :
it contains the casing, the multiperforated walls, all getninal details of the swirler, film cooling and the
chocked nozzle. The full geometry is obtained by copyingit#es the mesh of one sector. It contains 42
million elements. The time step is 0.067 microsecond.

[7] F. Nicoud and F. Ducros, Subgrid-scale stress modeliaged on the square of the velocity gradient,
Flow Turb. and Combustiqi62, 183-200, 1999.

[8] A. Roux and L.Y.M. Gicquel and Y. Sommerer and T. Poindarge eddy simulation of mean and
oscillating flow in side-dump ramjet combust@ombustion and Flamé&52, 154-176, 2008.

[9] V. Moureau, G. Lartigue, Y. Sommerer, C. Angelberger,Calin and T. Poinsot, High-order methods
for DNS and LES of compressible multi-component reacting$lon fixed and moving grids, of Comp.
Physics202 710-736, 2005.

[10] S. Roux and G. Lartigue and T. Poinsot and U. Meier and1@t,EBstudies of mean and unsteady flow
in a swirled combustor using experiments, acoustic anabysil Large Eddy Simulation€ombustion and
Flame 141, 40-54, 2005.

122 Jan. 2006 — Dec. 2007



COMBUSTION

4.2 Acoustic tools for combustion instabilities and noisel(. Benoit,
C. Sensiay E. Gullaud, K. Wieczorek, C. Silva, M. Leyko,
F. Nicoud, T. Poinsot)

Acoustics play a key role in combustion and must be accouioteboth experimentally and numerically.
To understand confined flames, the LES codes presented iioi$éct are powerful tools but they are also
extremely expensive. An alternative and complementarly jgato to develop acoustic codes solving the
wave equation in complex geometries for reacting flows. G&BF is developing a full three-dimensional
Helmholtz solver (called AVSP) solving the Helmholtz eqoatin the frequency domain. It is coupled to
the LES code AVBP : they use the same data structure ; the fiélaeean temperature, mass fraction and
local flame transfer function required by AVSP are obtainggbst-processing AVBP simulations. As an

FIG. 4.2 — Acoustic pressure field 865 Hz in a gas turbine annular chamber. Left : solution in foutiog
planes Right : solution over the outer boundary .

example, Fig. 4.2 shows a geometry of a single gas turbineeband the structure of the second annular
mode evidenced by AVSP in a fulll annular chamber with 15 bsnThese modes are often crucial for
the stability of the combustor and for its noise emissionteNihat the analysis includes the geometrical
details of thel5 swirlers, the combustion chamber and the casing. The AVSIR bas now been used to
study a variety of academic [COMB6] and industrial [COMBTI)MB4, COMB9], [11] configurations.
Recent developments include a generalization of the flaamster function model to account for pressure
fluctuations (and not only acoustic velocity fluctuationisg, effect of casing on the thermo-acoustic modes
[COMB53], the prescription of appropriate boundary coiwis for accounting for upstream/downstream
elements in a gas turbine [COMB44] and the numerical algoritised to solve the large scale non-linear
eigenvalue problem [12] arising from the discretizationthe Helmholtz equation.

More recently, AVSP has been adapted to handle propagatmres related to the combustion noise
thematic. This AVSP-forced version of the code (as opposeeitié AVSP-modal tool used for thermo-
acoustic modes analysis) uses acoustic sources from AVRBrgpute the acoustic spectrum in the near
field region. As an illustration, Fig. 4.3 shows a typical nodsources from a swirled stabilized turbulent
flame and the corresponding computed power spectrum at thet section of the combustion chamber.
The indirect noise generation (noise generated from eptsppts interacting with regions of strong mean
velocity gradient) has also been addressed at CERFACS antpesanalytical model has been developed
to assess the direct-to-indirect noise ratio [COMBA45]. s trespect, the difficult task of including
non-zero Mach number effects in AVSP has also been initiated
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FiG. 4.3 — Left : acoustic sources 410 Hz from a swirled stabilized turbulent flame (experimentétd
at Ecole Centrale Paris) as computed from AVBP. Right : atospectrum computed from AVSP-forced
and compared to the LES result of AVBP.

[11] A. Roux, L.Y.M. Gicquel, Y. Sommerer and T. Poinsot, gareddy simulation of mean and oscillating
flow in side-dump ramjet combust@ombustion and Flam&52, 154-176, 2008.

[12] C. Sensiau, F. Nicoud, M. VanGijzen, J.W. VanLeeuwengdmnparison of solvers for quadratic
eigenvalue problems from combustidnfernational Journal of Numerical Methods in Fluidi® press,
2008.

4.3 LES of ignition in rocket and piston engines (G. Lacaze,
B. Enaux, B. Cuenot, T. Poinsot)

As the capacities of LES progress, the requests for morasar@cedictions of unsteady phenomena such
as ignition increase too. In 2006 and 2007, a new model fatignusing LES was developed in AVBP :
this model (called ED for Energy Deposition) tries to avdid tlassical approaches based on the use of an
external model used during the first instants of ignition ¢wenthe flame kernel is too small to be resolved
on the LES mesh) coupled to the LES code when the kernel is kangugh. In the ED model, energy is
simply deposited on the grid and ignition takes place wherkthetics get fast enough for reaction to occur.
The ED approach is only possible when an increased resplnéar the spark or the laser used for ignition
is available. The ED model was tested in rocket engines irPtii@ of G. Lacaze and in piston engines in
the PhD of B. Enaux.

4.4 LES of transcritical flow and combustion (T. Schmitt L. Selle,
B. Cuenol)

Following the first LES applied to rocket engines (PhD of Auptain and now G. Lacaze), the necessity to
take into account the real thermodynamics of the fluids entayad in such systems has been identified : in
rocket engine burners the reactants are stored at very hegspre levels, that are above the critical point.
In this case there is no more surface tension, i.e. no irderf@etween dense and light phases of the fluid
that are separated by very high density gradients. Thealipioint itself is a singular point with particular

properties such as infinite specific heat. To inject the abmeass flow at the prescribed pressure and
temperature conditions, it is necessary to use a real gagieqf state that gives the correct density under
these conditions. This implies fully different thermodymias. These new thermodynamics then affect the
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numerics of the code, either directly in the jacobian masior in the boundary conditions, or indirectly
through accuracy and stability problems.

In AVBP the cubic equation of state of Peng-Robinson has lohesen : preliminary tests showed that
it was the best model to represent real gas thermodynamibeitarget conditions. Its implementation in
AVBP by T. Schmitt (who will defend his PhD thesis end of 20@830 required numerous developmentsto
adapt the code. After validation on simple test cases, thidet®/BP-GR has been applied to supercritical
jets studied experimentally at DLR. The comparison withrtteeasurements shows that the model captures
the main effects of dense fluid, as for example the longerrmisecore. Application to more realistic
configurations such as the Mascotte configuration of ONERANderway, where the calculation is
performed for reacting regimes.

Densité [kg/m3]
36.7 141. § 245. 348. 452.

—

FIG. 4.4 — Instantaneous view of the density field obtained farasd supercritical N2 jet injected at 100K,
40 bars in a subcritical N2 environment at 298K, 40 bars.
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S  Software engineering

5.1 High performance computing (G. Staffelbach O. Vermorel,
M. Porta)

As LES techniques become more precise, the requests to BESyto more complex and larger devices
increase. CERFACS has already shown that AVBP was able te mskof machines up to 4000 processors
and exhibited almost linear scaling on multiple architeesu(Fig. 5.1). This opens the path to more
ambitious computations : in 2007, a project dedicated toctiraputation of a four-cylinder engine with
LES has started with IFP, CINES, PSA and Renault. Anothedeakcated to the computation of complete
gas turbine chambers also started with CORIA, EM2C, Turlzanasd Snecma at the end of 2007. These
projects require significant efforts in software enginegtio generates meshes, decompose them, optimize
the computation and perform the post processing of theisoleit

4000+
— Ideal behavior
+ BMegene/L(”
a TERe10 @
30004 ¥ Marenostrum ®
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FIG. 5.1 — AVBP speed up on various architectures for cases fi@to 20 million cells.

5.2 Code coupling and multiphysics (F. Duchaine J. Amaya,
A. Sengisseh

Another major challenge for the coming years is linked to tiphlysics and the efficient coupling of

multiple solvers that simulate very different physical Iplems. To this purpose CERFACS continues to
develop code coupling using the PALM software. In the CFDrteseveral projects are now underway
to couple AVBP with other softwares : a steady heat transbéres (TMG), an unsteady heat transfer
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solver (a CERFACS evolution of AVBP for heat transfer in de)i, and a radiation solver (DOMASIUM,

Ecole des Mines d’Albi). Fluid / structure interaction siesl were also performed during the DESIRE
project and showed that the LES results can be coupled taetste code to predict liner deformations
[COMB?2]. In the framework of the INTELLECT project, PALM wassed to couple a flow solver with

mesh generation tools in an optimisation chain (Fig.5.2e @im was to develop an efficient tool able
to guide gas turbine manufacturers in decision-makingJying high performance computing (through
massively parallel architectures) and flexibility to thepkgation.
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FIG. 5.2 — Optimisation in the PALM environment.
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1 Introduction

The aircraft emissions have an impact on atmospheric ctigmasid on the radiative balance of the
atmosphere. For example, contrails formed by condensafiamter vapor onto exhaust aerosols and soot
particles trigger the formation of cirrus clouds. Emissiaf nitrogen oxides perturb the natural chemical
cycles and lead to ozone production or destruction deperatiriocal air mass composition and insolation.
These ozone perturbations along with the emissions of C@&rwapour and ice particles formation, soot
particles, sulphuric aerosols from the burning kerosere gh additional contribution to the green house
forcing.

The most recent evaluations of those effects show the existef an amplification factor of about 3 for
green house potential factor from aircraft emission : a mdke of CO2 emitted from a jet airplane is a
factor of 3 more efficient for green house forcing than a amiholecule emitted at ground level.

Given the exponential increase of the air traffic it is ap@ted that the aircraft emissions will double by
year 2020 compared to present. The air traffic would then bajamplayer of the climate change. There is
no doubt that in future negotiation processes for the liticiteof green house gas emissions aviation sources
will be a central issue. It is therefore important that thgulations that could be imposed on aviation be
based on well-sound scientific studies.

The main objective of the project is to better quantify thermlical and radiative atmospheric impacts
of aviation at the various scales from the aircraft near figldhe global atmosphere. An integrated
evaluation of the different steps that involves the emis¢iansformations must be performed, from the
gaseous and particulate species generation in the cormbustambers, their chemical and microphysical
transformations in the aircraft near field, their verticadahorizontal dilution in the far wake along the

contrail path, up to the formation of corridors by the fleetsl @heir transport by the general circulation

of the atmosphere. At each of those steps the chemical amativedatmospheric perturbations must be
assessed.

During this last 2 years we have made significant model deveémts and we have now all the ingredients
needed to evaluate the chemical and radiative impact ofadirexhausts. At small and mesoscale the
numerical models NTMIX and Méso-NH have been developedtaey both include the microphysic
needed to describe the ice particle formation and evolufirabout 30 minutes after injection in the
atmosphere. The NTMIX model also includes the minimum daasp chemistry scheme to compute the
evolution of the nitrogen species. The next steps will beititrduction of gas-phase and heterogeneous
chemistry within the Méso-NH model, and the implementataf a radiative code to compute the
perturbation of the radiative fluxes brought by the ice ptes.

For the large scale, a linearized approach to the atmospttemistry has been further developed to account
for the injection of NOzx, H,O andCO from air traffic. It has been introduced in the chemical tzors
model (CTM) MOCAGE, and will be used for the assessment ofatineospheric chemical perturbations
due to the present and future aircraft traffic. In additiomesv parameterization to account for the non-
linearities of the chemistry during plume dilution has beleweloped. It has been introduced in the LSCE
CTM and used to assess the effect of the small scale effedtseoevaluation of ozone formation due to
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the NOz injection by the present day fleet. It is found that introdarctof the plume dilution processes
diminishes the ozone formation by abduts at the global scale. Similar effects are expected for the cas
of plume formed by ships, and mesoscale simulations of pbuhipersion have been performed using the
Méso-NH model coupled to a particle trajectory model. Rssshow that the dilution time scales can be
derived from the general characteristics of the marine damnlayer, our parameterization can therefore
be easily adapted to treat the chemical impact of ship traffic

We have establish numerous cooperations within the prgsejpect. With the CNRM for the use of
Méso-NH and ARPEGE/Climat and MOCAGE maodels, with the LSGEmMplementation of our plume
parameterization, with the ONERA for the near aircraft figitthulations, with the ECMWF for validation of
our linearized ozone parameterization, and at the eurdpgahwithin the QUANTIFY project coordinated
by the DLR in which CERFACS is responsible of the activity Dilution and Processing”.

The next sections detail the results obtained within théoperovered by this report.
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2 Small-scale simulations of aircraft and
ship emissions

2.1 Near-field wake chemistry (R. PaoliD. Cariolle)

This activity aims at developing in the NTMIX solver a chealiand microphysical model of gas and
particle emissions in the near-field of an aircraft wake. Bpproaches have been followed. The first one
is anon-line coupling where the three-dimensional flow equations areesbtogether with conservation
equations of each chemical species. This allows detailed/lauge of the dynamics/chemistry interactions
that are important especially in the early expansion of ¢hénjthe wake. The first results are encouraging,
for example Fig. 2.1 shows that the reaction rate between@aad/N O occurs at the edge of the jet as a
consequence of mixing between exhaust and ambient aire@uektension of this study are the inclusion
of heterogeneous chemistry in the model via a coupling withltagrangian particle module of NTMIX;
and the initialization of flow-field using real aircraft wagee-computations.

The second approach is afif-line coupling in that the output of Lagrangian fluid-particlejéGtories
(time histories of temperature, mixing ratio, etc.) sergeirgput of box models with complex chemistry
and particle microphysics. Averaging over a large numbeyaoficle provides a detailed representation of
the thermodynamic properties of the wake and allows pre@ird fast) evaluation of the microphysical
properties (see Fig. 2.2). For example, we showed the irapoet of accounting for plume mixing and
heterogeneities to correctly initialize box models or &rgcale models. This study was carried out in
collaboration with ONERA and lead to a publication in MetgloZ. [2].

FiGc. 2.1 — Plane cut of the product of concentration®,, x Os that is proportional to the rate of the
reaction responsible for ozone destruction.
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FiG. 2.2 — Left panel : example of two-dimensional slices of titdgarticles mean radius as a function of
plume age. Right panel : example of volatile particles sig&idution 1 sec. after engine exit. Comparison
between one simulation along a mean trajectory and aveesgéts of 25000 trajectories run.

2.2 Simulation of contrail evolution in the atmosphere (R. Rugam,
R. Paoli, D. Cariolle)

This section describes the results of one of the core aetwvitf the team. The main goals of this study were
(i) to develop a model for the simulation of the contrail ex@n from its formation up to its interaction with
the atmosphere; (ii) to quantify coefficients of the paraerieations that are needed to include the aircraft
emissions into large scale models; and (iii) to predict tis¢ritbution of ice particles inside a contrail for
the evaluation of its radiative impact. These objectivesavalfilled by carrying out extensive numerical
simulations of contrail using Meso-NH model coupled with i@nmphysical scheme specifically developed
for this issue. The dynamics of a contrail is controlled by #ircraft wake vortices during the initial phase
of its evolution, and by the atmospheric processes in the fegime. In this study, we focused on the
contrail behavior between 20 s and 30 min after emission,tiraefrom the formation of ice particles (end
of the jet-vortex interaction) to the time when the radiatfercing effects on the dynamics are no longer
negligible. During this period, the wake evolves throughidemange of scales, from 50 m for the early
phases (vortex and dispersion regime) to 1 km when atmogphercesses dominate (diffusion regime).
Thus, a simulation strategy based on two successive stgpdkean developed, with a first simulation until
vortex break downt#(~ 320 sec), followed by a second one modeling the interaction betvteercontrail
and the atmosphere up to a contrail age of 30 min. To our krdiydecurrent available measurements
performed during the vortex regime are not sufficiently aateito completely validate our model. However
indirect validation of our simulations has been done by cargons with previous modeling works reported
within the literature. Our modeling approach, that comsist forcing of Crow instability, gives results
in agreement with previous published works, thought slighverestimating the vortex descent, and the
vertical spreading of the contrail. Nevertheless, the atinns of the vortex and dispersion regimes recover
the main dynamical characteristics of the aircraft wake. flormation of vortex ring, linear growth of the
short and long wavelength instabilities, formation of as®tary wake induced by the barcolinic torque),
and give an ice particles behavior consistent with the nmeasents performed on young contrails (see
Fig. 2.3). Based on these results, we point out the competiietween the short and long wavelength
instabilities in the formation of the vortex ring, and thedartance of the vertical distribution of ice particles
at the end of the vortex regime. Finally, we obtain the spdtsribution of ice particles for a contrail aged
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FiG. 2.3 — Perspective view of the isosurface of ice dengsijty= 2 1076 kg m—3 with isocontours of the
average ice particle radiugif) for the vortex and dispersion regimetat 160, 220, 320 sec.

of 320 s that can be used as initial condition for the follagvBimulation of the diffusion regime. The
challenge of the diffusion regime is to model the atmospghgrocesses that affect the contrail evolution,
such as wind shear, radiative forcing, and atmospheriatarize. Previous works in the literature studied
the impact of wind shear and radiative forcing on the cohbahavior, but less emphasis was placed on
atmospheric turbulence. Therefore, we developed a netegiréao simulate a synthetic turbulent flow that
has the same integral properties as the measured turbudétizetropopause level. To our knowledge, our
study constitutes the first simulation of the diffusion ragiwith an early transition of a contrail into young
cirrus. For this regime there are more experimental datd tla@ numerical results reproduce quite well the
measurements. We simulate a contrail aged of 30 min whiclchmss-sectional dimensions of the same
order of magnitude of the observations, with similar ice snpsr meter of flight and similar mean size of
ice particles (see Fig. 2.4). For such initial conditionsd @anposing moderate turbulent fluctuations, we
observed the contrail has a life time of about 2.3 hours. A scientific manuscript is in preparation based
on the results of this activity. Future directions in thigiaty include the sensitivity analysis of contrail
evolution to the strength of the atmospheric turbulencd,the simulation in the far-field regime up to the
complete transformation of contrail into a cirrus cloud.this stage, it could be possible to evaluate the
optical thickness and the radiative forcing of a contrap@&xding at the scales of the global climate model.
Another perspective for our study is the implementation ofadule of kinetic chemistry to simulate ozone
non-linear chemistry in the wake. The coefficients of theraiit emissions parameterizationin GCM should
then be improved, and in particular the role of the hetereges chemistry acting on the ice particles.

2.3 Ship plume simulations (F. ChossorR. Paoli)

This activity was developed in the framework of Europeardmated Project QUANTIFY and consists in
two sub-activities that are devoted to the analysis of shimp dispersion and ship tracks, respectively.

Plume dispersionDetailed ship plume simulations in various convective riary layers have been
performed using a modified version of the Lagrangian Digparsodel DIFPAR (EDF R:D ; Wendum,
1998) driven by the atmospheric model Meso-NH in Large Eddyutation mode. The simulations
(see Fig. 2.5) focus on early stage (1-2 hours) of plume déspe regime and take into account the
effects of plume rise on dispersion. Results are presentad attempt to provide to chemical modelers a
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FIG. 2.4 — Cross sectional view of the isocontours of the aveiegparticle radiusym) for the diffusion
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FiG. 2.5 — Left panel : time evolution of normalized mean veftmancentration of a ship plume case with
stable boundary layer situation. The vertical dashededdthes represent the characteristic turnover time
scalet* of the boundary layer. Right panel : dilution rate estimatebast fit results of non-dimensional
(divided byt*) constant dilution time scale for steady dilution regimeadunction of initial buoyancy flux

at ship stack for four boundary layer cases.
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FIG. 2.6 — Ship track at = 30 min. Left panel : isosurface of cloud water mixing ratio @D1 g/kg.
Also shown is the ship exhaust plume particles concentrasiosurface ofl00 cm—3 (blue shape) ; Right
panel : shortwave integrated albeda at 1080 m (top) and corresponding within-cloud precipitation water
mixing ratio atz = 350 m (bottom).

realistic description of characteristic dispersion impat exhaust ship plume chemistry. Plume dispersion
simulations are used to derive analytical dilution ratections. Even though results exhibit striking
effects of plume rise parameter on dispersion patterns shown that initial buoyancy fluxes at ship stack
have minor effect on plume dilution rate. After initial highispersion regimes a simple characteristic
dilution time scale are used to parameterize the subgricheldilution effects in large scale chemistry
models. The results show that this parameter is directlgtedl to the typical turn-over time scale of
the convective boundary layer (Fig. 2.5). This work servediaasis for a scientific paper submitted in
February 2008 to Atmospheric Chemistry and Physics, anefded in march 2008 for ACP Discussion[1]).

Ship tracks The objective of this study was to analyze the modificatioriaud radiative microphysical and
precipitation properties due to the passing of a vesselh@bednd, a new aerosol activation scheme, based
on the work of Cohard et al. (2000), was developed and imphteaein the Meso-NH atmospheric model.
Several cloud-topped marine boundary layer situationsielé from FIRE experiment, stratocumulus
cloud, Duynkerke et al., 2004) have been simulated usingtthespheric model MesoNH. Furthermore, the
microphysical model for activation of aerosols and condéingaal growth of Cloud Condensation Nuclei
(CCN) has been set-up. This allows us to perform simulatwitts multi aerosol modes and multi aerosol
types (chemical composition and dimensional propertiesy.each boundary layer situation, a coupled
LES/Lagrangian simulation has been performed in orderrwukite the early dispersion regime of ship
plume, taking into account the initial plume rise due to barogy fluxes release at ship stack. The resulting
cross-wind ship exhaust aerosols concentration fieldsheee injected into the main LES domain, yet
simulating different ship tracks situations. Two complegference simulations have been performed with
a domain size o020 x 10 x 10km?® with a mesh size 050 x 50 x 10 m?, for a simulation period of 4
hours (see Fig. 2.6) and 24 hours (not shown). The ship treftksacteristics were successfully simulated,
i.e. increasing cloud droplet number concentration wifhlinme, with a perturbed cloud that exhibits the
expected aerosol indirect effects. Hence, results showarergd integrated shortwave albedo and drizzle
suppression within ship plume (see Fig. 2.6). Those effdetsease with time in respect to the dilution
processes. In cooperation with the Laboratoire d’Aér@atg Toulouse, the number of simulations will be
extended to other cases in order to test the impact of thedsoyayer height, the ship exhaust particles
concentration and the background aerosol type on the st properties and their evolution. The results
will be processed and compiled for a future publication etpe before the end of 2008.
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[1] F. Chosson, R. Paoli, and B. Cuénot, (2008), Ship pluisiatsion rates in convective boundary layer for chemistry
models,Atmospheric Chemistry and Physics Discussi8n§793—-6824.

[2] R. Paoli, X. Vancassel, F. Garnier, and P. Mirabel, (20Q&rge-eddy simulation of a turbulent exhaust jets and
a vortex sheet interaction : particle formation and evolutin the near field of an aircraft wak®|eteorologische
Zeitschrift 17, in press.
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3 Large scale ozone distribution and
aircraft emissions

3.1 Linearization of the atmospheric chemistry (D. Cariole, H.
Teyssdre)

A linearized ozone scheme is used in the ARPEGE/Climat mddeas been developed by Cariolle and
Déqué (1986) in order to study the interactions betweerottone distribution and the climate evolution. It
is computationally efficient and can be used for first rapiseasment of impacts without the need to use
more sophisticated chemical transport models such as MGERBET], which is much more resource
demanding.

The ozone scheme has been first updated to remove as muclsiédethe bias of the parameterization and
to better take into account the effects of the heterogeneloemmistry. This version [PAE2] is now included
in the MOCAGE-PALM assimilation suite [PAE3], in the Arp&glimat model, and in the ECMWF
operational forecating suite. The latter gives routineefasts of the ozone evolution, and was able to
predict in Autumn 2007 the deepening of the ozone hole ters dtmydvanced (figure 3.1). This work
has been performed in cooperation with the ECMWF researplarti@ent (A. Dethof, J.J. Morcrette, A.
Untch).

In order to use the linearized scheme to study the impactrofadt emissions on the ozone content, the
scheme has been further developed to include the influenoeame chemical production and destruction
rates of the perturbations due to NOy species (maWdy + NO, and H NOs), CO andH»O. To this end
the MOBIDIC model has been used and comparison with the MOE A®del has been performed using
emissions and/or distributions of perturbed species filwariP5 SCENIC project. This task was undertaken
by D. Cariolle in collaboration with the CAIAC team (H. Tegske and D. Olivie) of the CNRM. The
results show that the linear approach fits well the full creah¢omputations. It is now included within the
Arpege/Climat model and will be used to explore the climatpact of various forcing scenarios from the
transport sectors, aviation and ship notably. This worknidartaken within the FP 6 QUANTIFY project.

3.2 Impact of the new H NOs-forming channel of the HO, + NO
reaction on tropospheric HNO;3;, NO,, HO, and o0zone
(D. Cariolle)

We have studied the impact of the reactioiO + HO, — HNO3 on atmospheric chemistry
[3]. A pressure and temperature-dependent parametemsatf this minor channel of the
NO + HOy — NOy + OH reaction has been included in both the 2-D MOBIDIC model ane t
3-D tropospheric chemical transport model (CTM) of the Leblhiversity.

Significant effects on the nitrogen species and hydroxyicedconcentrations are found throughout the
troposphere, with the largest percentage changes ocgumrthe tropical upper troposphere (UT). Including
the reaction leads to a reduction in N®verywhere in the troposphere, with the largest decreaB%fin
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FiG. 3.1-10day ECMWEF forecast of the total ozone column for &mbier 10 using the linearized scheme.
An ozone hole is predicted with lowest values close to 150 iDldgreement with observations.

the tropical and southern hemisphere UT. The tropical Ud hés a corresponding large increase in HNO
of 25%. OH decreases throughout the troposphere with tgesareduction of over 20% in the tropical UT.
Mean global decreases in OH are around 13% which leads toeaise in CH lifetime of 5%. The impact
on tropospheric ozone is a decrease in the range 5 to 12%theitargest impact in the tropics and southern
hemisphere. Only small changes are calculated in the mpemiss distributions in the stratosphere.

It is therefore anticipated that this reaction might playiamportant role when calculating the impact
of aircraft NOx emissions on ozone. This new reaction will be introducechin MOCAGE CTM and
new evaluations of the ozone formation by aircraft will befpemed in the near future. This work has
been performed in cooperation with the Institute for Atmusfic Science, University of Leeds, UK (M.
Chipperfield,M. Evans) ; the Institut de Combustion, ABertnique, Réactivité et Environnement, CNRS
(N. Butkovskaya,G. Le Bras); and the Service d’Aéronof®&L, CNRS (A. Kukui).

3.3 Introduction of non-linear plume chemistry into large-
scale atmospheric models : application to aircraft emissios
(D. Cariolle, B. Cuenot, R. Paoli, R. Paugam)

We have developed a new method to account for the non-lifeanical effects during plume dispersion.
The method is suitable for isolated emissions from localtsesiand leads to a parameterization which is
implemented in a global model and use to evaluate the imgadtaaft emissions. Compared to previous
approaches that introduce corrected emissions or coresfatctors to account for the non-linear chemical
effects, our parameterization is based on the descripfithregplume effects via a fuel tracer and a lifetime
during which the non-linear interactions between speaiesmaportant and operate with effective reaction

146 Jan. 2006 — Dec. 2007



AVIATION AND ENVIRONMENT

rates. The implementation of the parameterization insusssrtonservation and allows the transport of
non-diluted emissions in plume-form by the model dynamics.

3.3.1 Basic Formulation

During the dilution phase the concentrations of the spehege concentrations of several orders of
magnitude superior to that of the background atmospher¢haiothe same reaction operating inside a
plume can see its effects amplified with regard to its inflgeimcthe plume free atmosphere. This arises
from the calculation of the rates of production/destruttid the chemical reactions which are obtained
by the product of the concentrations of the reacting spedies chemical system shows therefore strong
nonlinearities, so the injection at high concentration ehamical species or particle will have a variable
impact depending on the degree of dilution of the plume. WeeHast addressed this problem from a
theoretical point of view [4], and establish the set of etpreg and methods required to account for the
non-linear terms in the continuity equations of the minocea@ps. In a second step we have derived the
simplifications of the system of equations that can be us¢dimiarge scale models when injected and
produced species can be treated separately.

One of the key parameters is the tim@eeded to achieve plume dispersion. If this time is shortpamed

to the rates of the reactions which drive the non-linearityh@ chemical processes the plume induced
effects will be unimportant, on the other hand they will bgnéiicant if the reaction rates are lower or of
the same order. This timescale is mainly driven by the dilutiate of the plumes which is a function of the
characteristics of the atmospheric turbulence.

Once this parameter is set it is then possible to determiadréttion of the injected species remaining
within the plume for which the chemical system has charasttes different from that of the surrounding
atmosphere. To represent this process a "fuel tracer” igédaol the CTM variables. This tracer gives the
quantity of injected material not yet diluted at large sc&lenoting by, the mixing ratio of this tracer, its
continuity equation reads :

Ory/ot =< Fy>+I — l.T‘f (3.1)
T

where< Fy > denotes the divergence of the transport fluxes of the trdderthe injection rate obtained
from emission data, andthe plume lifetime.

Thus, the mixing ratio at the large scale of a non-dilutedtteuispecies is obtained by multiplying by
its emission index. For th& Oz (= NO + NO,) species, one can write :

TNOx = ’I’f.EINOI (32)

whereryo.. is the mixing NOz ratio in the non-diluted phase, ardl 0. the emission index for the
NOzx.

After dilution, the NOz in the non-diluted phase are restored in the diluted phatggrasN Ox. Thus, the
mixing ratio of N Oz is obtained by solving the following equation :

1
Oryoz/0t =< Fyoy > +—.17.ElNos + large scale chemical sources and sinks (3.3)
T

Knowing the fraction of the injected species between thatell and non-diluted states it is then possible
to calculate the rates of production of the secondary forspsties. These rates will be modified within
the non-diluted air masses because of the strong condensaf the injected species. The modified rates
are introduced via the determination of effective reactimtesk. ;s which are used to compute secondary
formed species within the plume. For instance ozone wowe lsaemical source and sink terms from the
large scale, and similar terms from the non-diluted phase. dontinuity equation for the ozone mixing
ratio ro, would be :
87’03/at: ...—[(.]\7—Ox.’l’o3 —Keff.NOI.’I’03 + ... (34)
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FiG. 3.2 — Distribution of NOx and O3 variations due to aircraft plume effects at 240 hPa for Jtdp)
and January (bottom).

whereK.; is the effective reaction rate for the ozone reaction withribn-diluted fraction of th&/ Oz, a
reaction that goes in addition to the reactions alreadyaatenl within the large scale model for background
species concentrations.

This approach is derived from the methods of "segregatibat has been developed in studies of formation
by NOz emission in boundary layers.

3.3.2 Impact of aircraft NOx emissions on the ozone distribution

With inclusion of the plume effects, the simulations witke tt5SCE model of the impact of aircraft emissions
are in rather good agreement with previous work. We fountittteaozone production is decreased by 10 to
15 % in the northern hemisphere with the largest effectsémitrth Atlantic corridor when we account for
plume effects on the chemistry (figure 3.2). These figuresansistent at the global scale with evaluations
made with corrected emissions, but regional differencesaticeable due to the possibility offered by our
parameterization to transport emitted species in plumerfoefore operating at large scale.

This work has been performed in cooperation with the Lalmomatdes Sciences du Climat et de
'Environnement, CEA-CNRS (D. Caro, A. Cozic, D. Hauglust) within the QUANTIFY project.
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Our method will be further improved to account for the locaimperature and turbulence properties
diagnosed within the large scale model, and to more comphexnical cycles that can have multistep
regimes during the plume dilution processes. In partictilartransformation ofVOx into H N O3 within

the plume has a very significant impact and should be bettertified. We expect to obtained more accurate
transformation rates from the Meso-NH contrail simulason

[3] D. Cariolle, M. J. Evans, M. P. Chipperfield, N. Butkovgka A. Kukui, and G. Le Bras, (2008), Impact of the
new HNG;-forming channel of the HO+NO reaction on tropospheric HNONO,,, HO, and ozoneAtmospheric
Chemistry and Physics Discussip8s2695—2713.

[4] R. Paoli, D. Cariolle, B. Cuénot, R. Paugam, and F. Cons§2008), Modeling chemical reactions and emissions
from concentrated sources into global mod@emptes Rendus Mechanigesebmitted.
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1 Introduction

Jean-Francois Boussuge

The "Advanced Aerodynamics and Multiphysics” team is a comgnt of the CFD team. Around 15
researchers (seniors, PhD and Post Doctoral students)wiged in aerodynamics activities.

The objective of the team is to develop efficient numericd¥ess for the resolution of fluid dynamics
problems on industrials configurations. Most of the effarts dedicated to implement numerical methods,
however complex simulations play also an important rolee Thnsidered applications can be splitted in
two domains : civil aircraft and turbomachinery.

The main part of our activity concerns the multiblocs stimet! solver calle@IsA This solver belongs to
Onera, and Cerfacs has an official agreement to participdte tdevelopment. BesidedsA others codes
are available (in-house codes : AVBP, NTMIX and an exterpdicfrom DLR : Tau) which enable to study
different applications ranging from wake vortex to aerothal simulation.

During the past two years, the group has been more and marlvawin the field of turbomachinery either
in development of numerical methods or in complex simutatidt has to be noticed that this activity
impacts now an important part of the team in term of researchtract and people involved.

All the work described in the following sections have beemelin close collaboration with industrials
partners such as Airbus, Snecma and Turboméca and alsceséhrch centers among which Onera, IRPHE
and Paris VI. In addition to these strong and old links, tlaertéas started a joint effort with ECL concerning
the turbomachinery activity.
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2  Numerical aerodynamics

2.1 Numerical methods

2.1.1 Harmonic Balance Technique : an efficient Fourier-basd algorithm for time
periodic flows (F. Sicot G. Puigt, M. Montagnac)

Even if three-dimensional steady turbulent flow simulagidsegin to be handled routinely in aircraft
industry, three-dimensional unsteady turbulent flow satiohs still require large amounts of computing
time and a substantial acceleration of the calculationséslad in order to reduce design cycles.

To build an efficient method for unsteady flows, it is inteiggtto take into consideration all flow
characteristics. As an example, a large range of applicaiimads to time periodic flows : turbomachinery,
pitching wings, helicopter blades, wind turbines... Thié®es are intrinsically unsteady and in the recent
years, a more efficient time-domain method dedicated to-peréodic flows has been developed. The
Harmonic Balance Method (HBT) [1], which casts the unstegaolyerning equations in a set of coupled
steady equations corresponding to a uniform sampling ofldve within the time period. These steady
equations can then be solved using standard steady RANSod®ef{see Fig. 2.1) with convergence
acceleration techniques such as local time stepping antigmal The convergence of a steady computation
is better mastered than the transient needed by an unsteathutation to reach the periodic state.

Convergence Convergence
Iterations k Iterations k
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1
1
1
L 1
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Time Time
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(c) Ttération ko > kq (d) Final State

FiG. 2.1 — Principle of the HBT.
Up to now, explicit algorithms such as Runge-Kutta methodsewused to advance the calculations in

pseudo-time. This makes the pseudo-time steps relativedll @and therefore requires a large number of
iterations to reach the steady state of all the instantghEtmore it has been observed that the convergence
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rate decays as the number of harmonics is increased [2]. rtorovent this, a specific implicit time
integration scheme has been derived. Based on a blockidgmamioach, its larger stability criterion enables
much larger time steps and makes the HBT more robust.

The method has been validated on pitching airfoil and wingslifferent flow conditions (subsonic up to
transonic, with or without separation). See following s&tfor an example.

[1] K. C. Hall, J. P. Thomas, W. S. ClariGomputation of Unsteady Nonlinear Flows in Cascades using a
Harmonic Balance Techniqu&lAA Journal, Vol. 40, No. 5, pp. 879-886, 2002

[2] A. Gopinath and A. Jamesoiljme Spectral Method for Periodic Unsteady Computatiores Gwo-

and Three- Dimensional Bodie43rd Aerospace Sciences Meeting and Exhibit, AIAA Pap&520220,
Reno, Nevada, 2005

2.1.2 Harmonic Balance Technique : Extension to ALE with mels deformation
(G. Dufour, F. Sico)

In the field of aeroelasticity, an important class of pertairodynamics problems is the forced motion of
structures in airflows. The simulation of these flows with #t&A software is usally performed within the
Arbitrary Lagrangian Eulerian (ALE) formulation on defoimg meshes, with unsteady time-integration.
Using the periodic nature of these flows, the HBT method candeel in place of unsteady simulations in
order to reduce the computational time. To apply the HBT metio such problems, several developments
have been made. First, a modified version of the HBT sourece bexrs been implemented, to account for
mesh deformation. Secondly, some terms specific to the AlBdtation of the Navier-Stokes equations
have been modified to ensure compatibility with the methatalfy, the integration of the method has been
done through the development of a python module, in such athatyit can be used in a modular context.
The results have been verified against the reference siiongadf the previous part (2.1.1) for the Lann ct5
test case (pitching in transonic flow, without separatiseg Fig. 2.2.

-1.5 T T T T -1.5 T T T T

-0.5
Q. Q.
Q Q
0
= EXP
0.5 U-RANS AEL 1
—— HBT Fixe (one harmonic) —-—- HBT ALE (one harmonic)
-7 HBT AILE (one h?rmonic) | U HBT AILE (two h?rmonics)l
1 1
0 0.2 0.4 0.6 0.8 1 0.2 0.4 0.6 0.8 1

xlc

xlc

FiG. 2.2 — Lann wing, ct5 test case : HBT-ALE simulations withateied meshes.

The slight differences are due to the use of different (defdvsfixed) meshes. The simulations have also
been validated with the unsteady simulations (U-RANS AELDelbove [1] and the experimental results

of Davies [2], showing fair agreement (Fig. 2.2-b). The &rgpplication for the method is the prediction

of blade flutter in compressors.

[1] Julien Delbove,Contribution aux outils de simulationégoelastique des @onefs : pédiction du
flottement et @formation statique des voilureBhD ThesisEcole Nationale Supérieure de I’Aéronautique
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et de 'Espace, 2005
[2] Davis, S. S.NACA 64A010 (NASA Ames Model) Oscillatory PitchisGgARD report no 702, 1982

2.1.3 Spatial DNS Simulation of a Co-Rotating Vortex System(H. Deniau,
L. Nybelen)

The present numerical study is motivated by the challengsinwlate the three-dimensional spatial
dynamics of a co-rotating vortex system, through the deualent of an elliptic instability, using a high
order solver of the compressible Navier-Stokes equati®hiss phenomenon was previously studied by
temporal simulations. The interest of spatial simulatigfiiist to analyse the effect of the axial velocity
on the merging process which are neglected with the temagploach, and to study interaction with jet
flows.

FiG. 2.3 — Selected isosurface of vorticity magnitudé,,;.; = 0.2; Vp = 0.1.

The numerical problem is the choice of the boundary conadiitininflow and outflow conditions and also
lateral boundary conditions. A special attention has besd pn the latter due to the difficulty induced
by the non zero circulation of the considered vortex systéhe classic boundary conditions of Poinsot
and Lele based on the characteristics wave approach hamenmdified to be more adapted to the physics
considered here. This new boundary condition is based oasthiegmption of an irrotational flow close to the
borders (in order to determine the magnitude of the waves) serie expansion for the transversal velocity
component in term of perturbated potential flow.

A special corner treatment is also proposed to reduce fation generated in this area. After a validation
of these improved boundary conditions and of all numerimalld used such as selective artificial dissipation,
spatial simulations of the vortex breakdown phenomenore ladlowed validating our solver for a three-
dimensional case. Thus, the merging process of equal etirrgtvortices through the development of
elliptic instability with axial velocity was simulated. Téxe vortex flow configurations were considered with
different vortex systems and velocity peaks ratio (azirb#md axial velocities). The first results show on
the one hand the ability to compute spatial instability depment in vortex flow, on the other hand the
influence of the axial velocity on the instability dynamitkwever, spatial simulations are limited by the
computational resources (linked to the resolution andl@deain length to capture the merging process)
and restricted to academic vortex flow configurations.

2.1.4 High order schemes irelsA (A. Fosso-Pouangg, H. Deniau)

In order to assess jet noise by couplaigAwith a wave propagation model, it is needed to capture ptpper
the turbulent structures which are noise sources of theajet,to convect pressure waves by minimizing
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FIG. 2.4 — Horizontal vortex core positions as function of theabdistance (left) and variance of the cross
-flow and axial kinetic energy (right).

schemes-due dissipation and dispersion effects. Thexgfas necessary to implement high order schemes
in elsA Compact high order schemes have the advantage to use aisstaticil compared to explicit ones
of the same order. Implementation of a sixth-order compelctme have been introducedetsAby the
work of Sicot which apply Lacor and Smirnov ideas [1] to sthtetd meshes. The present activity focuses on
three aspects : implementation of join boundary closuresetalization to curvilinear meshes and filtering.
Numerical tests have highlighted the instability of thedsipin boundary closure on stretched meshes.
A new boundary closure has been considered using implieiinghcompact schemes. Another important
part of the work has consisted in realizing a sixth-order paat scheme on curvilinear meshes also based
on ideas developed by Lacor and Smirnov. This approach hexs\midated on Cartesian meshes since it
is exactly equivalent to the Sicot approach and gives theesaummerical results. When using high order
schemes, it is often necessary to apply a filter in order toilsta computations.

To keep the approach consistance, the filter chosen is a higr oompact filter proposed by Gaitonde
and Visbal [2]. It is applied on conservative fields for eaohstep of the time advance scheme. The test
case used is the convection of a vortex in an uniform flow in maa with periodic boundary conditions.
Figures 2.5 and 2.6 shows results for the different schemesaniform mesh and on a wavy mesh.
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FiG. 2.5 — Uniform cartesian mesh, total energy after 20 turnpeeiods.
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[1] C. Lacor, S. Smirnov and M. BaelmamsFinite Volume Formulation of Compact Schemes on Arbitrary
Structured GridsJ. of Comput. Phys., Vol 198, pp 535-566, 2004

[2] D. Gaitonde and M. Visbakurther development of a Navier-Stokes solution proceddased on higher-
order formulas AIAA Paper 1999-557, Reno, Nevada, 1999

2.1.5 POD based surrogate model for parametric aerodynamic design
(T. Braconnier, J.-C. Jouhaud

For analysing complex systems, data reduction has beconealachallenge in many scientific areas
(turbulent fluid flows, optimization, control design, sttukal vibrations, numerical imaging...). This is
especially true in the context of aerodynamic studies whegeamount of data has considerably increased
this last decade. At this time, surrogate models appear@®bine most efficient tools for achieving data
reduction and to perform aerodynamic optimization. Difetrapproaches are available, but the one used
at Cerfacs is based on tReoperOrthogonalDecomposition model.

First, a POD data reduction is performed by computing a desaluilt on the matrix containing the CFD
computations (snapshots) at chosen parameters of the dightin. The POD basis is obtained either
by an eigenvalue decomposition of the correlation matribyra singular values decomposition of the
snapshot matrix. Then, the quality of the model is estimatethe leave-one-out method and new flight
parameters inside the flight domain are automatically datexd by a quad-tree algorithm.

Next, a reconstruction step allows us to predict either theservative variables or aerodynamic quantities,
using an interpolation scheme such as cubic splines, Kyigiathod or radial basis functions.

For illustrating the use of the POD model, g distribution on the RAE2822 airfoil at the flight parameter
mo = (2.79°,0.73) has be predicted (see right part of Fig. 2.7). The studiedntfldpmain is defined
by {7 = (o, M) € [0°,4°] x [0.6,0.8]}, the starting sampling domain contains the four correspand
corners and the POD model automatically selects the 20 nateeant parameters inside the flight domain
in order to correctly mimic the subsonic-transonic traiositsee Fig. 2.7).

The POD model has been proved to be an efficient (in term of GRE and memory requirement) and

a reliable approach to implement data compression in oa@erse the results of previous heavy CFD
computations and to avoid to perform such computations iamg aerodynamic quantities are needed for
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new flight parameters. For aircraft manufacturers, it iswcia issue and this strategy can be applied to
numerous applications : aerodynamic control and desigoetasticity, multidisciplinary optimization or
simply exchange of data between different disciplines.

2.1.6 Development of a response surface based optimizatiomlgorithm
(J. Laurenceau

In the field of high-fidelity aerodynamic shape optimizatitine choice of the optimization algorithm is
heavily constrained by the computational cost implied bg dmction evaluation. Thus, gradient descent
algorithms are particularly appreciated for their speedarfvergence. Coupled with an adjoint method to
inexpensively compute the gradient vector (sensitivityhaf drag with respect to the shape variables for
instance), these methods require the least computatiosal Despite that, these local optimizers can not
avoid the multiples local optima of typical aerodynamicdtians and are sensitive to numerical noise.
Global optimizers such as genetic algorithms can not diretrive the expensive CFD evaluator, but it
appears that the use of response surfaces to inexpenspmig»amate the CFD solver based on a limited
sample database of calculation is promising. The respaméace build with only a few hundred samples
can not accurately represent the function depending onaleems variables, but it proves to give correct
trends. Then, by iteratively refining the surrogate modegbratmising locations it is possible to largely
outperform a gradient based optimizer.

A comparison of different sampling refinement criteria wameé using aerodynamic test cases and the
OPTaliAframework ofAirbusto finally establish an optimizer capable of proposing a paipen of three
new shapes per process iterations. The refinement at thigfge chinimum on the Kriging surrogate model
F(x), proved to converge too prematurely whereas the use ofigigiandard erroﬁ(x), to explore zones

of high uncertainty enables to ensure a more global convemyé-ig. 2.8).

2.1.7 Application of the response surface based optimizernoa 3D test case
(J. Laurenceau

Typical industrial shape optimization problems usuallpsider several hundreds design variables whereas
it is not possible to perform more than two hundreds functiewaluations for computational cost issues.
As the accuracy of a Kriging surrogate model decreases wheardion increases, a Cokriging model
interpolating the information given by the gradient veat@s used. By using the discrete adjoint method

CERFACS ACTIVITY REPORT 161



NUMERICAL AERODYNAMICS

Update the Response Surface with new samples
Build Fj, () and Sy (2)
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FiG. 2.8 — Kriging based optimization algorithm.

of elsA it is possible to obtain this vectorial information on thaétion at the same cost of one function
evaluation (scalar information).

FiGc. 2.9 — Optimisation of the AS28G configuration. Left : Baseliconfiguration. Middle : Optimal
deformation field given by the gradient optimizer. Right :t@mal deformation field given by the Cokriging
based optimizer.

It was then possible to demonstrate the efficiency of the i@olg based optimizer to reduce the drag of an
AS28G WBPN configuration (Wing Body Pylon Nacelle) using @TaliAframework ofAirbus For this
problem depending on 48 design variables driving amplitpdsition and width of 16 Hicks-Henne bumps,
one function evaluation takes 5 hours using 10 Opteronispedaessors. Despite the fact that the Cokriging
based optimizer requires 65% more function evaluation®otwverge than the gradient based reference, it
finally achieves a better function improvement in less psséterations. Moreover, this optimizer proves to
perform more exploration of the design space than the gnadigorithm. It converges to a shape far from
the baseline configuration and more complex than the sh&pa biy the gradient reference (Fig. 2.9).

2.2 Meshing techniques

2.2.1 Chimera IHC : A highly automated method for overset grds (B. Landmann)

The Chimera grid methodology uses a set of overlapping dddiiscretise the solution domain. In the

overlapping regions certain grids are prioritised for thé&alation of the flow field. The Chimera technique

facilitates the block-structured grid generation procasd enables the simulation of bodies in relative
movement. However, for complex configurations the prisation of certain grids to other ones, that is also
known as Chimera grid setup, can become a tedious task, $ecaost of the existing setup techniques
work in an iterative (trial and error) manner and require ghhilegree of user input. Therefore a different
setup approach is favoured in this work package. It worksdorapletely automated manner and requires
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no user input. The algorithm is based on the implicit holgingt(IHC) algorithm firstly presented by Lee
and Bader [1]. It was enhanced by several methodologiesdier®o eliminate shortcomings in the original
method. The resulting over-all algorithm is more generahtthe original one, while preserving the high
automatism of the original method. An easy example (withasg of generality) is shown in Fig. 2.10.

FiG. 2.10 — Example for implicit hole cutting method : Two cylerdrids embedded in a background grid.

The modified IHC method is implemented into thisAflow solver. Several complex industrial test cases
have been successfully passed. The method is moderately expensive than the standard methods
included inelsAbut due to its automatic manner it has the potential being es¢ensively in order to
ease the simulation of complex aerodynamic configuratibAsrbus France.

[1] Y. Lee and J. Badedmplicit Hole Cutting - A New Approach to Overset Grid Contnaty, AIAA
Paper 2003-4128, Reno, Nevada, 2003

2.2.2 Automated assembly algorithm for patched Chimera gds (F. Blang

The possible configurations of Chimera grids are numeroasidghing an automated algorithm able to deal
with each specific configuration is an exhausting and paossihdlless task. That is the reason why a new
Chimera grid assembly algorithm, called "patch assemhdprthm” has been developed. This algorithm
does not aims at being able to assemble all type of Chimeds grit aims at assembling efficiently and
robustly a specific type of Chimera grid. It includes all thédg where the Chimera technique is used
for adding to a geometry, defined in a background grid, a nesngtrical feature meshed in a patched
Chimera grid. A spoiler added over a wing is a simple examptes :background grid is the airfoil mesh
and the spoiler mesh would be the patched Chimera grid. Ypesaf Chimera grid has been chosen since
it covers a wide range of applications of the Chimera techaidxamples can be : stores under an airplane,
adding blades to an helicopter or tail surfaces on a fuselafgee patch assembly algorithm automatically
blanks as much cells as possible in the background grid. Asask definition is required, the user workload
for using the Chimera technique is greatly reduced. Moredkie algorithm does not use any geometrical
feature, as a consequence, it does not face any of the tidestiting problems generally associated to
the use of such entities. The algorithm, developeel&i\flow solver, has been tested on a lot of industrial
configurations on which it has proved its efficiency and itsustness (see Fig. 2.2.2).
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FiG. 2.11 — Computation on a Chimera grid automatically assethby the “patch assembly algorithm”.
The aileron and two deployed spoilers have been added tarfilare using the Chimera technique.

2.2.3 Association of local and global multigrids (M. Montaghac)

Local multigrid and global multigrid were implemented ipdmdently in theelsA software. The main
difference was that fluxes were stored at interface centerthé local approach to provide the refluxing
function and only the flux balance was stored at cell centetisé global approach. The merging of the two
techniques has led to choose the lowest storage of data axxbasequence to develop a special process to
impose the refluxing function. Now, steady flows for AMR configtions can benefit from a full multigrid
acceleration.

2.2.4 Sliding Mesh Boundary Condition (M. Montagnag

The non coincident interface boundary condition is the adrthe sliding mesh feature. The former was
developed by Cerfacs to avoid the propagation of grid pdintsugh block interfaces in the meshing
process. At the end, grid lines through an interface may beomtinuous. For configurations with an axial

symmetry, the interface between blocks is moving duringrttegion period and connectivities between
interfaces have to be computed at each time step. This anadify was available for flows around advanced
360° high-speed propellers in an absolute frame and it has betemaed for turbomachinery activities

(cf. section 3.2.1 and 3.2.2) especially for axisymmetanfigurations in relative frames.

2.2.5 Extension of theelsAcode to hybrid meshes (G. PuigtA. Fosso-Pouangé)

In the framework of structured meshes as for ¢t@Acode, obtaining a blocking and then a mesh can be
a difficult task when the geometry is complex. Even if Chimeehnique can relax the mesh constraints,
there are still configurations which are difficult to handlghaa structured approach. This is particularly
the case for high lift configurations for planes (presenclagfs and slats) or for blade cooling (presence
of several hundreds of small gaps which inject “cold air” Ire tmain flow). For such applications, the
unstructured meshes can be an interesting solution.

They can be obtained easily with automatic mesh generatves) if the geometry is very complicated.
However, unstructured solvers are known to be less effitkear structured ones : for a given mesh, the
classical CPU loss is higher thaf%. Thus, in order to assess complex configurations with adich@PU
time penalty, the best way to proceed is to exteighto multi-blocks hybrid meshes : some blocks are
treated by the structured partefsAand others by the unstructured one.
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This tedious task has been started in a strong collaborafithnOnera. As far as the Cerfacs is concerned,
our work focused on the definition of diffusion schemes fothbstructured and unstructured meshes. In
particular, the choice of the diffusion scheme was notghtidrward, the main difficulty being the order of
accuracy of the gradients at the interface position.

Some results for laminar flows have been obtained for 2D and@2s and in particular, solutions are
quite similar on structured and unstructured meshes coetpo$ hexahedron (Fig. 2.12). Future works
will include the extension to turbulent flows and also thengfart information between structured and
unstructured blocks.

Transonic inviscid flow around a 2D profile Transonic inviscid flow around a 2D profile
Structured mesh Unstructured mesh
M M
13 13
1.2 12
11 11
1 1
0.9 0.9
08 0.8
0.7 0.7
0.6 0.6
05 05
0.4 0.4
03 0.3
02 0.2
0.1 0.1
) o

FiG. 2.12 — Two dimensional transonic computation : iso-Machtoors obtained on the same structured
(left hand side) and unstructured (right hand side) meshes.
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3.1 Aircraft

3.1.1 Large Eddy Simulations for aerothermal applications (M. Boileau, J.-C.
Jouhaud)

In order to optimize air cooling systems, the aeronautiodlustry is looking for reliable computational
tools for the prediction of heat transfer between the sadichponents and the turbulent air flow. Previous
work at Cerfacs proved the accuracy of Large Eddy Simulafiés) for such applications ([AAMA4]). As

a result, Airbus France has renewed its support in 2007 fousie of the LES code AVBP in the framework
of flow and heat transfer simulation in industrial configizas. Two main flow configurations have been
studied. The first one corresponds to the well-known casbéeflow past a square cylinder at Reynolds
22000. A wall-resolved LES has been performed using a huge hyhbial(@.6 millions cells). Both the
aerodynamics (compared with a reference experiment [&/2d) the global heat flux (compared with an
empirical correlation) have been correctly reproduceds Thlculation has provided reference data in order
to validate a LES with a wall modeling approach. Using thiél wendel, the AVBP code has been coupled
with the industrial code TMG which solves the thermal cortiurcinside the solid cylinder (cf. Fig. 3.1).

FiG. 3.1 — LES of the flow past a square cylinder with conjugaté traasfer inside the solid. Iso-surfaces
of instantaneous vorticity coloured by the air temperature

The second configuration is the flow inside the experimentalehof an aero-engine nacelle cooling (cf.
Fig. 3.2). LES is particularly well suited for this case whdine heat transfer from the engine casing walls
to the air flow is strongly dependent on the large turbuleatescgenerated by the cooling jets (Reynolds
144 000) impinging the walls and some obstacles. The methodologyatifmodeling developed in the first
configuration has been applied to several LES.
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FiG. 3.2 — LES of the flow and heat transfer in the experimentalehoflan aero-engine nacelle cooling.
Instantaneous temperature field on the engine casing wallssa-levels of temperature showing the four
cooling jets.

[1] D.A. Lyn and W. Rodi. The flapping shear layer formed by fls@paration from the forward corner of
a square cylindedournal of Fluid Mechanic267 :353-376, 1994.

[2] D.A. Lyn, S. Einav, W. Rodi, and J.H. Park. A laser-Dopplelocimetry study of ensemble-averaged
characteristics of the turbulent near wake of a square dghidournal of Fluid Mechanics304 :285-319,
1995.

3.1.2 VITAL project : numerical simulation of nozzle flows (E Blanc, G. Joubert,
G. Puigt)

In the framework of VITAL project (enVIronmenTALly FriengdlAero Engine), the Cerfacs jointly works
with Airbus France on the simulation of engine nozzles and¢a@mparison with experimental data. The
main goal is to choose the parameter values suitable todepeoas better as possible the experimental data
for both axi-symmetric two-dimensional and three dimenaia@ases. In particular, this work focuses on the
use of the third-order upwind Roe’s scheme with low speedgnditioning while the same computations
are done with JST scheme at Airbus.

i

FiG. 3.3 — VITAL project : view of one of the considered geometrer the simulations and partial view
of the mesh around a no-match join between blocks.
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Inflow data and considered geometries reproduce faithfilly experimental process. The considered
geometry consists in a nozzle, a nacelle, a pylon and a flegréed wing (Fig. 3.3). In order to decrease
as much as possible the number of mesh nodes without losmgay, no-match joins have been chosen
during the mesh construction process.

3.1.3 Airintake : Numerical Simulation of the Distortion generated by Crosswind

Inlet Flows (Y. Colin)

An issue related to the development of subsonic aircrafirengacelles is the design of efficient air intakes
which have to fulfill both geometrical constraints and ergiequirements. One of the engine requirements
is focused notably on the homogeneity of the flow in front & thn which is quantified by the distortion
levels of the total pressure in this plane as shown in Fig. Risplane on the ground with crosswind is a
critical case for the nacelle design. Subsonic or supetssgparations occur in the inlet, according to the
engine mass flowrate. The resulting heterogeneity of therhay account for the outbreak of aerodynamic
instabilities of the fan blades and, if the distortion iggekenough, the fan might stall.

FIG. 3.4 — Flow heterogeneity in the fan plane.

The goal of this study was to have a robust, accurate andesffitdol capable of simulating complex flows
around and inside a nacelle in a crosswind and to predictitertion levels. It was successfully achieved
with unsteady RANS simulations (even for a steady physisg)gulow speed preconditioning technique
and transition modelling.

3.1.4 Wake Vortex : active participation in the European prgect FAR-Wake
(L. Nybelen)

Cerfacs has developed a strong expertise on the topic of wakex dynamics, which is now widely
recognized in the scientific community. Numerous studiegmeen conducted investigating the stability
of different vortex systems, by means of Direct Numericah@iations (DNS) or Large-Eddy Simulations
(LES). These studies are both a mean of characterizing tke wlan aircraft in the near-field and a way
to determine the decay in the far-field, which is importanpredicting the behaviour of a large transport
aircraft wake. Cerfacs investigates wake vortex dynanfiosugh a collaboration with IMFT (Institute of
Fluid Mechanics of Toulouse) though a PhD Thesis. Cerfaastige in the framework of European program
called FAR-Wake (leading to fives Technical Reports). Dgitime period2006 — 2007, Cerfacs has been
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involved in studying the waves propagations and their sioltis (vortex bursting) along a single vortex, as
they contribute to the wake vortex decay in the far-field.

An appearance criterion of the vortex bursting phenomeraanbeen established as function of the waves
amplitudes. Moreover a second wake vortex dynamics hasééensively studied : the interaction between
a cold or a hot jet with a vortex in realistic flight condition& parametric study was conducted and
permitted to show the influence of the jet position and itensity. In cases of a short separation distance
with the vortex and a strong axial flux of the jet (take-off ppaoach phase), the interaction resulted to the
complete loss of vortex coherency. These results showeéthdanerging process of the co-rotating vortices
(generated at the wing tip and flap) in the extended near-fieight lead to a smaller vortex than the one
without the flow jet, as one vortex was destroyed by the ictéya with the jet flow.

FiG. 3.5 —Vortex bursting through the waves collisions (lefét/vortex interaction at cruise flight condition
(right).

3.2 Turbomachinery

3.2.1 Unsteady Simulation of an Axial Compressor Stage witliPassive Control
Strategies (N. Gourdain

Mainly two ways can be found in literature for the enhanceroéoompressor performances. Active control
like blowing or air injection are flexible but not easy to irepient in a modern gas turbine engine, since
cost and weight are increased by the control installatiaissRe methods are another solution to increase
compressor performances. Different designs of passivéadsthave been proposed like axisymmetric
grooves or non axisymmetric casing treatment. It is now welablished that passive treatments represent
a very promising way for industrials applications since thiegration cost is moderate with respect to
the benefits of the technology. Unfortunately, some studiss show that some compressors exhibit no
increase of the performance even with an optimization ofddEing treatment geometry. In this context,
the present work focuses on the investigation of the flow robr the tip region with passive control
methods. The studied configuration is a stage of an axial cesspr designed by Snecma for research
applications. Two kinds of passive methods are tested. Té$teofie consists of a casing treatment with non
axisymmetric slots and the second one is based on a longélgioove in the head of each rotor blade
(Fig. 3.6). The design of the first device is based on previeorks [1] whereas the longitudinal groove
approach has never been tested in literature. Numericailatimns of the flow are done thanks to thisA
software for the three cases (no control and with the tworcbdevices). The results show that two regions
are critical for the compressor stability when no contrgbésformed. Firstly, the development of a large
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flow blockage region near the rotor leading edge has a strestadilizing effect. Secondly, a separation
of the rotor suction side boundary layer is also observeceat stall conditions. The non axisymmetric
casing treatment configuration shows a good ability to abtitre tip leakage flow but failed to reduce the
boundary layer separation on the suction side. Howevenenease of the operability is observed but with
a penalty for the efficiency. The simulation with the secopgraach (longitudinal groove) pointed out that
the device is able to control partially all the critical flomsth no penalty for the efficiency. These results
are sum up on Fig. 3.7 that shows the blocked flow regions énduitor) for the three configurations.

[1] I. Wilke and H. P. Kau,A Numerical Investigation of the Flow Mechanisms in a Higle$3ure
Compressor Front Stage with Axial Slpds of Turbomachinery, Vol. 126, No 3, pp. 339-349, 2004

w

Groove

Rotor leading edge

FiG. 3.6 — Technologies studied to extend the operability ofdbmpressor : hon axisymmetric casing
treatment (left) and longitudinal groove (right).

FiG. 3.7 — Comparison of the time averaged axial flow field : smoah (left), casing treatment (middle)
and longitudinal groove (right).
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3.2.2 Casing Treatment Simulations for a Supersonic Axial ©Gmpressor
(M. Roumeas N. Gourdain)

Casing treatment with non axisymmetric slots are applied supersonic compressor developed by Snecma
(NEWAC project). The aim of this work is to investigate thelidpof such passive devices to control the tip
leakage flow and to improve the compressor efficiency. Thadystiperformed by the mean of steady and
unsteady 3D numerical simulations on a single rotor chawitalthe elsAsoftware. For this application a
special boundary condition has been developed by Cerfaimigdate this kind of configuration (unsteady
fully non matching point condition). Then a major work hagbelone to evaluate the mechanisms induced
by this passive control method and many configurations haes lbested. Numerical results indicate that
the non axisymmetric slots extend significantly the comgwestable operating range, and increase the
pressure ratio. Some configurations can also reduce tataésoin the compressor and thus increase the
efficiency. The main effect of casing treatments is basedertip leakage flow impact and the reduction
of the resulting vortex. Indeed, flow circulation in the slallows weakening the rolling-up of the tip
leakage flow. Hence, the induced blockage zone that leadsde slevelopment at high pressure and near
high efficiency operating points is strongly reduced. Thiatcbution can be highlighted by a comparison
between the axial velocity flow fields of the smooth wall casé the casing treatment case (Fig. 3.8).
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Fic. 3.8 — Non dimensional axial velocity, smooth wall configioa (left) and casing treatment
configuration (right).

3.2.3 Unsteady Simulation of a Full High Pressure Compresso(N. Gourdain,

M. Stoll)

Objectives in term of pollutant emissions and costs are respansible of new constraints for motorists.
An increase of the efficiency of the compression system allaweduction of the system weight and the
specific consumption, and thus can be used to achieve thaending goals. Today, the design of a new
generation of compressors is essentially based on nurhsitoalations. The main difficulty is that the
flow in a multistage compressor is 3D and highly unsteadyeéadbnly very costly approaches can be used
to simulate all the flow phenomena. In order to limit the siatigin cost, two restrictions are usually used
in the literature. The first one is that only a spatial periigliof the system is considered (i.e. a periodic
sector). It means that rotor/stator periodicities are ratectly reproduced and unsteady effects are not
well taken into account. The second restriction is that adsteapproach is often considered with a mixing
plane method at the rotor/stator interfaces. This techmigumainly used for industrial applications that
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need a very fast calculation. The main limitation of thesautations is that the blade load variation can
not be efficiently estimated. To overcome these limitati@msunsteady computation of the full geometry
is required. At the moment, only few authors have alreadfgpered such a simulation of a full multistage
compressor (Schluter [1]).

In this context, the objective of the current project is tongaute the flow in a full high pressure compressor.
The results will be used to validate available predictiondels and for further research. The simulated
test case is a transonic compressor with three stages anthlehguide vane. This machine designed
by Snecma for aerodynamic and thermal studies is reprdasentd a part of the CFM-56 high pressure
core. The total number of points for the whole compressobaia134 millions. The RANS equations are
solved with the structured multi-blocks flow solvelsA As a first step, an unsteady RANS approach is
used to perform simulations on a part of the geometry (a 28dFabs sector). No restriction is applied
for the rotor/stator interaction flow structures since aunalt periodicity can be found for the present
compressor. This calculation will be used as a referenceutaion for the full compressor. Thanks to
recent developments in tledsAcode, the unsteady simulation of the full geometry is nowrimgpess on
massively parallel plateforms (see Fig. 3.9) , like a Bluem&supercomputer (up to 2048 processors) and
a Bull supercomputer (up to 512 Itanium2 processors).

Fic. 3.9 — Whole simulation of the three stages compressoramtesteous Axial Velocity Flow Field
(black : low velocity, white : high velocity).

[1] J.Schluter, S.Apte, G.Kalitzin, E.Van der Weidegrge-scale integrated LES-RANS simulations of a
gas turbine EngineAnnual Research Briefs, Stanford University, 2005

172 Jan. 2006 — Dec. 2007



4  Software engineering

4.1 Massively parallel (M. Montagnag

Cerfacs has acquired a massively parallel processingmyst¢th an IBM BlueGene/L machine. The
elsA software has been successfully ported on this archite@nderesults on academic and industrial
configurations have shown a good scalability of the software
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FIG. 4.1 — Speedup on BlueGene/L with a full aircraft configumati

For example, Fig. 4.1 shows the performance measured oncakypdustrial configuration of civil aircraft
composed of 1037 blocks with 28 millions of mesh points. Nrioak options were the classical ones
including convergence acceleration techniques as a 3+#mviéigrid algorithm and a full implicit approach.
The turbulence model was the one-equation model of SpAlbmaras.

Cerfacs has also redesigned some parts of the code in ordectease data traffic over the communication
network. Two main points were developed. The firstidea wastegrate mean flow equations and turbulent
equations at the same time. On the previous Airbus configurahe gain can go up to 40 % depending
on the machine and the number of processors used. The satEmd/as to remove the exchange of some
variables between blocks, thus avoiding parallel commatioos.

Cerfacs has performed parallel performance evaluationgdmplex turbomachinery configurations on
different architectures (CRAY XD1, NEC SX-8, IBM BlueGen&nfortunately, the initial small number
of large blocks leads to a significant load balancing errbe Wise of the splitter and merger tools of gieA
software allowed to change the cases topologies and ogtithezload balance. This study demonstrated
the possibility of massive parallel computations for suudiistrial cases.
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4.2 Code performance (M. Montagna¢

Nowadays, most of parallel computers are composed of spataessor nodes. These architectures are
characterized by a hierarchy of memories, named cache niesnty optimize data access. To fully benefit
from the processor power, a software must be coded in a dpraimer so as to provide data at the right
time to the central processing unit. To this end, works hasenbdone in thelsA software in order to
reduce load and store operations. The first topic has coadéhe integration of mean flow and turbulent
equations at the same time so some variables can be usedasigausly and not sequentially anymore.
The second idea has been to remove the notion of fictitioasiigthe non coincident boundary condition.
Indeed, previously, blocks sharing a non coincident bovdere connected by means of an overlapping
grid. Data from blocks were transferred to this grid and flugethis interface were computed on this grid.
This required a lot of data copies back and forth. Thereftis, fictitious grid was removed and fluxes
are directly computed on block interfaces. Performanceldessn observed to be improved by 30 % on
the example of section 4.1 but this figure depends on numédastmrs as for example the number of non
coincident boundary used.

4.3 CFD environment (M. Montagnag G. Puigt)

Airbus France has defined a proprietary common softwareitagthre to perform parallel multi-physics
simulations. All external codes used, suchedsA must conform to data specifications imposed. In that
context, Cerfacs has made the extensively used non comtdbeindary condition compatible with the
Airbus data manager.

In addition, numerical experts often write multidisci@iy computation scenarii that obviously couple
third-party tools and legacy tools and dispatch them to esets. Therefore, a scenario can be seen as a
succession of calls of different modules. Most of scenadilide a module that represents an aerodynamic
calculations. For us, the module is te&sA software that performs many iterations until the solutien i
converged. There was an emerging need to only perform aesitaghtion of an aerodynamic calculation
in order to call another module between two successivetiters Therefore, Cerfacs has implemented an
alternativeelsAinterface to give access to the iteration loop in the pytheering file. This way, Airbus
experts can now simulate a few iterations of a flow around digoration and call afterwards a new python
module, for example a mesh deformation module, to modifa daat are shared by memory through the
data manager.
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1 Overview presentation

The main expertise of thé&lectromagnetic and acoustiteam concerns the numerical solution of
problems related to the scattering of time-harmonic etestrgnetic waves. The methods which have
been developed in the CESC code (CERFACS ElectromagnetsrarSCode) combine integral equations
and finite elements. Large size problems arising at highueeqy are now tractable, thanks to the Fast
Multipole Method. Appropriate Domain Decomposition teitjues have been also developed to increase
the efficiency of the algorithms in the presence of heteregan regions.

We present below two examples of computations for realigticstrial cases, which have been performed
to answer specific demands of our industrial partners (ictsedy here CNES and AIRBUS).

During the last two years, a part of our activity was devotethe solution of electromagnetic scattering
problems, when the nature of the scatterer is modeled by ssiiplg non uniform) impedance condition.
We have developed for this case new formulations, whos@paénces have been already verified on large
size problems. This has been partly supported by a PEA andwstime subject of a collaboration with
ONERA.

The CESC code can be used to provide synthetic data for walidanverse scattering algorithm. Our

contribution in this domain which is the object of a collahtion with the INRIA Project DEFI concerns

the Linear Sampling Method (LSM). Synthetic data have bd®ained and the LSM algorithm has been
efficiently implemented for various cases, including thfzim embedded scatter.

Finally, the Electromagnetic and acoustieam has initiated for two years a new activity, relative to
the numerical simulation in aeroacoustics. An originalténélement approach has been proposed and
implemented in 2D to simulate acoustic scattering in presarf an arbitrary mean flow.
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2 Integral equations for electromagnetism
scattering

2.1 New formulations for partially coated scatterers
F. Collino, F. Millot and S. Pernet

Using a boundary element method to solve electromagnetittestng by coated obstacles is not
straightforward. Indeed, the impedance boundary relaimadeling the presence of the coating) which
relates the electric and the magnetic currehgsdM is difficult to take into account numerically.

To treat this difficulty, there are several possibilitietieTsolution proposed by Bachelot, Gay and Lange
consists in writing an integral formulation which only enssithe impedance boundary relation when the
convergence is achieved (i.e. when the spatial step tem@gdazero). It will be referred to in the sequel as
the BGLF method. Unfortunately, this formulation degemesado an Electric Field Integral Equation (EFIE)
on the perfectly metallic parts of the boundary of the olstaand it is well-known that the convergence
rate of most of the iterative solvers is very slow for the EFIE

The first idea to solve this difficulty is to use an equatioe likso called Combined Field Integral Equation
(CFIE) (see section 2.1.1). The second idea is to construewatype of integral equations which are
inherently well-conditioned (see section 2.1.2).

2.1.1 A Combined Field Integral Equation

We have derived a Combined Field Integral Equation for aneidgmce boundary condition [3]. This
formulation can be written with two terms, one which is ditgdinked to the classical CFIE term when the
obstacle is perfectly conducting. r;.J and an additional unsual term which is relatethto A.;;c M. This
choice allows anyone who possesses a metallic CFIE solwapiement the impedant CFIE at lower cost.
For the numerical implementation :

— Two approaches have been proposed in order to treat dyrtieetadditional terrn x Ay, M.

— After discretization, the final system is solved with amatere solver coupled with a FMM algorithm.

— The construction of a SPAI preconditioner for this formida has also been proposed.

The numerical results obtained with this new formulatiom agry close to those obtained with BGLF (see
figure 2.1). Moreover, when the impedance value is small dalske, our algorithm converges faster and a
CPU time gain is observed. In particular, we have shown thatmethod allows us to treat efficiently the
partially coated objects.

For example, we consider a cylinder of hei@60m and radiusl20m. The mesh is composed 847324
triangles that corresponds 520986 degrees of freedom for the electric current (the number aftggper
wavelength is about0).

We have considered two configurations. The first one cormedpto a constant impedance while, in the
second one, we have divided the cylinder in three sectiotis thiiee distinct values of the impedance. In
particular, one of the sections is assumed to be perfectigecting. Note that the number of iterations
does not depend very much on the value of the impedance. Ocotiteary, BGLF is very sensitive to
the variations of impedance and particularly when there peidiectly conducting part on the surface of
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the obstacle. Moreover, an important gain in CPU time (egldab a significant decrease of the number of
iterations) is obtained with our formulation.
Figure 2.1 shows the Radar Cross Sections for the two coutligms : all curves are very close.
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FiG. 2.1 — RCS of the cylinder when the cylinder : constant (up) @arying (down) impedance value (-. :
BGLF, —: ICFIEL)

2.1.2 Aninherently well-conditioned integral equation

Note that even if the Fast Multipole Method (FMM) allows tedt complex situations possessing several
millions of degrees of freedom, the use of a preconditiog@rimordial in order to reduce the cost of these
techniques. Indeed, even the CFIE method becomes ill-tiondd and leads to a linear system whose the
condition number deteriorates when the frequency incseasd the mesh is very fine in comparison to
the wavelength. An alternative to the use of the classigelahic preconditioners is the construction of
Fredholm integral equations of second kind which decomposier the form “Identity + C” where C is a
compact operator. In recent years, it turned out that onealséessto construct such integrals in a more or
less systematic way in the context of the perfectly condigabbjects ([1], [2], [4]). In particular, they have
shown that the convergence rate is wavenumbga(d mesh-sizeh independent. All these inherently
well-conditioned integral equations are based on the aateqgonstruction of an approximatian of the
so-called admittance operat®r of the scatterer defined by : M — J. What particularizes these
equation is the way used to deri¥e There are essentially two ways : the first one is based thee@a
projector ([1], [2]) and the second used a micro-local agpration of Y [4].

We have recently extended these results to impedance pnetls. In particular, we have proposed a
Fredholm integral equation of second kind to iterativelfveathe scattering problems with a variable
impedance boundary condition. This equation is based oncaorvcal approximation of a particular

operator O. In a first step, we have proved that the new integrzation is well-posed by using the pseudo
differential calculi. Next, we have proposed a way to corepuimerically the action of O on a tangential
vector field. The technique is based on a Pade approximamtdisdrete Helmholtz decomposition. Finally,
we have used the FMM to compute the matrix-vector produatsieg from the classical integral operators.
The numerical experiments have confirmed the robustnesthargtability of the method. In particular, it is

less costly than the Combined Field Integral Equation dlesdrin the previous section. Let us point out that
it exists few numerical experiments using this kind of teges because they are difficult to implement.
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Figure 2.2 shows the Radar Cross Sections for the almond eiseirves are very close. So, this study also
allowed to prove that these techniques can be attractiveab industrial problems and that it is interesting
to continue their developments.
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FIG. 2.2 — Geometry of the almond and its RCS

[1] F. Alouges, S. Borel, and D. Levadoux, (2007), A Stablellweonditioned integral equation for
electromagnetism scatteringCAM, 204

[2] F. Andriulli and E. Michielssen, (2007), Regularizedr@ioined Field Integral Equation for Scattering From
the 2D-perfect electrically Conducting objediSEE Transaction on antennas and propagation

[3] F. Collino, F. Millot, and S. Pernet, (2008), Boundantdgral Methods for Iterative Solution of Scattering
Problems with Variable Impedance Surface ConditProgress In Electromagnetics ReseareiER 80.

[4] M. Darbas, (2006), Generalized CFIE for the lIterativeluion of 3-D Maxwell EquationsApplied
Mathematics Lettersd9.

[5] S. Pernet, A well-conditioned integral equation for#tve solution of scattering problems with a variable
Leontovitch boundary conditiorsubmitted

2.2 Solving Real Life Scattering Problems

F. Collino and M'B. Fares

2.2.1 Computation of the far field pattern of a micro-satellie

In the framework of a grant witlitNES, we developed some new functionalities in tBESC_FMMcode :
mesh with wires structures, multi delta-gap sources, .. &f§e optimized the code in order to be able
to treat100000 unknowns problems on a simple laptop (optimization of $RAl preconditionner). All
this work was done to make possible the treatment of a miatellge of theMyriad class with two spiral
antennas fed by delta-gaps2ab32 GigaHertz. Such an example requires a quite powerfull nmechihen

a direct solver is used : the run, performed on one hundredgssmrs and twenty-five nodes of thBM
machineEGEE, requires nearly two hundred GigaBytes and two hour@Rifl times (timesl00, when the
numbers of processors is taken into account). TEEC_FMMcode was run on a simple stati®ent i um
2.8 GH with two Gigabytes; it took thirty-one hours to perfoone hundred iterations of flexibl@VRES
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and achieve 8.00025 residual. The comparison of the far fields obtained by thertvethods are in good
agrement.

FiG. 2.3 — Comparison of the right polarization of the far fieldtpen at2.0332 GigaHertz. Solution of the
directLU code is in black lines, solution obtained witESC- FMMafter 100 iterates and 31 CPU times in
red lines.

2.2.2 Scattering by the A380 stabilizer nearly an InstrumehLanding System

The Instrument Landing System (ILS) is an instrument apgiiaa/stem which provides precise guidance
to an aircraft approaching a runway.

The objective of the study is to compare the diffraction catagions for the A380 stabilizer nearly the
ILS which are obtained by three methgds Integral equation method (El) is the reference met{®)dhe
Physical Optics (PO(3) the uniform theory of diffraction (UTD) for frequencies 146d 330 Mhz.
Computations are performed for several incidence and ghten angles. First on a simplified model which
replaces the stabilizer by a thin plate. Then on the exact @k@he stabilizer.

The aims is to test if the results with PO and UTD remain vatidiee simplified model. If this is the case,
one could avoid the use of the direct method EIl which is tinegtraemory expensive.

In applications, such computations are used to estimatgéirbation that would be caused by the
stabilizer in the neighborhood of ILS.

Here are some of the conclusions of the study :

(1) The simplified model is not suited to get accurate redutasymptotic methods.

(2) However, the 2 asymptotic methods give similar resudtdtie 110 Mhz frequency and a satisfactory
accuracy for the non grazing incidence angles.

(3) Forthe 330 Mhz frequency, UTD gives better results th@rfé the grazing incidence angles.

(4) To get enough accuracy for all angles ( 0 or not), the usanoéxact method with an accurate CAO
model is recommanded.

This work has been conducted in cooperation with the team.o8@iny, ENAC (Ecole National de

I’Aviation Civile) and was supported b&i r bus | ndustri e.
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3 Domain decomposition for acoustic
scattering

A. Bendali and M'B. Fares

3.1 The motivation

The problem, addressed in this part, concerns the numeacaputation of a radiated or a scattered time-
harmonic acoustic field in the presence of a rigid obstaalemsunded by a finite region inhomogeneoulsy
filled with penetrable materials. A second characteristithe problem is that it deals with relatively high-
frequency configurations, and thus it becomes necessaegtutrto High Performance Computing (HPC),
that is, computing on massively parallel platforms, to bke &b perform the actual computations.

Such an important problem for the applications has givea tisseveral works. The main issue herein,
arguably, is to find a suitable way to efficiently treat the omibded region beyond the finite element
mesh. Two classes of such treatments have been developddtansively used. The first class can be
called “approximate methods” in the sense that, an inhen@at remains present even without any error of
discretization. The main advantage of these methods liiseifiact that they lead to a linear system with
a purely sparse matrix. However, these methods have a miapahdhntage. It is not possible in general to
control the accuracy of the solution they deliver in the dfat.the second class of methods, the only errors
are coming from the discretization. They are hence calle@¢emethods” and are generally based on a
coupling of Finite Element Method (FEM) with a Boundary Elem Method (BEM) like this is done in
the works reported here. A major disadvantage of these rdethi the context of HPC, is that they lead
to a matrix which is partly dense, due to the part of the digceguations related to the FEM, and partly
sparse, for the ones concerning the discretization by a BHEbte precisely the general linear system
solvers in HPC are tailored for either one of these two tydasatrices. Neither a suitable method nor a
HPC code specially adapted to deal with a matrix partly denskpartly sparse seem to exist. To overcome
this difficulty, a quite obvious approach is to use a Domaicd@eposition Method (DDM) to uncouple the
part of the equations related to the BEM from that concertiiggdiscretization by the FEM by means of
an iterative procedure. However, the most natural procsiwhich consist of transmitting either Dirichlet
or Neumann data from one domain to the other, do not work infitm@ework of problems with weak
coerciveness properties like those related to waves pedjmag The correct way to deal with this kind of
problems was introduced by Després [11] (see also [10] fmtailed description and some improvements).
In a first work, we followed this way to proceed since, at legisthe level of the continuous problem,
that is, without considering any discretization error, twvergence of the algorithm can be established
theoretically [11, 10, 8]. However, we depart from this poas work in two fundamental directions :

1. only standard BEM are used instead of those doubling tkeawns based on another principle than
the utilization of the usual Green kernel [9, 6],

2. the procedure we develop is a FETI-like method in the sdredehe DDM can be interpreted exactly
as an efficient iterative process to solve the coupling offaks! and the BEM formulation.

186 Jan. 2006 — Dec. 2007



ELECTROMAGNETISM AND ACOUSTICS TEAM

3.2 The method under investigation

We first give the statement of a model problem incorporativgrhain features of the class of scattering
problems which can be solved through the procedures that haen developed. It is a boundary-value
problem of transmission type. Particularly, in order tardstuce the DDM on which is based the solving
procedure, we point out how the transmission problem cantdtedsas a system of two boundary-value
problems, one, with variable coefficients, posed on a bodittenain, and the other posed in terms of
the Helmholtz equation endowed with a radiation conditibm#inity, coupled by appropriate boundary

conditions at their common interface.

The acoustic scattering problem can be written as the fatigwystem

Aug + k*up = 01in QF, V- xVui + k2n?xiu; = 01in Qy, u1ls = ugls,
Rad. Condition. xVui-n; =00onT, xVui - np|s 4 Onyuols = 0.
(3.1)

wherey andn are varying functions characterizing the acoustic prapedf the non homogeneous medium
filling the part of the obstacl®, (cf. FIG. 3.1).

:’1

------

FiG. 3.1 — The rigid obstacle and its surrounding layer

One issue in the construction of a coupling of a FEM with a BEMa discretize the equation in; by
using a FEM. Limiting oneself to a nodal FEM, a first step istivaduce the auxiliary unknown

P = Onyuols = —xVuy - myx (3.2)

The discretization of the equation §2§° is based on an integral representationugf{see [EMA3] which
includes the description of the full procedure). We are tleelrto solve the following linear system

[Aq,] [Mz] ] [ (1] ] _ [ 0 ] (3.3)
c] 19 [p] /]

It is the combination of sparse blockdq, | and[Msx], related to the FEM, with dense blocks] and[S],
associated to the BEM, that prevents from dealing with sggt3) by means of usual HPC solvers.

The description of the domain decomposition approach tocmwee this difficulty can be given through the
following iterative procedure :
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FIG. 3.2 — Exact cross-section and those obtained during treditas

— do an LU decomposition Cﬁ‘[Acz]] + ﬁ@) and([C] + 3[S])

- setg1]” := 0, [go]” =0,
— iterate until convergence for = 0,1,2,...
solve a sparse linear system by a forward and a backwarditstios :

e~

(140] + BV ) fua) ™ = [0 g2] ™, (34)
— solve a dense system in the same way :
(1C)+ BLS)) [uo] ™ = [S][g0] ™ + 1, (3.5)
— transmit data t6)5° :
lg0) Y o= — 2] + 28 [u) 5V,
— transmit data t6; :
0] = — [g0] ™ + 28 [uo] Y.

— end of loop

The convergence properties of the iterative process canidmifisantly improved by using a Krylov
method instead of the above simple successive approxinsgimcedure (see [EMA3] where the effective
implementation on HPC platforms is also described).

The results depicted in18. 3.2 validate the iterative procedure and show that only téafions are
sufficient to obtain the scattering cross section.

For large-scale problems, solving sparse system (3.4) laynraga direct method may become impracticable
due to the blowing up in fill-ins. It is then necessary to résora DDM at the level of the sparse system
also. But application of a DDM to a sparse systems relatechtadal FEM has faced a blocking difficulty :
the way to deal with cross-points, that is, nodes shared bye rian two sub-domains. In [EMA2], we
have introduced a way to proceed with such a difficulty ands@dathe stability and the convergence of
the related algorithms in a very large theoretical framéwéinally, we have shown in a paper [7] which
was very recently published that using one iteration of &hjgrithm instead of completely solving sparse
problem (3.4) yields an efficient method converging in albhtbe same number of iterations than the initial
procedure.

Finally, let us mention a paper [EMA1] published by the teahicl provides several techniques borrowed
from this circle of methods to efficiently solve the scattgrof an electromagnetic wave by a deep cavity
inside a large perfectly conducting structure.

[6] N. Bartoli and F. Collino, (2000), Integral equationsaviSaddle Point Problems for Acoustic Problems,
Mathematical Modelling and Numerical Analyssl, 1023—-1049.
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[7] Y. Boubendir, A. Bendali, and M. Fares, (2008), Couplofg non-overlapping domain decomposition method for
a nodal Finite Element Method with a Boundary Element Methaigrnational Journal for Numerical Methods in
Engineeringaccepté pour publicatio3(11) 1624-1650.

[8] Y. Boubendir, (2002),Techniques de décomposition de domaine et méthodealiéns intégralesPhD thesis,
CERFACS-INSA-MIP.

[9] F. Collino and B. Després, (2003), Integral equatiois saddle point problems for time-harmonic Maxwell’s
equationsJournal of Computational and Applied Mathemafit50, 157-192.

[10] F. Collino, S. Ghanemi, and P. Joly, (2000), Domain Deposition Method for Harmonic Wave Propagation : a
General Presentatio@omputer methods in applied mechanics and enginegtidd) 171-211.

[11] B. Després, (1991), Domain decomposition method &edHelmholtz problem.Mathematical and numerical
aspects of wave propagation phenometv&-52.
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4  Electromagnetic imaging by the Linear
Sampling Method

F. Collino and M'B. Fares

4.1 Description

The research topic is related to wave imaging techniqueihndim at reconstructing various features of
a scatterer (localization, shape, nature) from multiistdata (resulting from wave emission and records
at several locations). Among inversion methods that undatwignificant progress in recent years, the so-
called sampling methods have become popular since theyderguick and simple inversion algorithms
that are not iterative and do not rely on any linearizatiosuagption (Kirchhoff, Born). Contrary to usual
optimization techniques, they do not involve any solutibthe direct scattering problem but they amount
to solve, for each sampling point, a small ill-posed linegstem. Moreover, no a priori knowledge on
the physical nature of the imaged inclusion is required. fits¢ non academic works about validation of
the LSM method were realized at CERFACS on electromagngiisinlems. They were published in the
journal Inverse Problems [12]. They are at the origin of thevey paper on LSM [13].

4.2 Development

To validate the LSM method, one needs synthetic data carnelpg to the values of the scattering field
by the object to be reconstructed. The CESC code (parallig ¢or solving Maxwell equations by the
Boundary Integral method) which was developed at CERFACSuwsad to generate these data.

Two variants of LSM have been validated :

LSM in far field : the object is illuminated by plane waves a sphere (or part of a sphere) around the
object.

LSM in near field (also called RG-LSM, reciprocity gap M$ [EMAS5]. In this case one computes the
reponse of the object to dipole excitations :

(a) infree space, on a surface (closed or not) around thebbje
(b) in atwo-layer space : on a surface situated at the irdeffetween the two media.
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The inversion principle is the same for each method :

. Build the matrixZ’ of LSM via synthetic data.

. Compute a Singular Values Decompositiorfof

3. For eachr in a box containing the object, invert the system of mafrfixand compute the norm of the
solution g(z) which serves as step function for the object support. (Lepaist out that the system of
matrix I is ill-posed and Tikhonov regularization has to be used).

An efficient parallelization has been developed for thigision algorithm.

N -

Finally the main steps of the software design and developarersummarized below :

(1) adaptation of the CESC code to generate the entriesédr$M code into the appropriate format.

(2) enrichment of the CESC code to compute the Green funébioa two layer space. Such a computation is
very expensive (Sommerfeld integrals). An optimizatiod arparallelization were required to achieve the
goal. The classical LSM in a two layer space relies on thismatation. This was one of the reason which
motivated the use of the RG-LSM which is free from this expensomputation.

(3) optimization and parallelization of the LSM code.

The LSM method has been successfully applied to reconstngovr several dielectric objects with different

dielectric constants, see Figures 4.1 and 4.2. The nunhesiperiments have demonstrated the ability of

LSM to recover the geometry of the scatterers with ratherdgaccuracy in various situations. However,

further investigations are needed to control the qualitshefreconstruction. This will be the topic of further

studies.

[12] F. Collino, M. Fares, and H. Haddar, (2003), Numeriaad @nalytical studies of the linear sampling method in
electromagnetic inverse scattering problemserse Problemsl9, 1279-1298.

[13] D. Colton, H. Haddar, and M. Piana, (2003), The lineangling method in inverse electromagnetic scattering
theory,Inverse Problems (Special section on imagijri@ S105-S137.
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FiG. 4.1 — Exact geometry of the dielectric object embedded inbstsate. The receptors are located in the
air on the green plane.

FIG. 4.2 — RG-LSM reconstructed geometry with an addiZdrandom noise. The wavelength in the air is
A = 1. Left : 3D representation. Right : horizontal cross section
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5 Finite element simulation of acoustic
scattering in a subsonic flow

A.-S. Bonnet-Ben Dhia, F. Millot and S. Pernet

5.1 The motivation

The reduction of noise in aeronautics and car industry igeuly driving an intensive research in
aeroacoustics. In particular, numerical tools of simolatare developed, which should provide a better
understanding of the complex phenomena resulting fronmteeaction between acoustics and flow. Beside
the simulation of noise generation by turbulent flows whiets lbeen significantly improved in the past
few years - in particular with the progress of the Direct Nuizel Simulation-, the seemingly simpler
problem (linear equations) of acoustic propagation in akmaean flow has been less investigated. Let
us emphasize that although the propagation of sound in #&epce of a flow has some analogies with
(acoustic or electromagnetic) wave propagation in a hgemeous medium (a simplified model leads
to considering that the presence of the flow changes the kmegd of the wave), it is a significantly
more difficult problem because it couples acoustic and hygitamic phenomena (convection of vortices,
instabilities).

We are interested in the numerical simulation of acoustidtedng in presence of a subsonic flow, in the
frequency regime that has been much less investigatedhlearansient regime. Up to our knowledge, only
the potential case (when the flow and the source are irroi@avhich leads to a Helmholtz like scalar
equation has been completely handled. Our objective, illzotation with POEMS (UMR 2706 CNRS-
INRIA-ENSTA), is the design of a general finite element mekhable to solve the time harmonic problem
in the realistic cases that arise in industry. Such a toollavbe very useful for the engineer by providing
him intrinsic quantitative data (radiation pattern, remoce frequencies...) helpful for the optimum design
of the industrial setup.

5.2 An original approach based on the equation of Galbrun

Acoustic propagation in an arbitrary subsonic flow is getygraodelized by the Linearized Euler Equations
whose unknowns are the perturbations of velogitgnd pressure. An alternative is the less well known
equation of Galbrun. Galbrun’s equation corresponds to eedhiEuler-Lagrange representation : the
unknown is the perturbation of Lagrangian displacemeand it is expressed as a function of the Eulerian
variables (the position and the time). Classical Eulerian quantities @ndp) can be easily recovered a
posteriori by simple expressions which relate Eulerianlasgrangian perturbations.

A main advantage of Galbrun’s equation comes precisely tlismunusual unknown : indeed, most of the
boundary conditions involved in the applications (impestawall, fluid-structure coupling, transmission
through shear layers etc...) express some continuity opénaurbation of the normal displacement; such
conditions are therefore very easy to handle in Galbrurésngwork while the counterpart is almost
impossible with Euler equations.
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The main point, which led several teams to give up Galbrugisagion, is that a direct discretization by
Lagrange Finite Elements does not work, due to a lack of dwaEmess. A solution consists in writing an
augmented equation by adding to the original equation a tehich does not change the value of the
solution (the additional term vanishes for the solution] aich restores coerciveness. This termis related
to hydrodynamic phenomena : it requires the evaluation efdhrl of the solutiony = curl u (called

for convenience/orticity in the following). This approach has been validated by BoiiBen Dhia et al.
[EMA4, EMAZ20] in the case of a parallel shear flow.

5.3 The results

5.3.1 Derivation of a Low Mach model

Our contribution concerns the extension of the method to rmaparallel flow. We have first derived the
so-called hydrodynamic equation, which relatesndu. Solving the coupled problem (the augmented
Galbrun’s equation + the hydrodynamic equation) for the tanablesy andu would be very expensive.
Moreover, the hydrodynamic equation degenerates whendevfinishes. We have proposed a simplified
approach based on a low Mach approximation of the hydrodymeaquation, which provides a differential
expression off as a function ofx. This way, the unknowrp can be eliminated and the final problem for

is proved to be of Fredholm type for slow variations of the flow

5.3.2 Numerical validation

The method has been validated in the two-dimensional caae mfcompressible potential flow around an
obstacle. The flow is supposed to be uniform far from the astof MachM,.). For such flows, we
can use an exact potential model for comparison. Both mdttedspotential equation and the augmented
Galbrun’s equation) are solved by using Lagrange finite el@sand Perfectly Matched Layers (located in
the area where the flow is uniform). We have considered twdigorations :

— First we have considered a flow around a cylinder, pertutiyedn incident plane wave. In this case
we have used the analytical expression of the flow. Fig. 50lvsithe Mach field of the mean flow for
M., = 0.1 (its maximum is located near the circle). Fig. 5.2 shows #wmult obtained with Galbrun’s
approach £-component of the perturbation of the Euler speed) and tfierdihce of the same quantity
obtained with both approaches. There is a very good agreentendifference can be detected only in a
small area where the velocity takes its largest values.

0,028

000375

FiG. 5.1 — Incompressible potential flow around a cylinder
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FiG. 5.2 — Euler horizontal velocity : Galbrun’s approach (lefihd difference with the potential approach
(right)

— Then we have considered a flow around a 2D model of aircragllemand an acoustic source located
inside the nacelle (see fig. 5.3). The flow is computed nurallyiwia the finite elements solution of a
Laplace problem. Again, we have compared the two methodobsérved a good agreement between
them. Simulations foM, = 0.1 and M, = 0.2 clearly show the effect of the flow on the directivity of
the sound. Fig. 5.4 shows the far-field patterns obtaineau ttee Galbrun solution and compared to the

one corresponding to the no-flow experiment.

FiG. 5.3 — Euler horizontal velocity obtained with Galbrun'papach :M., = 0.1 (left) and M, = 0.2
(right)

FiG. 5.4 — Far-field patternd/, = 0 (-), Moo = 0.1 (0) andM, = 0.2 (+)
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1 Introduction

Pierre-Henri Cros

N’S? Group is aiming at making use of CERFACS results and/or céemzées to explore new application
domains.

Currently, two activities are hosted.

The first one is managed by the project Heating, Ventilatimgy Air Conditioning flow modelling (HVAC)
and is leaded by Gabriel Jonville. This activity is more otedl in CFD results and competencies
exploitation to model and simulate airflows inside or arobnddings and to supply support to traditional
design and experimental methods for the management of ebodinditions. This activity is fully granted
by consultancy contracts.

The second one is managed by the project development ofi@editive Solution and is leaded by Sébastien
Milhac. This activity is more oriented in applied Informai Technology R&D to set up prototypes of a
platform proposing a large set of tools for distant colladimm in Computer Assisted Engineering (CAE)
by using workstation. The objective is to deliver a protayjeing completed and qualified through tests
and demonstrations (level 8 of the Technology Readinesslltelle) and to hold support to Airbus Cimpa
and EADS ITS in its proof through successful (reliable andmaéned) operation in services. This activity
is mainly granted by European contracts.
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2 Heating, Ventilation and Air
Conditioning Flow Modelling

G. Jonville, E. Maglaras, consultants T. Scldnfeld, C. Garrigue

Air quality and thermal comfort are determining factors @gtimal indoor conditions to enhance human
comfort while optimizing energetic and economic resources

The group has carried out thermo-airflow simulations forioas applications using predictive

computational fluid dynamics software to analyze and diagriteating, ventilating and air conditioning
systems.

2.1 Thermo-airflow simulations of aircraft painting hall ventilation

In the frame of the second phase of the Paintsim project @ivity Report 2004-2005 for the first phase),
numerical airflow simulations of the ventilation in airarafiinting hall have been performed during years
2006 and 2007.

The overall objective of this project was to obtain numdrioals for the design and the optimization of
ventilation systems in aircraft painting halls. These somkre identified and implemented during the first
phase of the project.

The second phase of this project aimed at validating the rioadesimulation process and the numerical
results, with a finer model implementation for geometricad @hysical parameters.

Numerical validation on test cases has been realized to&esthe mesh refinement level necessary for the
blowing vents simulation and to identify the most suited sibgtl models for density and turbulence. Further,
the geometric representations of the blowing vents andskecated boundary condition types have been
studied. Steady and unsteady formulations have been ustdfimodelling of the Navier-Stokes equations.
The computations have been performed on a quadri-processgputer of 16Gb main memory capacity.
The run times range between 12 and 72 CPU hours for one cotigngbcase depending on simulation
parameters such as mesh resolution, turbulence modelmnaheonditions.

The simulation process was applied to a painting hall wittesa operation cases of the ventilation system.
Numerical simulation results showed good correlationfwibth observations and on-site measurements.
They allowed studying the ventilating airflow and the trégeies of pollutants (Fig. 2.1).

Several tools for quantifying the simulation results hagerbdeveloped. In particular, they allow computing
the direct extraction rate of the flow path lines, the angd&riation of the flow in relation to the blowing
direction and the extraction efficiency of a weighted péeticcloud. These tools permit to analyze the
indoor airflow for a given configuration and to quantify thé@éncy of ventilation, especially for pollutant
extraction.

The second phase of this project brought confidence in nealeirflow simulation for painting hall and
proved that simulation results are useful and pertinent.

As a consequence, the simulation process is now used tondesig painting hall and will be used to
optimize existing halls.
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FIG. 2.1 — Patrticles tracking in the ventilating flow during thengvpainting phase.

2.2 Airflow simulations of a blowing plenum in a computer room

For the construction of a new computer data center, a nualeiimulation study has been realized to help
the design of the blowing plenum beneath the floor of the casrpaom.

Simulation of data center cooling has become a useful meatisd design and management of data centers.
The aim of this study was to verify the adequate sizing of fleaym and its ventilation system in order to
optimize the airflow.

Geometrical modelling of the plenum considered severaitipos of the blowing armoire, the paddle form
and several heights of the plenum. At the ground level of thoe, two types of perforated slab have been
modelled with several ground distributions. The volumehaf plenum has been meshed with a hexahedral
structured mesh of 1.1 million cells.

A velocity enforced boundary condition has been appliedéapm inlet surfaces upstream the paddles. For
the plenum outlet zones, the air flows through the perforslaks with specified permeability and pressure
loss factor.

Mass flow along one slab aisle
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FiG. 2.2 — Mass flow profiles through the perforated slab for d#ifeé plenum configurations.
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Airflow computational fluid dynamics simulations have beenfprmed solving the steady Navier-Stokes
equations. The numerical results allowed identifying th&roum plenum height and the best position of
the blowing armoires to obtain homogeneous mass flow rabeigirthe perforated slabs (Fig. 2.2, case IlI).
This optimization improved the efficiency of ventilationdatihe use of air conditioning resources.

2.3 Air conditioning simulation of an office with a double-skn front

In the frame of an office building project with a double-skiorft subjected to solar radiation, numerical

simulation studies have been realized to design the airitonthg system.

Buildings with a transparent double-skin front in the nasffEurope are common but in the south this is

not the case and the behavior of the front is not well-known.

This type of building is composed of a front with internal aexternal glasses separated by a canal of

20 to 80 cm thickness. This canal is ventilated with solartgmtion between both glasses. This allows

controlling overheating inside the office due to solar ridia An important number of parameters influence

the thermo-aeraulic behavior of the double-skin front :

— the weather conditions, the front orientation and geoyrgigfine the received global solar radiation,

— the type of solar protection and its position influence tioal behavior and the transmitted solar radiation
into the office,

— the ventilation strategy and the mass flow rate in the cartabavards the heat transfer coefficients.

The geometry of a single person office has been modeled camgaa person, a desk, a chair, a computer,

some lights, a cooled ceiling, an air inlet vent, the intégiass, a blind, an air outlet vent and the external

glass. An unstructured tetrahedral mesh of 3.6 million ditdeas been generated.

In order to examine the impact of these parameters seveamgbatational fluid dynamics simulations have

been realized coupled with a radiation model. The tempezdkig. 2.3) and the velocity obtained at each

point inside the office allowed specifying the blown air tesrgiure, the cooled ceiling temperature, the

internal glass characteristics and the blind solar charistics.

FIG. 2.3 — Temperature field in a vertical plane inside the office.
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2.4 Wind simulation on a future district

In the frame of a new public district construction developtpevind simulations around the urban
environment have been performed. For the considered kigewind rose from Meteo-France indicates
that two wind directions are dominant and thus potentiatigamfortable for both people but also for the
commercial fitting out.

The objective of this study was to show the impact of domirveintds near the ground according to the
shape and the establishment of buildings, the type andzke$ihe vegetation.

The geometry of the district has been built from Autocad diéga. Buildings, roads, parks and pedestrian
ways have been modeled. A volume mesh with 8 million tetreddezklls has been generated around the
district, on a ground surface of 100 ha.

The ground was divided into several zones and the boundagitions applied on ground used a roughness
coefficient depending on the class for each zone. Two winettons have been considered, one blowing
from west and one from south-east direction, with a wind dp&fe22 km/h corresponding to the more
frequent mean velocity.

Computational fluid dynamics simulations allowed chandziteg those zones that are exposed to the wind
and those zones that are protected from wind (Fig. 2.4). &\thi¢ district development project is globally
well designed regarding wind concern some spots were iiigthths wind corridors. To treat these places
several development propositions have been formulatedutmmary, these numerical results helped the
urbanism department to conceive and verify the correctldeweent of this district.

FIG. 2.4 — Path lines at the entrance of the square for westent. win
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3 Development of collaborative working
solutions

S. Milhac, F. Oliveira, S. Kufer, consultant D. Vincent

3.1 Introduction

The first version of the N'Ssolution is a Computer Supported Collaborative Working tiesigned to ease
the co-operation between remote partners in the contextmimnical simulation projects.

Being a hardware/software package, it is allowing creaingrtual meeting room with distant partners
where users can co-visualize and co-manipulate office deatiand 3D data.

Relying on Linux and Windows for the collaborative functadities, on three screens to have an intuitive
GUI and on ISDN lines to secure the exchanges of informatiosyersion of the N’$ solution is requiring
the users to move to a dedicated place.

Fic. 3.1 — N'S solution, first version.

This N'S? solution is still installed at Turbomeca to follow remotelyd collaboratively the results of CFD
numerical simulations realized by L. Gicquel's project (Tteam).

The definition and the design of the new version rely on Turbcareturns of experience and on Kit8am
involvementin the VIVACE European project which was intamgto achieve in the context of the Extended
Enterprise a cost reduction of the aircraft design and apraknt phases combined with a reduction in the
lead time.

In both cases it has been highlighted the need for accessingany workstation a web based collaborative
workspace offering at least the same possibilities as theNiS® solution version.

Thanks to the progress of the security on Internet and wéintdogy, N'S' team has worked on the N*S
solution to propose it as a secure collaborative workspacessible from the user’s workstation :
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Fic. 3.2 — N'S solution, collaborative workspace.

3.2 Work achieved

3.2.1 Project management

To develop this new version of the N*Solution, the team leaded by Sébastien Milhac, who is imgehaf

the project management and java developments, and Sven, i@ is in charge of NS3D developments,

has been reinforced in 2007 by the arrival of Fabrice Olagirweb developer.

A close cooperation has been set up with AIRBUS-CIMPA to stdalize and to deploy this new version

of the N'S? solution and with EADS-ITS to welcome the web server in a szemvironment.

The project management of these three partners team is lbasdte CMMI approach which provides

guidance for quality processes.

In this context, different tools are used to manage the ptoje

— Progress document : to identify, evaluate and follow eash with his responsible.

— Planning : to know the delivery of each component.

— Reporting document : to communicate on the advancememegirbject and follow the risks or problems
identified.

CERFACS ACTIVITY REPORT 207
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3.2.2 Architecture

The main improvement was to develop a web version of the festion of the N’S solution which main
results was to make specific hardware no more requested aeglaxe the ISDN lines with a VPN SSL
built on the company network and able to cross the firewallse@ure way.

N~ i
A

Initerred

R )j \

Fic. 3.3 = N'S solution, architecture.

= M 2R | e /(

To achieve the N'Ssolution web version, the following tasks have been unéterta
— Install and configure an Apache server, a Tomcat server &gSQL Database
— Develop and set up the portal in html, php and javascript,

— Install a VPN SSL equipment to secure the access to therserve

3.2.3 Collaborative and management functionalities

Once the portal of the application developed, the next steg v develop a web version of the

functionalities presented by the first version of the N&®lution :

— Audio/ video was redeveloped with the red5 technology.

— Whiteboard, chat and application sharing with remote rmdmtere redeveloped in java using the JSDT
API.

— NS3D, the 3D data synchronized viewer, was redevelopea/anysing the java web start technology.

Then another main improvement was made by developing newtifuralities around the meeting

management :

— File Sharing : gives the possibility to the users to excleatteta through the server.

— Notes : gives the possibility to take some notes during teeting.

— Snapshot manager : allows users to create, comment, stbre@ase screen captures.

— Data manager : users can link data with a meeting and ligtahtecipants to the meeting who have access
to it.

— Appendices manager : each one can link appendices (pdatdgto the meeting allowing a quick access
during the meeting.

— Contacts and participants manager : allows users to mathagecontacts, list and invite easily the
participants.
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— Meeting and archived meeting manager. An added value vijotesented in the next chapter.
Each functionality was linked to the portal in order to handratuitive GUI.

| weeting | Data | whiteboars | application Sharing | msap || snapshot
Helo Sebastien Milac - Cerfacs | DM review 02 Broject 03 - Duit Mesting
S _ ATTENDIES S 1 Presentation of the last results
 Fabrice Oliveira | | Status | Name | First name Gt | Actions
2. Milhac |Sebastien | Cerfacs
Stop webcam - e
& Oliveira |Fabrice | Cerfacs =R
e £ Vincent David [civea =%
Discussion CONTACTS. |
e - el
Fabrice Oliveira { private ) - Mame || Ffest nnme | Compagny | Actions Save
Hella Casbas |Vincent uis B %
Fabrice Oliveira { privara] - Kufer :éx'én Ivisenso I h’.‘;}"‘ )’<7
salut = i g
fon Milhac { Fobrice Oliveira  |Fabrice |cerfacs IEE
Oiiveira) : Je suis prét Vincent  |David CIMPA FYER
|| Add contact
T
Results 01 : OK || Parcourir.. | |Add|
To Who
Fabrice Oliveira >
Message
I | save |

FiG. 3.4 — N'S solution, GUI.

3.2.4 Meeting and archived meeting manager

The new functionality meeting manager eases the prepardiie holding and the exploitation of meetings.
It helps the user to manage the meetings during the differieamtes.
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DEVELOPMENT OF COLLABORATIVE WORKING SOLUTIONS

Collaborative Solutioil‘

No Meeting

Fic. 3.5 - N’'S solution, meeting manager.

The main progress which is one of the added value of the nesioreof the N'S solution is the archived
meeting manager. It gives the possibility to come back toldm@®eting and all the information linked to

it : list of participants, used or exchanged data, notegysimats and minutes.

It's a very useful functionality to prepare a meeting basedh® previous one.

The following figure presents the different states of a nmegti

g . Preparing
Planning ~Nafidato mecting o Attendies (only for host)
o Name « Shared data

Date / Time « Appendices
« Agenda
%
Holding
o Communication
Filing « Collaboration
o Application sharing with
remote control
* Document co-writing
%
%%x &éﬁ%
Closing

+  Minutes

FiG. 3.6 — N'S solution, meeting states.
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3.3 Next steps

Two objectives for next phase :

— Install the web version between Turbomeca and CERFACS epidgit within AIRBUS CIMPA which
is composed of different sites in France, Germany and Englatest it in operation.

— Develop new functionalities to manage EDM (EngineeringaD&lanagement) and PLM (Product
Life Management) processes and introduce IAM (ldentity #utess Management) in the access
management.

The following table summarizes N*$olution progress :

Functions 2004 | 2007 | 2009
Audio - video

Whiteboard

Chat

Application sharing with remote contrg
3D viewer for CAE Data

3D viewer for CAD Data

File sharing

Notes

Snapshot manager

Data manager

Appendices manager

Meeting manager

Contacts and participants manager
Archived meeting manager

EDM functionality

PLM functionality

Activities customization

Identify and Access Management

X| X| X| X[ X

X| X[ X| X[ X

XXX X X[ X X| X

XXX XX XX XXX XX XX X X X X
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1 Introduction

Nicolas Monnier

1.1 Key responsibilities

Key responsibilities of CERFACS’ "Computer Support Gro#pé :

— To define CERFACS’ Computer and Network architectures amdpectives;;

— To provide, integrate and maintain all necessary and ®ele€ERFACS’ hardware and software
solutions;

— To address CERFACS teams’ needs with integrated solutiodservices;

— To assist researchers, providing them technical and agifh expertise including assistance with
programming and optimisation ;

— To spread all necessary practical information advisinREACS’ users in their main areas of interest.

This support activity is the responsability of a five peojglarh.

1.2 General strategy

General strategy is :

— Listening to the users’ needs, federating them to benefit caling factors;;

— With the help of HPCN suppliers, allow CERFACS’ researsherwork in an up-to-date software and
hardware HPCN environment (Storage capacities, Compptmger, Post-processing and Networking) ;

— Ensure developments portability through the access tala winge of architectures;;

— Establish partnership for accessibility to high-end aunfations.
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2  Architecture and Actions

Isabelle d’Ast Gerard DejeayFabrice FleuryPatrick Laporte

2.1 CERFACS’ computing resources (As of Dec 07).

COMPUTE
2007 2006 2005 2002
IBM Blue Gene/L - 2048 CP PPC Cluster - 224 CP Cray XD1 - 120 CP HP SC45 - 40 CP
5,7 Tflops 2,2 Tflops 576 Gflops 80 Gflops

— |

Massively Parallel

Day to day internal simulations

Some debugging tasks

STORE

Pre & Post process

n SUN Cluster IBM Power5+
= 100 Gflops 32GB
Secondary Server Primary Server STK L180
45 TB 3,6 TB 28 TB

Scalar pre-post processing

Simulation results Critical files

Fic. 2.1 — Internal Facilities - Dec. 2007

During the period CERFACS’ computer resources have seen iimgirovements :
— Computing power : More than 10 times faster with two new gpnfitions.
— An IBM JS21 cluster, installed in september 2006, offergakpperformance of 2.2 Tflop/s with 224
PowerPC cores. This new cluster increase significativetyday-to-day simulation power.
— One of major issue to prepare codes to petaflop resources t@adapt them on massively parallel
servers. An IBM Blue Genel/L, installed in july 2007, offerpeak performance of 5.7 Tflop/s with 2
048 PowerPC cores to help researchers to adapt their codbgsddand of supercomputer and deliver
an efficient power to large simulation problems.
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These two servers shares a 9 TB parallel filesystem based &#8& Golution.

— Storage : The capacity of our fileserver dedicated to theaxg®oof large simulations has been upgraded
from 16 TB to 45 TB. This new storage capacity is mainly detidato climate results generated on
Meteo-France’s Supercomputers.

— Pre and Post processing : The increase of our computing rpasked us to set up more powerfull
solutions to visualize bigger data sets and generate biggshes. An 8 nodes AMD cluster and an
IBM Power5 server with 32 GB memory have been installed dutire period to prepare and exploit
some of the Blue Gene/L bigger data sets.

2.2 Software environment and Support.

CERFACS’ software environment covers three domains :

— Scientific development tools : CERFACS’ users need a whoss @f tools which allow them to create,
test, debug and exploit their computational simulationghls frame, one looks for availability of a wide
range of scientific tools (compilers, profilers, debuggscgntifical libraries, and parallelization tools)
and their associated documentation. The availability eés# Operating Systems associated with their
scientifical development environment guarantes portghili developments on a wide range of Unix
machines;

— Job and data management tools : giving users a completéteeti®is not enough. One has to provide
a job management environment on the central computersjdimg batch queues, rules of usage and
accounting means to optimise global throughput of CERFA€@®puters (LSF and PBS batch systems
are currently in use). On the other hand, the "Computer Stpmup” provides data backup / restore
(Time Navigator) ;

— Dedicated applications servers : in addition to develapna@d management tools, several dedicated
application servers are essential to complete a high-tefekare environment. These application servers
are either an extension of computing facilities (Visudia servers, Data A Management Server,
MatLab servers) or an integral part of CERFACS’ infrasturet(Web servers, Mail server, printer server,
NIS, ...).
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