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Foreword

Welcome to the 2010-2011 Scientific Activity Report of CERFA

For CERFACS, this was a period of transition and transfoionat a new director, a new building and
several internal reorganizations.

The positioning of CERFACS is in applied research, as a krigdgtween academia and industry, with a
constant requirement for excellence. But, CERFACS neefd&tomajor transformations of his environment
with global changes of its financing channels and arrivalsesy players.

Through this period CERFACS has maintained its standardcinsfic excellence with the yearly
publication of over 50 articles in internationally-refedejournals. Training of new researchers has been
intense with more than 25 theses defended over the periatl. @BRFACS researchers and engineers have
been very active in industry oriented research, with moaa 60 grants per year.

Now, HPC is in the move with Exascale computing as an aim. G&F8-has responded through the
definition of three challenges with a 2020 horizon. Theséowilg to CERFACS the knowledge for running
its simulations on next generation supercomputers progidundreds of thousands of cores.

But, with these new computers we need to rethink our HPC jmradScalability cannot be the only
measure of performance and justification of suitability toeir use. Indeed, what we expect from HPC
is not at all the same when the target is not running a singleareh code on a large number of processors,
but rather handling legacy codes in parametric and/orssizdl analysis on realistic configurations. This
remark will forge the way we do science at CERFACS in the comwiears.

I am sure that you will enjoy this detailed activity repod pursue your collaboration with us and to initiate
new ones.

Bijan MOHAMMADI
CERFACS Director
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CERFACS Structure

CERFACS has 7 shareholders :

CENTRE NATIONAL D’ETUDES SPATIALES (CNES) 21.3%
ELECTRICITE DE FRANCE (EDF) 21.3%
METEO-FRANCE 21.3%
EUROPEAN AERONAUTIC DEFENCE AND SPACE COMPANY (EADS) 9%
SAFRAN 9%
OFFICE NATIONAL D'ETUDES ET DE RECHERCHES BROSPATIALES (ONERA) 9%
TOTAL 9%

As a "Soceté Civile” CERFACS is governed by two bodies :
— Assembi des Assoés
— Conseil de @rance.

The Board of Governors (Assen@@ des Assoéb) is composed of representatives of CERFACS
shareholders and of 3 invited personalities, including@hairman of the Scientific Council. This board

meets twice a year and validates the propositions of our &l Gerance on CERFACS orientations and
budget.

Conseil de @rance is composed by7 manager&r@ts) each designated by one of the 7 CERFACS
shareholders. These follow, on a quarterly basis, theitet\of the center and its financial situation.

CERFACS Scientific Council has 16 members and is chaired bfeBsor $bastien CANDEL.
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CERFACS organization charts

CLIMATE COUPLERS COMBUSTION AERODYNAMICS TURBOMACHINES

BOARD OF GOVERNORS
CONSEIL DE GERANCE
SCIENTIFIC COUNCIL DIRECTOR
ADMINISTRATION
COMPUTER SUPPORT GROUP
SCIENTIFIC TEAMS DOCUMENTATION
[
i AVIATION ' DATA ASSIMILATION PARALLEL ALGORITHMS &
5 IMPACTS i COMPUTATIONAL ELECTROMAGNETISM
| INRIA COMMON LAB
i GLOBAL CHANGE | i COMPUTATIONAL FLUID DYNAMICS

SUC-URA CNRS 1875
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CERFACS Staff

XVi

NAME POSITION PERIOD
GRATTON Project Leader | 2011/01
DUFF Scintific Advisor | 2011/01
VASSEUR Senior 2007/05
BOITO Post Doc 2010/06-2011/06
BYCKLING Post Doc 2010/11
FUCHS Post Doc 2009/06-2011/06
JIRANEK Post Doc 2008/11
KAYA Post Doc 2009/09-2011/08
MUCHERINO Post Doc 2010/12-2011/08
PICHENY Post Doc 2011/09
RINCON Post Doc 2011/10
TROELTZCH Post Doc 2011/11

Ph.D student 2007/05-2011/04
AHIDAR Ph.D student 2011/10
BERGOU Ph.D student 2011/10
DIOUANE Ph.D student 2011/10

Student 2011/03-2011/09
FERREIRA LAGO | Ph.D student 2010/03
GENTILE Ph.D student 2011/04-2011/08
GUROL Ph.D student 2010/02
MURPHY Ph.D student 2011/10
PINEL Ph.D student 2006/10-2010/04
JOSLIN Engineer 2011/10
TSHIMANGA Engineer 2011/05-1011/07
BIARI Student 2010/05-2010/09
VICENTE Visitor 2010/04-2010/07

TAB. ii: List of members of the PARALLEL ALGORITHMS project.
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NAME POSITION PERIOD
POINSOT Project Leader 1992/09
CUENOT Senior 1996/10
DAUPTAIN Senior 2010/04

Post Doc 2008/04-2010/03
DENIAU Senior 2006/11
DUFOUR Senior 2009/06-2011/03
GICQUEL Senior 2004/02
GOURDAIN Senior 2008/02
JOUHAUD Senior 2001/10
MONTAGNAC Senior 2000/11
PUIGT Senior 2005/12
RIBER Senior 2010/05

Post Doc 2008/05-2010/04
SICOT Senior 2011/09
STAFFELBACH | Senior 2008/11
VERMOREL Senior 2007/11
BOUSSUGE Research Enginegr 2002/02
AMAYA Post Doc 2010/03-2011/03

Ph.D student 2006/10-2010/02
CABRIT Post Doc 2009/10-2011/03
CHENY Post Doc 2009/09-2011/08
DECHAUME Post Doc 2009/04-2011/03
ENAUX Post Doc 2010/07-2011/03

Ph.D student 2006/10-2010/04
GARCIA Post Doc 2009/02-2010/09
GOUGEON Post Doc 2008/07-2010/04
HALLEZ Post Doc 2009/09-2010/08
KOLOMENSKIY | Post Doc 2011/05
KRAUSHAAR Post Doc 2011/12

Ph.D student 2008/10-2011/11]]
LAMARQUE Post Doc 2009/07-2011/04
LAURENCEAU Post Doc 2008/07-2010/04
LECOCQ Post Doc 2010/04-2011/09
MOUFFE Post Doc 2009/05-2011/04
NEOPHYTOU Post Doc 2010/12
PINEL Post Doc 2010/05
POITOU Post Doc 2009/12-2011/11
ROUSSEL Post Doc 2010/06-2010/10Q
URZAY Post Doc 2010/05-2011/01
VASS Post Doc 2011/10
WANG Post Doc 2011/07
BARRE Ph.D student 2010/06

Engineer 2009/11-2010/05
BOCQUET Ph.D student 2010/01
BODOC Ph.D student 2007/07-2010/04
CHAUSSONNET | Ph.D student 2010/06
COLLADO Ph.D student 2009/09

TAB. iii: List of members of the COMPUTATIONAL FLUID DYNAMICS poject (1/3).

CERFACS ACTIVITY REPORT XVii



CERFACS STAFF

List of members of the COMPUTATIONAL FLUID DYNAMICS projec®/3).

XViii

CREVEL Ph.D studentf 2010/09
Engineer 2010/04-2010/08
DURAN Ph.D studentf 2011/01
Engineer 2010/09-2010/12
Student 2010/03-2010/08
EYSSARTIER Ph.D student| 2008/10-2011/10
FOSSO Ph.D student| 2007/10-2011/04
FRANCOIS Ph.D studentf 2010/05
Engineer 2010/01-2010/04
FRANSEN Ph.D studentf 2010/01
FRANZELLI Ph.D student 2008/01-2011/06
GALLARD Ph.D studentf 2011/01
GIRET Ph.D student 2011/03
Engineer 2010/10-2011/02
Student 2010/04-2010/09
GOMAR Ph.D student| 2010/09
Student 2010/03-2010/08
GRANET Ph.D student| 2008/10-2011/12
GULLAUD Ph.D student| 2007/11-2010/11
GUEDENEY Ph.D studentf 2008/11
HANNEBIQUE Ph.D studentf 2009/10
HERMETH Ph.D studentf 2009/03
HERNANDEZ VERA | Ph.D student 2008/11-2011/10
JAURE Ph.D student 2009/04
LAPEYRE Ph.D studentf 2011/10
LEGRAS Ph.D student 2007/11-2011/04
LEONARD Ph.D studentf 2010/06
Engineer 2010/01-2010/05
LEYKO Ph.D student 2006/09-2010/05
MAGLIO Ph.D student| 2007/07-2010/07
MARI Ph.D student| 2011/12
MISDARIIS Ph.D studentf 2011/11
Engineer 2011/10-2011/10
MOTHEAU Ph.D studentf 2010/11
Engineer 2010/07-2010/11
OZEL Ph.D student 2007/09-2010/07
PAULHAC Ph.D studentf 2011/12
Engineer 2011/11-2011/11
Student 2011/03-2011/09
PEDOT Ph.D student| 2008/10-2011/10
QUILLATRE Ph.D student 2010/10
Student 2010/03-2010/09
RICHARD Ph.D studentf 2009/10
ROCCHI Ph.D studentf 2009/11
RUIZ Ph.D student| 2008/10
SADOUDI Ph.D studentf 2011/11
Engineer 2011/02-2011/10Q
SENONER Ph.D student 2007/01-2010/05

SIERRA SANCHEZ

Ph.D student

2008/10
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SILVA GARZON

Ph.D student]

2007/08-2010/12

WIECZOREK Ph.D student 2007/06-2010/12
WLASSOW Ph.D student 2009/03
WOLF Ph.D student 2007/10-2011/11
ZUzIO Ph.D student 2007/08-2010/07
BAUERHEIM Engineer 2011/10
CAYOT Engineer 2011/10
Student 2011/02-2011/07
DOMBARD Engineer 2011/10-2011/12
DOURNAC Engineer 2010/03-2010/06
DuUBUC Engineer 2009/12-2010/12
ESTIVAL Engineer 2009/04-2010/03
FRICHET Engineer 2011/10
Student 2011/03-2011/09
KOUPPER Engineer 2011/10-2011/12
LIVEBARDON Engineer 2011/11
PAPADOGIANNIS | Engineer 2011/11-2011/12
PARMENTIER Engineer 2010/07-2011/05
ROBERT Engineer 2011/01-2011/03
SAILLOFEST Engineer 2008/11-2010/02
BENNANI Student 2010/04-2010/09
BERGOTTI Student 2010/04-2010/05
BURNAZZI Student 2009/10-2010/05
BUSIELLO Student 2011/05-2011/09
DAMIEN Student 2011/04-2011/09
DEWANDEL Student 2011/04-2011/09
KRUNEMACKER | Student 2011/04-2011/09
LEFORT Student 2010/02-2010/09
NGUYEN Student 2011/02-2011/09
NOLTE Student 2011/02-2011/07
VUILLEMIN Student 2011/07-2011/07
YABILI Student 2010/04-2010/09
ZHU Student 2010/07-2010/09
BIBRZYCKI Visitor-PhD | 2009/09-2010/02
BISSELING Visitor 2010/05-2010/06
FRITZER Visitor-PhD | 2010/04-2010/06
FRU Visitor-PhD | 2010/05-2010/07
KOzZOLUB Visitor-PhD | 2009/09-2010/02
KUBAN Visitor-PhD | 2010/10-2011/09
NAJAFIYAZDI Visitor-PhD | 2009/11-2010/04
ZIMMERMANN Visitor 2010/09-2010/11
MOREAU Formateur | 2009/04
MULLER Consultant | 1997/11
NICOUD Consultant | 2001/10
RIZZ] Consultant | 1987/10
SAGAUT Consultant | 2003/12
SCHONFELD Consultant | 2001/01
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XX

NAME POSITION PERIOD
THUAL Project Leader 1991/09
DUCHAINE Senior 2010/10
RICCI Senior 2008/11
ROGEL Senior 1998/10
TERRAY Senior 1992/10
WEAVER Senior 1999/11
BOURIQUET Research Engineer 2006/08
MAISONNAVE Research Engineer 2000/12
MOREL Research Engineer 2000/03
PAGE Research Engineer 2009/07
SANCHEZ Research Engineer 2010/11

Engineer 2009/05-2010/10
THEVENIN Research Engineer 2008/09
VALCKE Research Engineer 1997/02
MIROUZE Post Doc 2010/10-2011/12

Ph.D Student 2007/10-2010/09
MOINE Post Doc 2008/12
MOUFFE Post Doc 2011/09
PANGAUD Post Doc 2009/12-2010/11
TITAUD Post Doc 2010/06
CORRE Ph.D Student 2008/10-2011/12
RUPRICH-ROBERT| Ph.D Student 2010/10

Student 2010/02-2010/06
BRETONNIERE Engineer 202011/02
FERNANDEZ Engineer 2010/05-2011/10
LATOUR Engineer 2009/05-2011/07
PIAZZA Engineer 2010/10

Student 2010/04-2010/09
TRESPEUCH Engineer 2011/10

Student 2011/02-2011/09
YAN Engineer 2011/02
BERGER Student 2011/06-2011/09
BLUHM Student 2010/04-2010/05
DELMOTTE Student 2011/02-2011/05
HARADER Student 2011/02-2011/07
ICHARD Student 2011/05-2011/08
KILICOGLU Student 2010/03-2010/08
MALLET Student 2010/03-2010/08
NINOVE Student 2011/04-2011/09
PLANTE Student 2011/04-2011/09
ROCHOUX Student 2010/02
SOUCHU Student 2011/06-2011/09
ARGAUD EDF 2006/07-2011/07
BOE CNRS 2010/10
CASSOU CNRS 2002/11
COQUART CNRS 2006/12
FERNANDEZ CNRS 2011/11
PIACENTINI Consultant 2007/06

TAB. iv: List of members of the CLIMATE MODELLING & GLOBAL CHANGEproject.
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NAME POSITION PERIOD

REMY Senior 2003/12-2010/12
BOURDALLE-BADIE | Research Engineer 2001/01-2010/12
DERVAL Research Enginegr 2003/07-2010/12

TAB. v: List of members of the MERCATOR group.

NAME POSITION PERIOD
BONNET Project Leaden 2006/05-2011/12
FARES Senior 1992/06
MILLOT Senior 1995/11
PERNET Senior 2007/03
COSSONNIERE| Ph.D student | 2008/10-2011/09
PEYNAUD Ph.D student | 2009/10
STEIF Ph.D student | 2008/10
BART Student 2011/07-2011/09
BERNARD Student 2010/06-2010/09
BOURREL Student 2010/06-2010/09
DECECCO Student 2011/04-2011/07
MADIOT Student 2011/08-2011/08
POPIE Student 2011/07-2011/09
BENDALI Consultant 1996/01
COLLINO Consultant 1994/04

TAB. vi: List of members of the COMPUTATIONAL ELECTROMAGNETISNbroject fusioned with
PARALLEL ALGORITHMS project in 2011

NAME POSITION | PERIOD
GIRAUD INRIA 2009/11
DUDOUIT Ph.D student 2010/10
SALAS MEDINAS | Ph.D studentf 2010/03

TAB. vii: List of members of the HIEPACS team
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NAME POSITION PERIOD
CARIOLLE Project Leader 2003/08
MASSART Senior 2004/12
PAOLI Senior 2004/07
CRESPIN Post Doc 2009/01-2010/03
JAUMOUILLE Post Doc 2010/02
NYBELEN Post Doc 2008/04-2010/03
THOURON Post Doc 2010/10
PAJOT Ph.D Student | 2008/11-2011/12
PICOT Ph.D Student | 2009/10
POUBEAU Ph.D Student | 2011/10
PRAGA Ph.D Student | 2011/09
UNTERSTRASSER]| Visitor 2010/10-2011/03
PIACENTINI Consultant 2007/10

TaB. viii: List of members of the ENVIRONMENTAL IMPACT OF AVIATON project.

NAME POSITION PERIOD
CROS Project leaden 1997/04
JONVILLE | Engineer 2000/10-2010/12
MILHAC Engineer 2004/01
OLIVEIRA | Technician 2007/06-2010/12

TaB. ix: List of members of the TECHNOLOGY TRANSFER group.

XXil

NAME POSITION PERIOD
MONNIER Project Leaden 1996/12
D'AST Engineer 1996/10
JONVILLE Engineer 2011/01
LAPORTE Engineer 1988/04
CONTRERAS | Technician 2011/09
DEJEAN Technician 1990/11
FLEURY Technician 1999/10
BRUNEAU Student 2010/02-2010/08
ETCHEVERRY | Student 2011/04-2011/09
GERS Student 2010/04-2010/06
LEREDDE Student 2010/02-2010/08
VANNIER Student 2010/04-2010/06

TAB. x: List of members of the COMPUTER SUPPORT group.
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CERFACS Wide-Interest Seminars

Peter Hanappe (Sony Computer Science Laboratory, Parigarallelisation of Edwards and Slingo’s
radiation algorithm on the CELL processor : results and perstives(2010, March 3rd)

Thi Thu Huong Hoang (EDF R&D & Département de Maématiques d’Orsay) Sries chronologiques
non stationnaires non ligaires. Le cas desses de tempratures en Europg2010, March 5th)

Olivier Coulaud (Laboratoire commun INRIA-CERFACS) EPSN : a Computational Steering
Environment for Legacy Parallel and Distributed Simulaso(2010, March 16th)

Ronan Paugam (King’s College - London) :Injection Height of Biomass Burning Emissiof2010,
September 8th)

Fréderic Alauzet (INRIA - Projet Gamma, Rocquencourtinisotropic Mesh Adaptation for CF2010,
September 22nd)

NVIDIA - ATI - PGI - CAPS - Allinea : Demi-Jourrée sur le téme du calcul hybridg2010, October
7th)
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Parallel Algorithms Project







1 Introduction

1.1 Introduction

The research programme conducted by the Parallel AlgositRroject combines the excitement of basic
research discoveries with their use in the solution of lacme problems in science and engineering
in academic research, commerce, and industry. We are cwttdroth with underlying mathematical

and computational science research, the development of taelaniques and algorithms, and their
implementation on a range of high performance computintigrtas.

The description of our activities is presented in severbbkeations, but this is only to give a structure to
the report rather than to indicate any compartmentalindticthe work of the Project. Indeed one of the
strengths of the Parallel Algorithms Project is that memlzgrthe Team work very much in consultation
with each other so that there is considerable overlap argbdmatilization between the areas demarcated
in the subsequent pages. This cross-fertilization extémdsrmal and informal collaboration with other
teams at CERFACS, the shareholders of CERFACS, and resgiangps and end users elsewhere. In fact,
we can notice that the research directions of the Projednareasingly influenced by problems from the
partners.

Members of the Team very much play their full part in the wideademic and research community.
They are involved in Programme Committees for major comiegs, are editors and referees for frontline
journals, and are involved in research and evaluation ctét®esi. These activities both help CERFACS to
contribute to the scientific life of France, Europe and theldvavhile at the same time maintaining the
visibility of CERFACS within these communities. Some measaf the visibility of the Parallel Algorithms
Project can be found from the statistics of accesses to tHtHBES Web pages where a major part of all
the hits for CERFACS projects are on the Algo web pages.

As shown in Section 4, our main approach in the direct satutibsparse equations continues to be the
multifrontal technique originally pioneered at Harwellthre early 1980s. During this last period we have
further developed the MUMPS package in conjunction with coifeagues at ENSEEIHT, ENS-Lyon,
and INRIA-Bordeaux. The release currently being disteéduis Version 4.10. Some research work that
will most likely have an impact on future releases is disedsis the following sections, in particular in
Sections 4.1, 4.2, 4.10. There are around 1,000 downloaithe afode each year. The complex version has
been accessed extensively and used in many applicatiotisutexly in electromagnetism. We have been
collaborating with our colleagues from ENSEEIHT, Lyon, 8afdeaux, through a large ANR grant, called
SOLSTICE. The main tasks in this grant supplement and gqvexiaresearch work for sparse linear solvers
including development of techniques that might be implet@erin future releases of MUMPS and the
combined use of direct and iterative methods for solviny Varge problems from numerical simulation.
The MUMPS is part of a set of codes considered as the best feingayeneral sparse linear systems.
His performance is certainly due to a fruitful collaboratiwith persons from ENSEEIHT-Toulouse, and
ENS-Lyon and INRIA-Bordeaux. This collaboration concetims development of algorithms, and relies on
theoretical results obtained from applications of grapotl to matrices. Year 2011 has been especially
productive in this area, as presented in Sections 4.3, 45448 and 4.9.
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The development of robust and general purpose precondiSoand an analysis of their properties is
discussed in many of the contributions to Section 5. Althoitgrative methods can usually avoid the
memory restrictions of direct methods, it is now well esti®d that they can only be used in the solution
of really challenging problems if the system is precondiid to create a new system more amenable to
the iterative solver. The results obtained during the yeawary rich and can be sorted as follows. Some
results are related to the development of new Krylov methitdd enable flexibility of the preconditioner,
deflated restarting, inexact matrix-vector products oseeaf information as far as sequences of linear
systems are considered. These results are presented ionSegi4, 5.7, 5.8 and 5.11. These methods
have enhanced convergence properties, but the need faemffflreconditioning schemes remains very
strong. Theoretical results related to generic precamtlitis have been obtained in Sections 5.1, 5.5 and
5.6. Much of the work has been to extend these techniquesasahtby can be applied to a wider range
of problems in different application areas. However, someepnditioners can be developed for a class of
applications. The domain of geophysics proposes very itapbrchallenges around the preconditioning
of the Helmholtz equation for which preconditioners haverbgeroposed, making possible the solution
of linear systems with billions of unknowns as presentedénti®ns 5.2, 5.3 and 5.14. The problem of
efficiently solving large systems has also occurred in egatysis for combustion, where a good choice
of initial subspaces for eigensolvers has provided sigmnitiddecrease in simulation time (see Section
5.9). Finally, iterative solvers are practically stoppeddoe full convergence, and the control of errors, is
essential. Progress has been made both for the solutiomeafrlsystems and least-squares problems, where
closed formula and algorithms for computing these errcespaesented, see Sections 5.10, 5.12 and 5.13.
Some of our software, in particular the GMRES and FGMRESimestthat are available on our web pages
are high on the “google” list, are very widely used, and haserbdownloaded over 5000 times.

The main area of interest in Qualitative Computing concexrrdeep understanding of the influence of
finite-precision computation on complex scientific numariapplications. Of particular concern are
a deeper understanding of the role of nonlinearities andusamities in the context of floating-point

arithmetic. A major tool in this work continues to be the udehomotopic deviations, a technique

pioneered at CERFACS. Over the last two years, Francoisge@h has distilled much of the research
conducted by herself into a book that will be published diadsee Section 6).

These two years have seen a strong reinforcement of the tetarties in the areas of nonlinear systems
and optimization. This is the consequence of a growing éstenf the CERFACS shareholders in this area,
and has stimulated both fundamental and applied reseatichias. Most of the algorithms that are studied
are formulated in a trust-region setting, an area in whiehtéam is getting a growing experience, thanks
in particular to the strong support of our consultant Ppiiproint from the University of Namur. A new
"retrospective” trust-region algorithm has been devetb(sme Section 7.2) that is a very natural variant of
the most basic trust-region algorithm. We also worked ontigmid algorithms that can be considered as
extensions of the full-multigrid algorithm (see Section$27or 7.15 for a Quasi-Newton variant). Large-
scale least-squares techniques have also stimulatedale$ethe area of preconditioning, model reduction,
and duality see Sections 7.9, 7.11, 7.14, 7.19 and 7.20eTkesarchs have been made directly available to
the ocean data assimilation community, thanks to our cotktion with the CERFACS Climate Modeling
team. Derivative-free optimisation has also been a mag®gaech topic in the last five years. We proposed
and developed the BC-DFO algorithm that is able to find firgieo critical point of bound constrained
optimization problems (see Sections 7.16, 7.17 and 7.24),has shown good performance on real-life
problems arising in shape optimization for aeronautice fEam also managed to extend its experience in
error analysis to quadratic optimization problems givimghie case of total least-squares, truncated singular
value decomposition, and bound constrained quadratimigation useful formulas for sensitivity analysis
and backward error (see Sections 7.1, 7.10, 7.13, 7.18 @ayl Activities have also been carried out in the
domain of mixed-integer optimization as described in $&&i7.7 and 7.8, where real-life examples were
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successfully solved. We also mention the availability ob#iveare tool for testing optimization algorithms
that is described in Section 7.5 and that offers a lot of ftiasi for comparing optimization softwares. An
important feature of the team is the constant involvemeapjlications that is illustrated in most of the pre-
cited research topics, but which appears also clearly iti®ec7.3, 7.4, 7.6 and 7.23, where applications
in electromagnetics, acoustics, aerodynamics have bekleda

We continued our involvement into a large grant from RTRAAETto look into data assimilation
problems in conjunction with colleagues in CNES, ENSEEIRTF and Métto-France. This project,
named ADTAO, started in the spring of 2009 and will continmgill2012. We are involved in a study of
solution techniques for linear least-squares computsitioat lie at the heart of data assimilation algorithms,
and we have investigated several aspects of this includirthdr studies on Gauss-Newton methods and
model reduction techniques. The fruitful collaboratiorthimhe foundation will continue even after year
2012, since the team has been given the responsibility talowde research on stochastic algorithms for
Data assimilation in the framework of the MoMa group of dission. This group is expected to select
projects to be supported by the foundation in the area of t@opghysical systems.

The Parallel Algorithms Project is heavily involved in thelvanced Training aspects of CERFACS’
mission. We ran internal training courses for new recruwtalft Projects at CERFACS to give them a
basic understanding of high performance computing and rioaddibraries. This course was open to
the shareholders of CERFACS. We are involved in trainingubh the “stagiaire” system and feel that
this is extremely useful to young scientists and enginaeisoth their training and their career choice.
In this reporting period, we had two stagiaires (Mohamediiiad Youssef Diouane) from ENSEEIHT.
Members of the Team have assisted in many lecture courstseatoentres, including Ecole Nationale de la
Méteorologie, ENSEEIHT, ENSICA-ISAE, INSA and the UniversitiToulouse 1. Xavier Pinel defended
his thesis on preconditioned iterative methods for the Heltz problem in May 2010. Anke Bitzsch
completed her PhD thesis on active set techniques for boanstrained derivative free optimization in
June 2011.

Our list of visitors is a veritable who's who of numerical &ysds, including many distinguished scientists
from Europe and the United States. We have included a lidte¥isitors at the end of this introduction.
In addition to inviting our visitors to give seminars, sonfenich are of general interest to other teams,
we also run a series of “internal seminars” that are primdoit Team members to learn about each other’s
work and are also a good forum for young researchers to haiepitesentational skills.

We continue to have a “Sparse Days at CERFACS” meeting eagh @m 15-17 June 2010, and 6-7

September 2011, these meeting were held with particulahagip on sparse direct methods for the first
and high-performance computing for the second. The 2016s8i2ays included the final workshop of the

ANR SOLSTICE project around direct methods for sparse mesdti

| am very pleased to record that, over the reporting pericel have continued our involvement in joint
research projects with shareholders and with other tea@ERFACS.

We have continued the collaboration with Airbus on shapénapation for drag minimization under lift
constraints (topic of the PhD thesis of Ankedlfzsch). This is a challenging area since both the cost
function and the gradient are noisy, and because heavy CFipwations with the elsA code are involved.
Meta-model based optimization with noisy data and dereafiee optimization algorithms have been
studied in this context. Related research on algorithmadoodynamic shape optimization have also been
investigated in the framework of a DTP optimization projéldtis has been done in strong collaboration
with the CFD team (Aerodynamics group) at CERFACS and botb&And ONERA.

We have continued to support CNES on gravity field deterrmonaOur work is part of the RTRA-STAE
ADTAO project and concerns regularization techniques fdviag inverse problems using observations
from the GRACE satellite.
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We have continued detailed discussions with EDF/SINETI@Sarallel sparse direct methods for the
solution of industrial problems in structural mechanicsthie framework of the ANR Solstice project
finished in June 2010.

Our work on the optimization and linear algebraic aspectdaté assimilation has been of great interest
to and has been the subject of some discussions with the t€liMadeling and Global Change Group
and Meteo France. In the context of this collaboration, we have atsied visits from Kristian Mogensen
(ECMWEF, UK), and from Patrick Laloyaux and Annick Sartenatthe University of Namur, Belgium.
This collaboration on data assimilation will continue iretboming years in the framework of the RTRA
funded ADTAO project where efficient techniques for solvimgnlinear least-squares problems will be
developed.

We have been working closely with TOTAL on the developmerdai¥ers on massively parallel computers
for Helmholtz problems arising in their geophysical apgiions (PhD of Xavier Pinel). In this context, we
have solved huge indefinite linear systems efficiently wittcpnditioned Krylov subspace methods. These
solvers are part of a broader project aiming at determirtiegvelocity field of the Earth sub-surface. This
latter problem is formulated as a nonlinear least-squanasigm that exhibits many local minima. The PhD
of Y. Diouane focuses on the use of appropriate techniqoes fflobal optimisation to tackle this situation.
We have also extended our collaboration with TOTAL in thediion of reservoir modeling, where we are
expected to provide efficient solvers for solving problesstied from the discretization of coupled partial
differential equations involving velocity, pressure aatlusation variables.

We assist the other Projects at CERFACS at all levels froridher-a-coffee” consultancy to more major
collaborations. These include advice on the elsA and theRA¢Bdes of CFD, in particular advice on the
accuracy of their computations in a parallel environmend many aspects of numerical algorithms with
CFD and Global Change. We have also interacted with the C8@ogyn issues concerning new computer
chips and technologies.

S. Gratton.
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Visitors to Parallel Algorithm Project in 2010-2011

In alphabetical order, our visitors in the years 2010-20tcluded :
MARIO ARioLI (RAL, U.K)),

MICHELE BENzI (Emory University, U.S.A),

MIKE FISHER (ECMWF, Reading, U.K.),

ANDREAS FROMMER (University of Wuppertal, Germany),
JEAN-CHARLES GILBERT (INRIA Rocquencourt, France),
AzzaM HAIDAR (University of Tennessee, Knoxville, U.S.A),
MoHAMED HAMDAOUI (Ecole Centrale de Paris, France),
PATRICK LALOYAUX (The University of Namur, Belgium) ,
ANDREAS LANGER (University of Linz, Austria) ,

JULIEN LANGOU (The University of Colorado at Denver, U.S.A.),
SHERRY L1 (University of California, U.S.A.),

ScoTT MACLACHLAN (Tufts University, U.S.A.),

GERARD MEURANT (CEA, Bruyeres-le-Chtel, France),
KRISTIAN MOGENSEN(ECMWEF, U.K.),

EsmMoND NG (Lawrence Berkeley National Laboratory, Berkeley, U.$.A.
CORNELIS OosTERLEE(Delft University of Technology, The Netherlands),
DOMINIQUE ORBAN (Ecole Polytechnique de Moi&al, Canada),
VICTOR PICHENY (Ecole Centrale de Paris, France),
MONSERRATRINCON CAMACHO (University of Graz, Austria),
PHILIPPE SAMPAIO (The University of Namur, Belgium),

ANNICK SARTENAER (The University of Namur, Belgium),
CHARLOTTE TANNIER (The University of Namur, Belgium),
PHILIPPE TOINT (The University of Namur, Belgium),

BoRA UCAR (CNRS and ENS, Lyon, France),

Luis NUNES VICENTE (University of Coimbra, Portugal),
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2  List of Members of the Algo Team

SERGE GRATTON - Scientific coordinator

XAVIER VASSEUR- Deputy project leader - Senior Researcher

IAIN DUFF - Scientific advisor

FRANCOISE CHATELIN - Qualitative Computing group scientific advisor
PAOLA BOITO - Post. Doc., from June 2010 to July 2010

MIKKO BYCKLING - Post. Doc., from November 2010

MARTIN FUCHS- Post. Doc., until June 2011

PAVEL JIRANEK - Post. Doc., from October 2010

KAMER KAYA - Post. Doc., until August 2011

ANTONIO MUCHERINO- Post. Doc., from December 2010 to August 2011
VICTOR PICHENY - Post. Doc., from September 2011

MARIA MONSERRATRINCON CAMACHO - Post. Doc., from October 2011
ANKE TROLTZSCH- Post. Doc., from November 2011 and Ph.D. Student, untill261.1
ADIL AHIDAR - Ph.D. Student, from October 2011

EL-HOUCINE BERGOU- Ph.D. Student, from October 2011

Y OUSSEFDIOUANE - Ph.D. Student, from October 2011

SIMONE GENTILE - Ph.D. Student, from April 2011 to August 2011
SELIME GUROL - Ph.D. Student, from February 2010

RAFAEL LAGO - Ph.D. Student, from March 2010

STEVEN MURPHY - Ph.D. Student, from October 2011

XAVIER PINEL - Ph.D. Student, until May 2010

GUILLAUME JOSLIN - Engineer, from October 2011

MOHAMED BIARI - Trainee, (May-September 2010)

Y OUSSEFDIOUANE - Trainee, (March-September 2011)

BRIGITTE Y ZEL - Administration
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3  List of Members of HiePACS

HiePACS stands for "High-End Parallel Algorithms for Clealjing Numerical Simulations” and is the
first research action of the joint Inria-CERFACS LaboratoryHigh Performance Computing. It is also
a Inria research team which scientific reports for 2010 aridl3@ar can be found at the following URL
address http ://lwww.inria.fr/equipes/hiepacs/(sedtamtivity. The initial core of the joint research activity
lies in parallel linear algebra in collaboration with ther&bel Algorithms Project at CERFACS but it also
extends to research activities related to parallel scalabmerical schemes as described in 3.2, 3.2 and
2.4.1.

Research Scientists

Luc GIRAUD [Inria, Team Leader since Oct. 2011, Senior Researcher,(B&}]

EMMANUEL AGULLO [Inria, Junior Researcher (CR)]

OLIVIER COULAUD [Inria, Senior Researcher (DR)]

JEAN ROMAN [Inria, Team Leader until Sept. 2011, Senior Researcherg®Becondment), Professor
at IPB, HdR]

XAVIER VASSEUR[CERFACS, ALGO Project, Senior Scientist]

Faculty Members
AURELIEN ESNARD [University of Bordeaux, Associate Professor (MdC)]
ABDOU GUERMOUCHE][University of Bordeaux, Associate Professor (MdC)]

External Collaborators

IAIN DUFF [CERFACS, ALGO Project, Senior Scientist, HIEPACS Sciinthdvisor]

PIERRE FORTIN [Paris 6 University, LIP6, Assistant Professor (MdC)]

GUILLAUME LATU [Strasbourg University, LSIIT, Assistant Professor (Md@) secondment at CEA
Cadarache]

Technical Staff

MOHAMED ABDOUL ASIZE [CNRS, funding from ANR ARA CIS NOSSI, since Nov. 2010]
Y OHAN LEE-TIN-YIEN [Inria, funding from ADT ParScali, ended Dec. 2011]
BERENGERBRAMAS [Inria, funding from ADT ScalFMM, since Dec. 2010]

MATTHIEU LECOUVEZ[Inria, funding from HiePACS, since Oct. 2011]

PhD Students

RACHED ABDELKHALEK [TOTAL, CIFRE, since Jan. 2008]

MATHIEU CHANAUD [Inria, funding from Inria and CEA, defended Oct. 2011]

Y OHANN DUDOUIT [CERFACS, funding from TOTAL, since Oct. 2010]

ARNAUD ETCHEVERRY [Inria, funding from ANR-OPTIDIS, since Oct. 2011]

ANDRA HUGO [Inria, funding from Inria-Region Aquitaine, since Oct. 2011]

STOJCENAKOV [Inria, funding from TOTAL, since Oct. 2011]

ALEXIS PRAGA [CERFACS, since Oct. 2011]

PABLO SALAS MEDINA [Inria, funding from Europe FP7/ITN (Marie Curie) MyPlansince June
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LIST OF MEMBERS OF HIEPACS

2010]

JEROME SOUMAGNE [CSCS, funding from Europe FP7/ICT/FET NextMuSE STREPca&iApr.
2009]

CLEMENT V UCHENER[University of Bordeaux, funding from French Research Iginy, since Sept.
2010]

MAWUSSI ZOUNON [Inria, funding from ANR-RESCUE, since Oct. 2011]

Post-Doctoral Fellows
MIKKO BYCKLING [CERFACS, ALGO Project, since Oct. 2010]
YAN-FEI JING [Inria, since Oct. 2011]

Administrative Assistants

BARTA BENEDDINE [Inria, ended June 2011]
MARIE SANCHEZ [Inria, July-Oct. 2011]
CHRYSTEL PLUMEJEAU [Inria, since Nov. 2011]
BRIGITTE Y ZEL [CERFACS]
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4  Dense and Sparse Matrix Computations

4.1 Analysis of the solution phase of a parallel multifrontal
approach.

P. Amestoy : ENSEEIHT-IRIT, WNIVERSITY OF TOULOUSE, France; I. S. Duff : RUTHERFORD
APPLETON LABORATORY AND CERFACS UK and France A. Guermouche : LABRI, UNIv.
BoRDEAUX 1/ INRIA BORDEAUX SUD-OUEST, France; Tz. Slavova: CERFACS France

In [ALG9], we study the forward and backward substitutiorapbs of a sparse multifrontal factorization.
These phases are often neglected in papers on sparse datecifation but, in many applications, they can
be the bottleneck so it is crucial to implement them effidiem this work, we assume that the factors have
been written on disk during the factorization phase, andis&uds the design of an efficient solution phase.
We will look at the issues involved when we are solving therspaystems on parallel computers and will
consider in particular their solution in a limited memoryeanment when out-of-core working is required.
Two different approaches are presented to read data fronigkewith a discussion on the advantages and
the drawbacks of each. We present some experiments orticei@ig problems using an out-of-core version
of a sparse multifrontal code called MUMPS (MUItifrontal B&avely Parallel Solver).

4.2 Oncomputing inverse entries of a sparse matrix in an out-of-core
environment.

P. Amestoy: INPT(ENSEEIHT)-IRIT, INIVERSITY OF TOULOUSE, France; I. S. Duff : RUTHERFORD
APPLETON LABORATORY AND CERFACS UK and France Y. Robert : CERFACS France; F.-
H. Rouet: INPT(ENSEEIHT)-IRIT, France; B. Ugar : ENS LYoN AND CNRS France

The inverse of an irreducible sparse matrix is structuifallly so that it is impractical to think of computing

or storing it. However, there are several applications wlhesubset of the entries of the inverse is required.
Given a factorization of the sparse matrix held in out-ofecgtorage, we show how to compute such a subset
efficiently, by accessing only parts of the factors. Whenefege many inverse entries to compute, we need
to guarantee that the overall computation scheme has ralalsomemory requirements, while minimizing
the cost of loading the factors. This leads to a partitioniraplem that we prove is NP-complete. We also
show that we cannot get a close approximation to the optioiatien in polynomial time. We thus need to
develop heuristic algorithms, and we propose : (i) a lowermgoon the cost of an optimum solution ; (ii) an
exact algorithm for a particular case ; (iii) two other hetids for a more general case ; and (iv) hypergraph
partitioning models for the most general setting. We iHate the performance of our algorithms in practice
using the MUMPS software package on a set of real-life problas well as some standard test matrices. We
show that our techniques can improve the execution time bgtaif of 50. For more details, see [ALG33].

CERFACS ACTIVITY REPORT 11



DENSE AND SPARSE MATRIX COMPUTATIONS

4.3 On the block triangular form of symmetric matrices.

I. S. Duff : RUTHERFORDAPPLETONLABORATORY AND CERFACS UK and France B. Ucgar : ENS
LYON, France

In [ALG16], we present some observations on the block tngeagform (BTF) of structurally symmetric,
square, sparse matrices. If the matrix is structurally rdeficient, its canonical BTF has at least one
underdetermined and one overdetermined block. We provettese blocks are transposes of each other.
We further prove that the square block of the canonical Bifpidsent, has a special fine structure. These
findings help us recover symmetry around the anti-diagantie block triangular matrix. The uncovered
symmetry helps us to permute the matrix in a special form Wwiscsymmetric along the main diagonal
while exhibiting the blocks of the original BTF. As the sqaétock of the canonical BTF has full structural
rank, the observation relating to the square block appbestructurally nonsingular, square symmetric
matrices as well.

4.4 On accurate and time efficient solution of primal-mixed finite

element equations in multiscale solid mechanics.

I. S. Duff : RUTHERFORD APPLETON LABORATORY AND CERFACS UK and France
D. Mijuca : UNIVERSITY UNION OF BELGRADE, Serbia

In order to identify the best technique to solve a class ofrgedcally multiscale model problems in
thermoelasticity, we examine a combination of a primaladifinite element approach and direct sparse
solvers and matrix scaling routines. The criteria for opliity are robustness, accuracy and execution
time. It will be shown that the present finite element apphoaehere displacement and stress variables
are simultaneously solved from large-scale indefinite lyosraled systems of equations using the sparse
HSL solver MA57 with the aid of the matrix scaling routines BCor MC30 during the factorization
process, enables a reliable solution even if hexahedrad felements in a mesh differ in size up to six
orders of magnitude. A number of tests in multiscale eldagtand thermoelasticity are examined to test
the accuracy and execution time efficiency of the proposkdisn approach on a standard PC computing
platform. For more information, see [ALG15].

4.5 European exascale software initiative : numerical libraries,
solvers and algorithms.

|. S. Duff : RUTHERFORDAPPLETONLABORATORY AND CERFACS UK and France

Computers with sustained Petascale performance are nalaldesand it is expected that hardware will
be developed with a peak capability in the Exascale rangerdyna 2018. However, the complexity,
hierarchical nature, and probable heterogeneity of thessimes pose great challenges for the development
of software to exploit these architectures. This was retzaghsome years ago by the IESP (International
Exascale Software Project) initiative and the Europeapaese to this has been a collaborative project
called EESI (European Exascale Software Initiative). Thisative began in 2010 and has submitted its
final report to the European Commission with a final confeeendarcelona in October 2011. The main
goals of EESI are to build a European vision and roadmap teeaddhe international outstanding challenge
of performing scientific computing on the new generationahputers.

The main activity of the EESI is in eight working groups, faur applications and four on supporting
technologies. We first briefly review these eight chapteferieediscussing in more detail the work of
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Working Group 4.3 on Numerical Libraries, Solvers and Alons. Here we will look at the principal
areas, the challenges of Exascale and possible ways tosadtiese, and the resources that will be needed.
For more details, see [ALG50].

4.6 Push-relabel-based maximum cardinality matching algorithms
for bipartite graphs.

K. Kaya : CERFACS, DuLousE France; J. Langguth : UNIVERSITY OF BERGEN Norway;
F. Manne: UNIVERSITY OF BERGEN, Norway; B. Ucar : ENS LyoON, France

In [ALG64], we report on careful implementations of sevaoakh-relabel-based algorithms for solving
the problem of finding a maximum cardinality matching in a astfie graph and compare them
with fast augmenting-path-based algorithms. We analyeeallyorithms using a common base for all
implementations and compare their relative performandesgability on a wide range of graphs. The effect
of a set of known initialization heuristics on the perforroarof matching algorithms is also investigated.
Our results identify a variant of the push-relabel algarnitand a variant of the augmenting-path-based
algorithm as the fastest with proper initialization heticss while the push-relabel based one having a
better worst case performance.

4.7 Maximum transversal algorithms

lain S. Duff : CERFACS, TULOUSE, France, RAL, OXFORDSHIRE UK; K. Kaya : CERFACS,
TouLOUSE, France; B. Ucar: CNRSAND ENS LyoN, France

In [ALG49], we report on careful implementations of sevegaaithms for solving the problem of finding
a maximum transversal of a sparse matrix. We analyse theithlge and discuss the design choices. To
the best of our knowledge, this is the most comprehensivepaoson of maximum transversal algorithms
based on augmenting paths. Previous papers with the sae&iobjeither do not have all the algorithms
discussed in this paper or they used non-uniform implentienta from different researchers. We use a
common base to implement all of the algorithms and compagie telative performance on a wide range
of graphs and matrices. We systematize, develop and useak@eas for enhancing performance. One
of these ideas improves the performance of one of the egistigorithms in most cases, sometimes
significantly. So much so that we use this as the eighth dlgorin comparisons.

4.8 Elimination trees for sparse unsymmetric matrices

K. Kaya : CERFACS, ULOUSE, France; B. Ucar : CNRSAND ENS LYON, France

The elimination tree model for sparse unsymmetric matraned an algorithm for constructing it have
been recently proposed [Eisenstat and Liu, SIAM J. MatribalAdppl., 26 (2005) and 29 (2008)]. The
construction algorithm has a worst case time comple&iyan) for ann x n unsymmetric matrix having:
nonzeros. In [ALG63], we propose another algorithm thatdha®rst case time complexity 6¥(m logn).

CERFACS ACTIVITY REPORT 13



DENSE AND SPARSE MATRIX COMPUTATIONS

4.9 Integrated data placement and task assignment

U. V. Catalyiirek : THE OHIO STATE UNIVERSITY, COLUMBUS, USA; K. Kaya : CERFACS, DULOUSE,
France; B. Ucar : CNRSAND ENS LyoON, France

In [ALG2], we consider the problem of optimizing the exeoutiof data intensive scientific workflows in
the Cloud. We address the problem under the following séentine tasks of the workflows communicate
through files ; the output of a task is used by another task @gpan file and if these tasks are assigned on
different execution sites, a file transfer is necessary.otput files are to be stored at a site. Each execution
site is to be assigned a certain percentage of the files aksl tBlsese percentages, called target weights,
are pre-determined and reflect either user preference& @téhage capacity and computing power of the
sites. The aim is to place the data files into and assign tlks tashe execution sites so as to reduce the
cost associated with the file transfers, while complyinchwifite target weights. To do this, we model the
workflow as a hypergraph and with a hypergraph-partitioriaged formulation, we propose a heuristic
which generates data placement and task assignment schiemudtaneously. We report simulation results
on a number of real-life and synthetically generated sifiemtorkflows. Our results show that the proposed
heuristic is fast, and can find mappings and assignmentshwhiduce file transfers, while respecting the
target weights.

4.10 Partitioning problems with complex objectives

K. Kaya : CERFACS, DuLousk France; F-H. Rouet : ENSEEIHT-IRIT, TouLOUSE, France;
B. Ucar: CNRSAND ENS LyoN, France

Hypergraph and graph partitioning tools are used to pantitvork for efficient parallelization of many
sparse matrix computations. Most of the time, the objedtimetion that is reduced by these tools relates
to reducing the communication requirements, and the bedgroonstraints satisfied by these tools relate
to balancing the work or memory requirements. Sometimesptjective sought for having balance is a
complex function of the partition. We describe some impurtdass of parallel sparse matrix computations
that have such balance objectives. For these cases, tleatstate of the art partitioning tools fall short of
being adequate. To the best of our knowledge, there is orihgéesalgorithmic framework in the literature
to address such balance objectives. In this work [ALG8], weppse another algorithmic framework to
tackle complex objectives and experimentally investigiageproposed framework.
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5.1 Parallel aspects of sparse factored approximate inverse

M. Byckling : CERFACSAND INRIA-CERFACS DINT LABORATORY, France

Computation of approximate factors for the inverse coms# an algebraic approach to preconditioning
large and sparse linear systems as described in M. Byckfidgvd Huhtanen, Numerische Mathematik,
vol. 117, (2011). The aim is to combine standard precortitip ideas with sparse approximate
inverse approximation, to have dense approximate invgnsmaimations (implicitly). For optimality, the
approximate factoring problem is associated with a minati@n problem involving two matrix subspaces.
This task can be converted into an eigenvalue problem formkian positive semidefinite operator whose
smallest eigenpairs are of interest. Because of storagecmpllexity constraints, the power method appears
to be the only admissible algorithm for devising sparsesspgerations. A specific focus on parallel aspects
is considered now with application to preconditioning aféfinite problems.

5.2 Two-level preconditioned Krylov subspace methods for
the solution of three-dimensional heterogeneous Helmholtz
problems in seismics.

H. Calandra : TOTAL, CENTRE SCIENTIFIQUE ET TECHNIQUE JEAN FEGER France;
S. Gratton : INPT-IRIT, UNIVERSITY OF TOULOUSE AND ENSEEIHT, France; R. Lago: CERFACS
France; X. Pinel : CERFACS France; X. Vasseur : CERFACS AND HIEPACS PROJECT JOINT
INRIA-CERFACS LABORATORY, France

In [ALG34], we address the solution of three-dimensiondaehegeneous Helmholtz problems discretized
with compact fourth-order finite difference methods withplgation to acoustic waveform inversion
in geophysics. In this setting, the numerical simulationwgfve propagation phenomena requires the
approximate solution of possibly very large linear syst@fsquations. We propose an iterative two-grid
method where the coarse grid problem is solved inexactlyngle cycle of this method is used as a variable
preconditioner for a flexible Krylov subspace method. Nuo@results demonstrate the usefulness of the
algorithm on a realistic threedimensional applicatione Pinoposed numerical method allows us to solve
wave propagation problems with single or multiple souraesat high frequencies on a reasonable number
of cores of a distributed memaory cluster.
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5.3 Flexible variants of block restarted GMRES methods with
application to geophysics.

H. Calandra : TOTAL, CENTRE SCIENTIFIQUE ET TECHNIQUE JEAN FEGER France;
S. Gratton : INPT-IRIT, UNIVERSITY OF TOULOUSE AND ENSEEIHT, France;
J. Langou : UNIVERSITY OF COLORADO DENVER, USA; X. Pinel : CERFACS France;
X. Vasseur: CERFACSAND HIEPACSPROJECT JOINTINRIA-CERFACS LABORATORY, France

In a wide number of applications in computational scienceé a@ngineering the solution of large linear
systems of equations with several right-hand sides givemneg is required. Direct methods based on
Gaussian elimination are known to be especially appeatitigat setting. Nevertheless when the dimension
of the problem is very large, preconditioned block Krylowaep solvers are often considered as the method
of choice. The purpose of this paper is thus to present iteratethods based on block restarted GMRES
that allow variable preconditioning for the solution ofdar systems with multiple right-hand sides. The use
of flexible methods is especially of interest when approxepessibly iterative solvers are considered in the
preconditioning phase. First we introduce a new varianiaglbflexible restarted GMRES that includes a
strategy for detecting when a linear combination of theesysthas approximately converged. This explicit
block size reduction is often called deflation. We analyzenttain properties of this flexible method based
on deflation and notably prove that the Frobenius norm of thekiresidual is always nonincreasing. We
also present a flexible variant based on both deflation andation to especially be used in case of limited
memory. Finally we illustrate the numerical behavior ofghdlexible block methods on large industrial
simulations arising in geophysics, where indefinite linggstems of size up to one billion of unknowns
with multiple right-hand sides have been successfullyesbin a parallel distributed memory environment.
More details can be found in [ALG35].

5.4 A flexible generalized conjugate residual method with inner
orthogonalization and deflated restarting.

L. M. Carvalho : RI0 DE JANEIRO STATE UNIVERSITY, Brazil; S. Gratton : INPT-IRIT, UNIVERSITY
OF ToOULOUSE ANDENSEEIHT, France; R. Lago: CERFACS France; X. Vasseur: CERFACS France

This work is concerned with the development and study of amqmim residual norm subspace method
based on the generalized conjugate residual method witr iarthogonalization (GCRO) method that
allows flexible preconditioning and deflated restartingtf@ solution of nonsymmetric or non-Hermitian
linear systems. First we recall the main features of flexgdaeralized minimum residual with deflated
restarting (FGMRES-DR), a recently proposed algorithmhef $ame family but based on the GMRES
method. Next we introduce the new inner-outer subspace adetlamed FGCRO-DR. A theoretical
comparison of both algorithms is then made in the case ofbilexpreconditioning. It is proved that
FGCRO-DR and FGMRES-DR are algebraically equivalent if Birezarity condition is satisfied. While
being nearly as expensive as FGMRES-DR in terms of computatioperations per cycle, FGCRO-DR
offers the additional advantage to be suitable for the Eolutf sequences of slowly changing linear systems
(where both the matrix and right-hand side can change) ¢ireubspace recycling. Numerical experiments
on the solution of multidimensional elliptic partial difemtial equations show the efficiency of FGCRO-DR
when solving sequences of linear systems. For more detadgALG13].
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5.5 Preconditioners based on strong components.

I. S. Duff : RUTHERFORD APPLETON LABORATORY AND CERFACS UK and France
K. Kaya : CERFACS, TOULOUSE, France

In [ALGA48], we propose an approach for obtaining block dizgoand block triangular preconditioners
that can be used for solving a linear system Ax = b, where A &rgel nonsingular, reah, x n sparse
matrix. The proposed approach uses Tarjan’s algorithm ifmalchically decomposing a digraph into its
strong subgraphs [*A hierarchical clustering algorithnmgsstrong components”, Information Processing
Letters, 14 :26-29, 1982., “An improved algorithm for hiefgical clustering using strong components”,
Information Processing Letters, 17(1) :3741, 1983.]. T® ltlest of our knowledge, this is the first work
that uses this algorithm of Tarjan for preconditioning msgs. We describe the method, analyse its
performance, and compare it with preconditioners from ttezdture such as ILUT and XPABLO and
show that it is better than XPABLO and competitive with ILUGrfmany matrices with the advantage that
a version of our preconditioner is fully parallelizable.

5.6 A FETI-preconditioned conjugate gradient method for large-
scale stochastic finite element problems.

D. Ghosh : INDIAN INSTITUTE OF SCIENCE, India; Ph. Avery : STANFORD UNIVERSITY AND
CERFACS USA and FranceCh. Farhat : STANFORD UNIVERSITY, USA

In the spectral stochastic finite element method for anatyzn uncertain system, the uncertainty is
represented by a set of random variables, and a quantitytefest such as the system response is
considered as a function of these random variables. CoasélgLthe underlying Galerkin projection yields
a block system of deterministic equations where the block&ssparse but coupled. The solution of this
algebraic system of equations becomes rapidly challengimgn the size of the physical system and/or
the level of uncertainty is increased. This paper addresseshallenge by presenting a preconditioned
conjugate gradient method for such block systems whererdmpditioning step is based on the dualprimal
finite element tearing and interconnecting method equippital a Krylov subspace reusage technique
for accelerating the iterative solution of systems with tiplé and repeated right-hand sides. Preliminary
performance results on a Linux Cluster suggest that thegseapsolution method is numerically scalable
and demonstrate its potential for making the uncertaingntjfication of realistic systems tractable. More
information can be found in [ALG19].

5.7 Flexible GMRES with deflated restarting.

L. Giraud : INRIA BORDEAUX SuUD-OUEST, France; S. Gratton : INPT-IRIT, UNIVERSITY OF
TouLOUSE AND ENSEEIHT, France; X. Pinel : CERFACS France; X. Vasseur: CERFACS France

In many situations, it has been observed that significanvergence improvements can be achieved in
preconditioned Krylov subspace methods by enriching thétm some spectral information. On the other
hand, effective preconditioning strategies are oftengiesi where the preconditioner varies from one step
to the next so that a flexible Krylov solver is required. Irsthaper, we present a new numerical technique
for nonsymmetric problems that combines these two featWesillustrate the numerical behavior of the
new solver both on a set of small academic test examples hasweh large industrial simulation arising in
wave propagation simulations. For more information, sdeG20].
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5.8 Block Krylov subspace methods with deflated restarting.

L. Giraud : INRIA BORDEAUX SUD-OUEST AND INRIA-CERFACS DINT LABORATORY, France;
Y.-F. Jing : INRIA BORDEAUX SUD-OUEST AND INRIA-CERFACS DINT LABORATORY, France;
J. Roman: INRIA B ORDEAUX SUD-OUEST AND INRIA-CERFACS DINT LABORATORY, France

We investigate a variant of block-GMRES-DR (R. B. Morgan,pR@Numer. Math., 2005, p. 222-236)
method with inexact breakdowns (M. Rdbland M. Sadkane, Linear Algebra Appl., 2006, p. 265-285)
for systems of linear equations with multiple right-handes. The new method keeps the efficiency of the
block-GMRES-DR method by deflation of the targetted eigkraswhile it uses the technique of the block-
GMRES method with inexact breakdowns to address the isdueakdowns in the block-GMRES method.
Properties of the new harmonic residual vectors as wellgistblationships with the residual vectors from
the minimum residual solutions of the linear equations femwbare investigated. The block Arnoldi-like
recurrence formulae still hold of the block-GMRES methothvimexact breakdowns at each restart when
refined information associated with a prescribed number Im@wnonic Ritz vectors are included. Some
implementation details of the new algorithm are provided #e numerical behavior of the new solver is
studied on a set of examples.

5.9 Nonlinear eigenvalue and frequency response in combustion
problems.

L. Giraud : INRIA BORDEAUX SUD-OUEST AND INRIA-CERFACS DINT LABORATORY, France;
P. Salas: INRIA BORDEAUX SubD-OUEST AND INRIA-CERFACS (INT LABORATORY, France;
X. Vasseur: CERFACSAND INRIA-CERFACS DINT LABORATORY, France

In the framework of an FP7 Marie Curie project (MyPlanet), stedy parallel robust nonlinear quadratic
eigensolvers for the solution of thermoacoustic insttediin industrial gas turbine combustion chambers.
The main numerical kernel is the solution of unsymmetricegalized linear eigenproblems. One of the
objectives of this research activity is to improve the aitpons underlying in the 3D parallel code AVSP,
developed by the CFD team at CERFACS (C. Sensiau, CERFACS ddd@rtation, TH/CFD/08/127,
2008).

Different algorithms for the solution of large-scale complnsymmetric eigenproblems have been studied
and/or developed : methods based on Jacobi-Davidson thgwyi which have shown themselves less
efficient in this context than the methods based on the Airatgbrithm, such as the Implicit Restarted
Arnoldi (IRA) method. The most successful and widely usegdlementation of the the IRA method is the
package ARPACK (R.B. Lehoucq, D.C. Sorensen and C. and \@ldJl, 1998). It has been traditionally
the choice done in AVSP. Improving the numerical perforneamicthis package is a difficult task and today
there is not yet a clear alternative to it. The research wbtkie Phd tries to deal with this challenge in
order to develop an effective method adapted to the confeXy8P.

To do that, we intent to extract information from the solataf the symmetric problem (simulation without
Flame Transfer Function) in order to accelerate the salutfcthe unsymmetric problem (simulation with
FTF). A natural way to exploit this information is the use @ddk-methods. Classically, iterative methods
such as ARPACK starts from a random vector. With block-mestibis possible to start the iterative process
from a block of initial vectors. If this initial vector blockontains usefud priori information, the number
of iterations done before reach a converged solution caedeced. This have been an important axis of
the research work done till now. The first option consistetingflementing a block version of the Implicit
Restarted Arnoldi method (R. Lehoucq and K. Maschhoff, BneMCSP6490297 Argonne National Lab,
1997). The need for a easier way to restart the method hassled the study of a the Krylov—Schur
approach, described by G. W. Stewart in (G.W. Stewart, SIAMdtrix Anal. Appl., p. 601-614, 2001).
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We are currently working on this method and some variatiantha block implementation or its use to
compute the harmonic Ritz vectors (G.W. Stewart, SIAM J.riaknal. Appl., 2002).

This work has been presented in conferences (e.g., P. 8alasaud, J. Muller, G. Staffelbach, T. Poinsot,
"Stability of azimuthal modes in annular combustion charebidNCA, November 2011) and a paper has
been accepted for its publication in the journal of Comlmrstind Flame (CERFACS Technical Report,
TR/CFD/11/35, J.-F. Parmentier, P. Salas, P. Wolf, G. 8ifadich, F. Nicoud and T. Poinsot, "A simple
analytical model to study and control azimuthal instaieiitin annular combustion chambers”).

5.10 Minimizing the backward error in the energy norm with
conjugate gradients.

S. Gratton : INPT-IRIT, UNIVERSITY OF TOULOUSE AND ENSEEIHT, France;
P. Jiranek : TECHNICAL UNIVERSITY OF LIBEREC AND CERFACS Czech Republic and France
X. Vasseur: CERFACS France

In [ALG57], we derive backward error formulas for a lineassym of equations in general norms induced
by given symmetric positive definite matrices and considgpecial case of a backward error induced by
the energy norm when the system matrix is symmetric positefite. We study the convergence of the
conjugate gradient method (CG) with respect to this eneagiWward error. For that purpose we construct a
hypothetical variant of CG called CGBACK which construéts aipproximations that actually minimize the
energy backward error over the associated Krylov subspawtsan therefore be considered as an analog
of the GMBACK/MINPERT algorithms of Kasenally and Simonicie show that the optimal CGBACK
approximation is a scalar multiple of the current CG appration with the coefficient depending only
on the weighting parameters appearing in the definition efldlickward error and on the relative energy
norm of the error of the current CG iterate. In addition whe&h iiakes a moderate progress in terms of the
energy norm of the error then the energy backward errorseoftifvsequent CG approximations start to be
very close to the optimal energy backward errors of CGBACHKragimations. In this way we deduce that
CG approximations almost minimize the energy backwarderro

5.11 Adaptive version of simpler GMRES.

P. Jiranek : TECHNICAL UNIVERSITY OF LIBEREC AND CERFACS Czech Republic and France
M. Rozloznik : ACADEMY OF SCIENCES OF THECZECH REPUBLIC, Czech Republic

In [ALG29], we propose a stable variant of Simpler GMRES bylk&aand Zhou (1994). It is based on
the adaptive choice of the Krylov subspace basis at giveatitm step using the intermediate residual
norm decrease criterion. The new direction vector is chaseim the original implementation of Simpler
GMRES or it is equal the normalized residual vector as in tlRGnethod. We show that such adaptive
strategy leads to a well-conditioned basis of the Krylovspasite and we support our theoretical results with
illustrative numerical examples.
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5.12 A posteriori error estimates including algebraic error and

stopping criteria for iterative solvers.

P. Jiranek : TECHNICAL UNIVERSITY OF LIBEREC AND CERFACS Czech Republic and France
Z. Strakos : ACADEMY OF SCIENCES OF THECZECH REPUBLIC, Czech RepublicM. Vohral ik : UPMC
UNIV. PARIS VI AND CNRS France

For the finite volume discretization of a second-order gtlimodel problem, we derive a posteriori error
estimates which take into account an inexact solution ofgsociated linear algebraic system. We show
that the algebraic error can be bounded by constructing aililrqted RaviartThomasdtelec discrete
vector field whose divergence is given by a proper weightirt@ residual vector. Next, claiming that the
discretization error and the algebraic one should be inngalawe construct stopping criteria for iterative
algebraic solvers. An attention is paid, in particular, He tonjugate gradient method which minimizes
the energy norm of the algebraic error. Using this converidatance, we also prove the efficiency of our
a posteriori estimates; i.e., we show that they also repteséower bound, up to a generic constant, for
the overall energy error. A local version of this result iscastated. This makes our approach suitable for
adaptive mesh refinement which also takes into accountdgie®edic error. Numerical experiments illustrate
the proposed estimates and construction of efficient stgppiiteria for algebraic iterative solvers. For
further details, see [ALG31].

5.13 Estimating the backward error in LSQR.

P. Jiranek : TECHNICAL UNIVERSITY OF LIBEREC AND CERFACS Czech Republic and France
D. Titley-Peloquin : McGILL UNIVERSITY, SCHOOL OF COMPUTER SCIENCE, Canada

In [ALG30], we propose practical stopping criteria for therative solution of sparse linear least squares
(LS) problems. Although we focus our discussion on the étigor LSQR of Paige and Saunders, the ideas
discussed here may also be applicable to other algorithrageWew why the 2-norm of the projection of
the residual vector onto the range of A is a useful measuremfergence, and show how this projection
can be estimated efficiently at every iteration of LSQR. Wsp give practical and cheaply-computable
estimates of the backward error for the LS problem.

5.14 A perturbed two-level preconditioner for the solution of
three-dimensional heterogeneous Helmholtz problems with

applications to geophysics.
X. Pinel : CERFACS France

The topic of [ALG66] is the development of iterative methdaisthe solution of large sparse linear systems
of equations with possibly multiple right-hand sides gietnonce. These methods will be used for a
specific application in geophysics - seismic migration atedl to the simulation of wave propagation in the
subsurface of the Earth. Here the three-dimensional Hdtmbquation written in the frequency domain is
considered. The finite difference discretization of therrf®bltz equation with the Perfect Matched Layer
formulation produces, when high frequencies are consijeaecomplex linear system which is large,
non-symmetric, non-Hermitian, indefinite and sparse. Twaspropose to study preconditioned flexible
Krylov subspace methods, especially minimum residual norathods, to solve this class of problems.
As a preconditioner we consider multi-level techniques esecially focus on a two-level method. This
twolevel preconditioner has shown effcient for two-dimienal applications and the purpose of this thesis
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is to extend this to the challenging three-dimensional CHs#s leads us to propose and analyze a perturbed
two-level preconditioner for a flexible Krylov subspace huat, where Krylov methods are used both as
smoother and as approximate coarse grid solver.
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6 Qualitative Computing

Group member : Francoise Chatelin, CERFACS and UniverEitulouse 1.

The main activity of the unique member in the Qualitative @oiting group in 2010-2011 has been
to continue the exploration of the multiplicative compagtitand presented in the book “Qualitative
Computing : A computational journey into nonlinearity” te lpublished by World Scientific, Singapore
in 2012. This book, written in mathematical language, iswltbe domain omathematical computation
which extendseyond modern calculusndclassical analysisvhen numbers are not restricted to belong
to a commutative field. It describes the dynamics of comfilation, resulting in an endless remorphing
of the computational landscape. Computation weaves a daldapestry always in a state of becoming.
In the process, some meta-principles emerge which guideatienomous evolution of mathematical
computation. These organic principles are essential keymnalyse very large numerical simulations of
unstable phenomena.
High tech industries are in desperate need for adequatettmaksess the validity of simulations produced
by ever faster computers for ever more unstable problemstder to meet these industrial expectations,
the applied mathematicians are facing a formidable chgdlesummarized by the two words 1) nonlinearity
and 2) coupling. The book proposes to explore radically nathgin the unchartered jungle of nonlinear
computation.
— 1) Use hypercomputation guadraticalgebras, rather than the computatiotimnear vector spaces that
is traditional since the early 20th century.
— 2) Complement the classical linear logic (based on theesempuof natural integers) with a complex logic
which expresses the potential of the complex plane for acgatelligence.
The presentation of the technical content is almost eveeysvtkept at an undergraduate level. The
prerequisites are classical calculus, analysis and noaidinear algebra.
The subject of Qualitative Computing covers theoretical practical aspects of nonlinear computation.
Multiplication is the lead actor : multiplication of numisevectors and matrices. The theoretical aspects
which have been chosen for presentation in the book deskyibercomputation over vectors in Dickson
algebras (Chapters 2 to 6, 9 and 11), the theory of Homotopiddlion for matrices (Chapter 7), and
Fourier analysis for complex signals (Chapter 10). As foafbr 8, it addresses more practical aspects.
Inter alia, it clarifies why the scientific computer not onyd most efficient tool to speed-up intractable
computations in every corner of our technological society,also has an epistemological potential which
begs to be put to good use in our attempt to decipher the argaalution of life. Then, the final Chapter 12
concludes with organic intelligence for dicksonian nunslée. vectors in nonassociative algebfas k >
1 of dimensiore”, recursively defined fromi, = R) and wraps up some of the lessons in computation that
were taught in the book. A few of them follow. Numbers needb®tonfined to commutative fields. They
can be vectors or matrices in algebras equipped witbrecommutativenultiplication that is the source of
evolution. And Nature’s computation based on electromtigirdormation coming from physical light can
be paradoxical ! Moreover, the informations processed logpgation inA, £ > 5, cannot have a purely
electromagnetic origin.
The work of the years 2010-2011 is presented in detail in the tichnical reports [ALG41, ALG46,
ALGA45, ALG43, ALG42]. In order to account for the phenomerkmiown as Special Relativity in Physics
and that is found everywhere in Life Sciences, the classiddition of vectors can be generalized to
define arelativistic addition whose departure from commutativity and associativitydastmled by an
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automorphism called relator. This leads to the concept obmgan which broadens for Computation
the classical notion of an additive abelian group in Mathi&reaBy framing an organ into a euclidean
metric space, we obtain a metric cloth which allows us to grenfweavingcomputations. This novel
concept accounts for the emergence of meaning from a riceuaidean geometry. See [ALG46] for more
information. The report [ALG42] shows how Einstein’s ralatic addition (1905) inR? is connected to
and may modify computation in the quaternionic fieldR*. We also indicate that the complex versions of
Einstein’s addition and Poindgls hyperbolic translation (1880, 1907) are identical wiiey are based on
the same reference value. With the choicé ak reference value, they both represent all automorphigms o
the complex unit disk itC™ other than unitary maps.

In addition, some work has been done in 2010 for the book [AL&d additional chapter has been prepared
in 2011 for the republication of "Eigenvalues of Matrice®Viey, 1993) in the SIAM Classics in Applied
Mathematics Series to appear in 2012.
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7.1 A Contribution to the Conditioning of the Total Least-Squares
Problem.

M. Baboulin : UNIVERSITY OF PARIS-SUD AND INRIA, France; S. Gratton : INPT-IRIT, UNIVERSITY
OF TOULOUSE AND ENSEEIHT, France

In [ALG10], we derive closed formulas for the condition nuenlof a linear function of the total least-
squares solution. Given an overdetermined linear systera: b, we show that this condition number can be
computed using the singular values and the right singuletove of[ 4, b] and A. We also provide an upper
bound that requires the computation of the largest and tladleshsingular value df4, b] and the smallest
singular value ofA. In numerical examples, we compare these values and th#imgsforward error
bounds with the error estimates given by Van Huffel and Varadle [The Total Least Squares Problem :
Computational Aspects and Analysis, Frontiers Appl. M&hSIAM, Philadelphia, 1991], and we show
the limitation of the first order approach.

7.2 A retrospective trust-region method for unconstrained
optimization.
F. Bastin : UNIVERSITY OF MONTREAL, Canadg V. Malmedy : FUNDP UNIVERSITY OF NAMUR,

Belgium; M. Mouffe : CERFACS France; Ph. L. Toint : FUNDP UNIVERSITY OF NAMUR, Belgium;
D. Tomanos: FUNDP UNIVERSITY OF NAMUR, Belgium

In [ALG11], we introduce a new trust-region method for unswwained optimization where the radius
update is computed using the model information at the ctiiterate rather than at the preceding one.
The update is then performed according to how well the ctimertlel retrospectively predicts the value of
the objective function at last iterate. Global convergetodirst- and second-order critical points is proved
under classical assumptions and preliminary numericatgx@nts on CUTEr problems indicate that the
new method is very competitive.

7.3 Quasi-Newton methods for solving a two-dimensional acoustic

waveform inversion.
M. Biari : ENSEEIHTAND CERFACS France

We are interested in solving acoustic waveform inversiabjgm with the help of Quasi-Newton methods
with application to geophysics. The theory is reviewed aedacus on the efficient solution of the adjoint
problem with iterative methods. Two-grid methods are itigeged as preconditioner of Krylov subspace
methods, closely following strategies developed for thediproblem in X. Pinel’'s PhD thesis [ALG66].
Two-dimensional academic applications are considere@. Mhster project has been supervised by S.
Gratton and X. Vasseur.
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7.4 Solving a two-dimensional full waveform inversion via global
optimization methods.
Y. Diouane: ENSEEIHTAND CERFACS France

The knowledge of Earth internal structures at differenfex#&s of major interest for economy, humans,
environment and science. Several methods have been dedefop Earth imaging using seismic wave
information (based on a model of the phenomenon propagéyothe Helmholtz equation). The full
waveform inversion attempts to build quantitative higkelation images of the subsurface physical
parameters using the full waveeld, solved as an optimiagtfocedure.

Solving a full waveform inversion problem therefore leadstinimize a cost function corresponding to
the norm of the gap between the observed data taken at thiweepesitions and the data calculated
from an initial model. It should be noted that such optinmiatproblem has a lot of parameters in three
dimensions (i.e the size of the velocity field) which pregamn to use directly global optimization methods.
To overcome this constraint we have first decided to redueeédlocity field so as to be able to construct
another field close to the original one using less paramdbening this internship, we first have tried to
nd the best process to reduce the complexity of the velo@lg fising wavelet transform. Then and during
the optimization stage (solving the inverse problem) weshiged to improve the global convergence of the
algorithm based on an evolutionary strategy (CMA-ES of ldajsThe effectiveness and robustness of the
algorithm have been tested on academic examples. The npasject has been supervised by S. Gratton
and L. N. Vicente.

7.5 The Optimization Test Environment.

F. Domes: UNIVERSITY OF VIENNA, FACULTY OF MATHEMATICS, Austria; M. Fuchs : CERFACS
France; H. Schichl: UNIVERSITY OF VIENNA, FACULTY OF MATHEMATICS, Austria

The TESTENVIRONMENT is an interface to efficiently test different optimizatiomigers. It is designed as

a tool for both developers of solver software and practérsnwho just look for the best solver for their
specific problem class. It enables users to choose and cerdparse solver routines, organize and solve
large test problem sets, select interactively subsetssopteblem sets, perform a statistical analysis of the
results automatically produced as LATEX and PDF output. Tést Environment is free to use for research
purposes. Further information is available in [ALG47]. Mover, the planning for an extension to black
box solvers has been completed and its implementation heedt

7.6 Fastregularized linear sampling for inverse scattering problems

M. B. Fares : CERFACS France; S. Gratton : INPT-IRIT, UNIVERSITY OF TOULOUSE AND
ENSEEIHT, France; Ph. L. Toint : FUNDP UNIVERSITY OF NAMUR, Belgium

In [ALG17], a new numerical procedure is proposed for theonstruction of the shape and volume of
unknown objects from measurements of their radiation inféneield. This procedure is a variant and

the linear sampling method has a very acceptable compn#tioad and is fully automated. It is based

on exploiting an iteratively computed truncated singwalue decomposition and heuristics to extract the
desired signal from the background noise. Its performamcea battery of examples of different types is

shown to be promising.
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7.7 A splitting technique for discrete search based on convex

relaxation.
M. Fuchs : CERFACS France; A. Neumaier : UNIVERSITY OF VIENNA, FACULTY OF MATHEMATICS,
Austria

In mixed integer programming branching methods are a paivend frequently employed tool. In [ALG18]
we present a branching strategy for the case that the integestraints are associated with a finite set of
points in a possibly multidimensional space. We use the keage about this discrete set represented by its
minimum spanning tree and find a splitting based on convexation. Typical applications include design
optimization problems where design points specifying ssveiscrete choices can be considered as such
discrete sets.

7.8 Optimization in latent class analysis.

M. Fuchs : CERFACS France; A. Neumaier : UNIVERSITY OF VIENNA, FACULTY OF MATHEMATICS,
Austria

In latent class analysis (LCA) one seeks a clustering ofgcaiteal data, such as patterns of symptoms of
a patient, in terms of locally independent stochastic m&dBhis leads to practical definitions of criteria,
e.g., whether to include patients in further diagnostia@ixations. The clustering is often determined by
parameters that are estimated by the maximum likelihoodhoaetThe likelihood function in LCA has in
many cases (especially for sparse data sets) a complidaape svith many local extrema, even for small-
scale problems. Hence a global optimization must be atienjr [ALG51] we describe an algorithm and
software for the global optimization of the likelihood fuimn constrained by the requirement of a good fit
of the data with a minimal number of classes. The problenriaftated in the algebraic modeling language
AMPL and solved via state of the art optimization solverse Hpproach is successfully applied to three
real-life problems. Remarkably, the goodness-of-fit a@iist makes one of the three problems identifiable
by eliminating all but one of the local minimizers.

7.9 Preconditioning and globalizing conjugate gradients in dual
space for quadratically penalized nonlinear-least squares

problems.

S. Gratton : INPT-IRIT, UNIVERSITY OF TOULOUSE AND ENSEEIHT, France; S. Giirol : CERFACS
France; Ph. L. Toint : FUNDP UNIVERSITY OF NAMUR, Belgium

When solving nonlinear least-squares problems, it is ofsexfiul to regularize the problem using a quadratic
term, a practice which is especially common in applicatiarising in inverse calculations. A solution
method derived from a trust-region Gauss-Newton algorithranalyzed for such applications, where,
contrary to the standard algorithm, the least-squaresrshlgm solved at each iteration of the method is
rewritten as a quadratic minimization subject to linearadify constraints. This allows the exploitation of
duality properties of the associated linearized problérhss paper considers a recent conjugate-gradient-
like method which performs the quadratic minimization ia thual space and produces, in exact arithmetic,
the same iterates as those produced by a standard congrgalients method in the primal space. This dual
algorithm is computationally interesting whenever the @ision of the dual space is significantly smaller
than that of the primal space, yielding gains in terms of bo#mory usage and computational cost. The
relation between this dual space solver and PSAS (Physpeade Statistical Analysis System), another
well-known dual space technique used in data assimilationlems, is explained. The use of an effective
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preconditioning technique is proposed and refined converybounds derived, which results in a practical
solution method. Finally, stopping rules adequate for attragion solver are proposed in the dual space,
providing iterates that are equivalent to those obtaingt wiSteihaug-Toint truncated conjugate-gradient
method in the primal space. More details can be found in [ARJG5

7.10 On the accuracy of the Karlson-Wal@&n's estimate of the

backward error for linear least squares problems.

S. Gratton: INPT-IRIT, UNIVERSITY OF TOULOUSE ANDENSEEIHT, France; P. Jiranek: CERFACS
France; D. Titley-Peloquin : UNIVERSITY OF OXFORD, UK

In [ALG56], we consider the backward error associated withiveen approximate solution of a linear
least squares problem. The backward error can be very expeonscompute, as it involves the minimal
singular value of certain matrix that depends on the proldlata and the approximate solution. An estimate
based on a regularized projection of the residual vectobbaga proposed in the literature and analyzed by
several authors. Although numerical experiments in tleeditire suggest that it is a reliable estimate of the
backward error for any given approximate LS solution, tedat satisfactory explanation for this behavior
had been found. We derive new bounds which confirm this exparial observation.

7.11 A reduced and limited-memory preconditioned approach for

the 4D-Var data-assimilation problem.

S. Gratton : INPT-IRIT, UNIVERSITY OF TOULOUSE AND ENSEEIHT, France; P. Laloyaux: FUNDP
UNIVERSITY OF NAMUR, Belgium; A. Sartenaer : FUNDP UNIVERSITY OF NAMUR, Belgium;
J. Tshimanga: INPT-ENSEEIHTAND IRIT, France

In [ALG22], we recall a theoretical analysis of the equivale between the Kalman filter and the four-
dimensional variational (4D-Var) approach to solve dagsiailation problems. This result is then extended
to cover the comparison of the singular evolutive extendatinan (SEEK) filter with a reduced variant
of the 4D-Var algorithm. We next concentrate on the solutbthe 4D-Var, which is usually computed
with a (truncated) GaussNewton algorithm using a prec@rditi conjugate-gradient-like (CG) method.
Motivated by the equivalence of the above-mentioned algms, we explore techniques used in the SEEK
filter and based on empirical orthogonal functions (EOFsarasttempt to accelerate the GaussNewton
method further. This leads to the development of an appatgrstarting point for the CG method,
together with that of a powerful limited-memory preconaliter (LMP), as shown by preliminary numerical
experiments performed on a shallow-water model.

7.12 Numerical experience with a recursive trust-region method for

multilevel nonlinear optimization.

S. Gratton : INPT-IRIT, France; M. Mouffe : CERFACS France; A. Sartenaer: FUNDP UNIVERSITY
OF NAMUR, Belgium; Ph. L. Toint : FUNDP UNIVERSITY OF NAMUR, Belgium; D. Tomanos: FUNDP
UNIVERSITY OF NAMUR, Belgium

In [ALG24], we consider an implementation of the recursivaltifevel trust-region algorithm proposed
by Gratton et al. (A recursive trust-region method in infinitorm for bound-constrained nonlinear
optimization, IMA J. Numer. Anal. 28(4) (2008), pp. 827-86dr bound-constrained nonlinear problems,
and provide numerical experience on multilevel test pnoisle A suitable choice of the algorithm’s
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parameters is identified on these problems, yielding afaatery compromise between reliability and
efficiency. The resulting default algorithm is then complangth alternative optimization techniques such
as mesh refinement and direct solution of the fine-level prablt is also shown that its behaviour is similar
to that of multigrid algorithms for linear systems.

7.13 Stopping rules and backward error analysis for bound-
constrained optimization.

S. Gratton : INPT-IRIT, UNIVERSITY OF TOULOUSE AND ENSEEIHT, France;
M. Mouffe : CERFACS France; Ph. L. Toint : FUNDP UNIVERSITY OF NAMUR, Belgium

In [ALG23], termination criteria for the iterative soluticof bound-constrained optimization problems are
examined in the light of backward error analysis. It is shahat the problem of determining a suitable
perturbation on the problem’s data corresponding to thenitiefa of the backward error is analytically
solvable under mild assumptions. Moreover, a link betwegstiag termination criteria and this solution is
clarified, indicating that some standard measures of alitjcmay be interpreted in the sense of backward
error analysis. The backward error problem is finally coasgd from the multicriteria optimization point
of view and some numerical illustration is provided.

7.14 On a class of limited memory preconditioners for large scale
linear systems with multiple right-hand sides.

S. Gratton: INPT-IRIT, UNIVERSITY OF TOULOUSE ANDENSEEIHT, France; A. Sartenaer: FUNDP
UNIVERSITY OF NAMUR, Belgium; J. Tshimanga: INPT-ENSEEIHTAND IRIT, France

This work studies a class of limited memory preconditior{&ldPs) for solving linear (positive-definite)
systems of equations with multiple right-hand sides. Weppse a class of (LMPs), whose construction
requires a small number of linearly independent vectorgerAdxploring the theoretical properties of the
preconditioners, we focus on three particular membersctsgdd MP, quasi-Newton-LMP, and Ritz-LMP.
We show that the first two are well known, while the third is n&umerical tests indicate that the Ritz-
LMP is efficient on a real-life nonlinear optimization prebt arising in a data assimilation system for
oceanography. For more information, see [ALG25].

7.15 Approximate invariant subspaces and quasi-Newton
optimization methods.
S. Gratton : INPT-IRIT, France; Ph. L. Toint : FUNDP UNIVERSITY OF NAMUR, Belgium

In [ALG21], new approximate secant equations are shown solrdrom the knowledge of (problem
dependent) invariant subspace information, which in tunggests improvements in quasi-Newton
methods for unconstrained minimization. A new limited-neeyBroyden-Fletcher-Goldfarb-Shanno using
approximate secant equations is then derived and its eagimgrbehaviour illustrated on a small collection
of multilevel optimization examples. The smoothing prdigesr of this algorithm are considered next, and
automatic generation of approximate eigenvalue inforomadiemonstrated. The use of this information for
improving algorithmic performance is finally investigatenl the same multilevel examples.
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7.16 An active set trust-region method for derivative-free nonlinear
bound-constrained optimization.

S. Gratton : INPT-IRIT, UNIVERSITY OF TOULOUSE AND ENSEEIHT, France; Ph. L. Toint : FUNDP
UNIVERSITY OF NAMUR, Belgium; A. Tr ¢ltzsch: CERFACS France

In [ALG59], we consider an implementation of a recursive mldohsed active-set trust-region method
for solving bound-constrained nonlinear non-convex ojatittion problems without derivatives using
the technique of self-correcting geometry proposed by Ke8therg and Ph. L. Toint [Self-correcting
geometry in model-based algorithms for derivative-freeamstrained optimization. SIAM Journal on
Optimization, 20(6) :3512-3532, 2010]. Considering anvaeset method in bound-constrained model-
based optimization creates the opportunity of saving atanbal amount of function evaluations. It
allows us to maintain much smaller interpolation sets wpiteceeding optimization in lower-dimensional
subspaces. The resulting algorithm is shown to be numBricainpetitive.

7.17 A hybrid optimization algorithm for gradient-based and
derivative-free optimization.

S. Gratton : INPT-IRIT, UNIVERSITY OF TOULOUSE AND ENSEEIHT, France; Ph. L. Toint : FUNDP
UNIVERSITY OF NAMUR, Belgium; A. Tr ¢ltzsch: CERFACS France

A known drawback of derivative-free optimization (DFO) imeds is the difficulty to cope with higher
dimensional problems. When the problem dimension exceeelw #ehs of variables, a pure DFO method
becomes rather expensive in terms of number of functionuatians. For this reason, using gradient
information, if accessible, is highly useful in the contektefficient optimization in practice (even if it
is expected to be noisy). This applies especially when wagriith real-life applications as in aerodynamic
shape optimization. It is well known that when the gradisiiriown, the L-BFGS method is a very efficient
method for solving bound-constrained optimization pratde Coming back to the derivation of the BFGS
method, it is possible to see it as a way to correct the Hesefanmation using the so-called secant
equation information. We would like to generate a set of Hesspdates, that would generalize the L-
BFGS approach to situations where the function or the gnadiee approximated. We propose a family
of algorithms that will both contain the derivative-freepapach and the L-BFGS method, and that would
therefore be able to optimally take into account the errauaing in the cost function or gradient of the
problem.

7.18 How much gradient noise does a gradient-based linesearch

method tolerate ?

S. Gratton : INPT-IRIT, UNIVERSITY OF TOULOUSE AND ENSEEIHT, France; Ph. L. Toint : FUNDP
UNIVERSITY OF NAMUR, Belgium; A. Tr dltzsch: CERFACS France

Among numerical methods for smooth unconstrained optitiszagradient-based linesearch methods, like
guasi-Newton methods, may work quite well even in the preserfirelatively high amplitude noise in the
gradient of the objective function. We present some pragsean the amplitude of this noise which ensure
a descent direction for such a method. Exploiting this bouwedalso discuss conditions under which global
convergence can be guaranteed. More details can be fouAd @59].
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7.19 Inexact range-space Krylov solvers for linear systems arising

from inverse problems.

S. Gratton : INPT-IRIT, UNIVERSITY OF TOULOUSE AND ENSEEIHT, France; J. Tshimanga: INPT-
ENSEEIHTAND IRIT, France; Ph. L. Toint : FUNDP UNIVERSITY OF NAMUR, Belgium

The object of our work in [ALG26] is twofold. Firstly, ranggpace variants of standard Krylov iterative
solvers are introduced for unsymmetric and symmetric lisgatems. These are characterized by possibly
much lower storage and computational costs than theirspidlee counterparts, which is crucial in data
assimilation applications and other inverse problemsofdly, it is shown that the computational cost may
be further reduced by using inexact matrix-vector produdtsmal error bounds are derived on the size
of the residuals obtained under two different accuracy risoded it is shown why a model controlling
forward error on the product result is often preferable te oantrolling backward error on the operator.
Numerical examples finally illustrate the developed cotsapd methods.

7.20 An observation-space formulation of variational assimilation

using a restricted preconditioned conjugate gradient algorithm.

S. Gratton : INPT-IRIT, UNIVERSITY OF TOULOUSE AND ENSEEIHT, France; J. Tshimanga: INPT-
ENSEEIHTAND IRIT, France

In [ALG53], we consider parameters estimation problem®living a set of m physical observations,
where an unknown vector of n parameters is defined as themohfta nonlinear least-squares problem.
We assume that the problem is regularized by a quadratidtgegeem. When solution techniques based
on successive linearization are considered, as in therimemtal four-dimensional variational (4D-Var)
techniques for data assimilation, a sequence of lineaesysivith particular structure has to be solved.
We exhibit a subspace of dimension m that contains the soluif these linear systems, and derive a
variant of the conjugate gradient algorithm that is moreciffit in terms of memory and computational
costs than its standard form, whenis smaller tham. The new algorithm, which we call the Restricted
Preconditioned Conjugate Gradient (RPCG), can be viewad afternative to the so-called Physical-space
Statistical Analysis System (PSAS) algorithm, which istheo approach to solve the linear problem. In
addition, we show that the non-monotone and somehow chiaetiavior of PSAS algorithm when viewed
in the model space, experimentally reported by some autbansbe fully suppressed in RPCG.

Moreover, since preconditioning and reorthogonalizatbresiduals vectors are often used in practice to
accelerate convergence in high dimension data assinmijatie show how to reformulate these techniques
within subspaces of dimensian in RPCG. Numerical experiments are reported, on an idehlizta
assimilation system based on the heat equation, that glshow the effectiveness of our algorithm for
large scale problems.

7.21 The exact condition number of the truncated singular value

solution of a linear ill-posed problem.

S. Gratton : INPT-IRIT, UNIVERSITY OF TOULOUSE AND ENSEEIHT, France; J. Tshimanga: INPT-
ENSEEIHTAND IRIT, France

The main result in [ALG54] is the investigation of an expliekpression of the condition number of the
truncated least squares solutiondf = b. The result is derived using the notion of thezEet derivative
together with the product norifiaA, 8b]|| , with o, 3 > 0, for the data space and the 2-norm for the
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solution. We also derive a lower and an upper bounds to eithe condition number for the general
case. Finally, we carry out numerical experiments and coenpar results with respect to a finite difference
approach.

7.22 Variable neighborhood search for robust optimization and
applications to aerodynamics.

A. Mucherino : CERFACS France; M. Fuchs : CERFACS France; S. Gratton : INPT-IRIT, France;
X. Vasseur: CERFACS France

Many real-life applications lead to the definition of robugitimization problems where the objective

function is a black box. This may be due, for example, to thot thaat the objective function is evaluated

through computer simulations, and that some parameterarax@rtain. When this is the case, existing
algorithms for optimization are not able to provide gooaify solutions in general. We propose a heuristic
algorithm for solving black box robust optimization profle based on the minimax formulation of the

problem. We also apply this algorithm for the solution of aagvshape optimization where the objective
function is a computationally expensive black box. Pratiany computational experiments are reported.
For further information we report the reader to [ALG65].

7.23 Grace-derived surface mass anomalies by energy integral
approach. Application to continental hydrology.

G. Ramillien : GRGS, DTP, CNRS, UMR 5562, OMMFrance; R. Biancale: GRGS, CNES, OMP
France; S. Gratton : INPT-IRIT, France; X. Vasseur: CERFACS France; S. Bourgogne: NOVELTIS,
France

In [ALG32], we propose an unconstrained approach to receegional time-variations of surface mass
anomalies using Level-1 Gravity Recovery and Climate Expent (GRACE) orbit observations, for
reaching spatial resolutions of a few hundreds of kilongeteotential differences between the twin GRACE
vehicles are determined along short satellite tracks ugiegenergy integral method (i.e., integration of
orbit parameters vs. time) in a quasi-inertial terrestreference frame. Potential differences residuals
corresponding mainly to changes in continental hydrolagytlaen obtained after removing the gravitational
effects of the known geophysical phenomena that are mal@ystatic part of the Earth's gravity field
and time-varying contributions to gravity (Sun, Moon, @& atmosphere, ocean, tides, variations of
Earths rotation axis) through ad hoc models. Regional senfaass anomalies are restored from potential
difference anomalies of 10 to 30-day orbits onto 1 degredimemtal grids by regularization techniques
based on singular value decomposition. Error budget aisahgs been made by considering the important
effects of spectrum truncation, the time length of obséowafor spatial coverage of the data to invert) and
for different levels of noise.
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7.24 An active-set trust-region method for derivative-free nonlinear
bound-constrained optimization applied to noisy aerodynamic

design problems.
A. Trdltzsch: CERFACS France

Derivative-free optimization (DFO) has enjoyed renewddri@st over the past years, mostly motivated by
the ever growing need to solve optimization problems defimedunctions whose values are computed
by simulation (e.g. engineering design, medical imageoratibn or groundwater supply). In the last few
years, a number of derivative-free optimization methodeHhseen developed and especially model-based
trust-region methods have been shown to perform well. Bittiésis, we present a new interpolation-based
trust-region algorithm which shows to be efficient and glybeonvergent (in the sense that its convergence
is guaranteed to a stationary point from arbitrary stangtioignts). The new algorithm relies on the technique
of self-correcting geometry proposed by Scheinberg andtT&ielf-correcting geometry in model-based
algorithms for derivative-free unconstrained optimiaati SIAM Journal on Optimization, 20(6) :3512-
3532, 2010]. In their theory, they advanced the understanali the role of geometry in model-based DFO
methods, in our work, we improve the efficiency of their mettvehile maintaining its good theoretical
convergence properties. We further examine the influenadiffgrent types of interpolation models on
the performance of the new algorithm. Furthermore, we @ddrhis method to handle bound constraints
by applying an active-set strategy. Considering an acétemethod in bound-constrained model-based
optimization creates the opportunity of saving a substhiatinount of function evaluations. It allows to
maintain smaller interpolation sets while proceeding rofation in lower dimensional subspaces. The
resulting algorithm is shown to be numerically highly coritpee. We present results on a test set of smooth
problems from the CUTEr collection and compare to well-knastate-of-the-art packages from different
classes of DFO methods. To report numerical experimentsfiocating noise, we create a test set of noisy
problems by adding perturbations to the set of smooth pnafl&he choice of noisy problems was guided
by a desire to mimic simulation-based optimization proldeRinally, we will present results on a real-life
application of a wing-shape design problem provided by éstb-or more details, see [ALG67].
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8.1 Conferences, seminars, and meetings attended by members of the
Parallel Algorithms Project

January

Seminar on Numerical Analysis and Winter School SNA'10, 8léirady, Czech Republic. 18-22 January
2010. P. IRANEK, A posteriori estimates and stopping criteria for iteratis@vers contributed talk.

March
4th International Workshop on Reliable Engineering Conmuu{REC), Singapore, 3-5 March 2010. M.
FucHs, Simulation based uncertainty handling with polyhedraluclg contributed talk.

16th Math. Programming Meeting, Blankenberge, Belgiumrdlall-12, 2010. A. ROLTzZSCH, A
recursive model-based trust-region method for derivatiee bound-constrained optimizatiorontributed
talk.

GAMM’10 Conference, Karlsruhe, Germany, 22-26 March 2020 FucHs, Cloud Based Robust Design
Optimization minisymposia organizer.

SANUM, Stellenbosch, South Africa. 27-30 March 2010. 1.SJAB, The solution of really large linear
systems arising from discretizations of three-dimendipr@blems invited talk.

April

CPSWEEK 2010 Workshop, Stockholm, Sweden, April 12-16, 2(M0 FucHs, Higher dimensional
uncertainty modeling with polyhedral cloudsvited talk.

MUMPS User Group Meeting, Toulouse, April 16, 2010 XA36EUR Null space computation of sparse
singular matrices with MUMPSnvited talk.

May

Il Workshop G-HPC 2010 : High Performance Computing Apgtions, Vigo, Spain, 21 May 2010.
I.S. DUFF, The solution of really large linear systems arising froracdétizations of three-dimensional
problems, invited talk.
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June

3rd "Scheduling in Aussois” Workshop, Aussois, Francegl2yd, 2010. K. KayA, attendee.

The 16th Conference of the International Linear Algebrai@gqILAS), Pisa, Italy, June 21-25, 2010. P.
BoiTo, attendee.

9th International Conference on Unconventional CompomatiTokyo, Japan, June 21-25, 2010. F.
CHATELIN, A computational journey into nonlinearitinvited speaker.

PMAA10 - 6th International Workshop on Parallel Matrix Adgthms and Applications, Basel,
Switzerland, June 29 - July 02, 2010. RAadO, Solution of three-dimensional heterogeneous Helmholtz
problems in geophysigsontributed talk.

July

ICCOPT 2010, The International Conference on Continuouin@gation, Winter School, Santiago, Chile,
28 July 2010. A. ROLTzSCH, An active-set trust-region method for derivative-free lim@ar bound-
constrained optimizatigrcontributed talk.

August

TOGO10, Global Optimization Workshop, Toulouse, Franckst3August - 3rd September, 2010. M.
FucHs, The Optimization Test Environmegbntributed talk.

September

2nd IMA Conference on Numerical Linear Algebra and Optirtieg University of Birmingham,
UK, 13-15 September 2010. S.U@oL, Nonlinear least-squares problem minimization using sabsp
preconditioners with an application to data assimilati@ontributed talk.

EMG 2010, European Multi-Grid Conference, Isola d’Ischialy, 19-23 September, 2010. X.INEL,
Analysis of a perturbed two-grid preconditioner for indé@gnthree-dimensional Helmholtz problems
contributed talk.

CNMAC 2010. XXXIII Congresso Nacional de Matematica Aplieae Comptacional, Aguas de Lindoia,
SP, Brazil. 20-23 September 2010, RAado, Augmentation and Truncation for Iterative Methods
contributed talk.

CNMAC 2010. XXXIll Congresso Nacional de Matematica Aplieee Comptacional, Aguas de Lindoia,
SP, Brazil. 20-23 September 2010, |.Sui, Solving really large sparse linear problems from a range of
applications invited talk.

October

CSDM 2010 Conference, Paris, France, October 27-29, 2010F0tHS, Discrete search in design
optimization contributed talk.
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December

IEEE BIBM 2010, International Conference on Bioinformat& Biomedicine, Hong-Kong, December 18-
21, 2010. A. MUCHERINO, On the Solution of Molecular Distance Geometry Problemh iterval Datg
contributed talk.

January

The Second International Conference on Numerical anafysisOptimization. Sultan Qaboos University,
Muscat, Oman. 3-6 January 2011. |.Su¥, The use of direct methods in the solution of sparse linear
equations from optimization and other applicatiomsjted talk.

February

Ateliers de Moglisation de I'Atmosphre, Toulouse, 8-10&frier 2011, X. WSSEUR Architectures
massivement paralles : quelques questions algorithmiques ouveitedted seminar.

March
ROADEF 2011, Saint-Etienne, France, March 2-4, 2011. AI¥EERINO, The Discretizable Molecular
Distance Geometry Problem : from Ideal to Real Instancestributed talk.

Laboratoire Jean Kutzmann, Grenoble, 31 mars 2011.FA\TGON, Méthodes d’optimisation duales pour
I'assimilation de donées de grande tailleénvited seminar.

April

17th Belgian mathematical programming meeting, La Rochéwglenne, Belgium, April 7-8, 2011. S.
GURoOL, Preconditioning Krylov subspace methods in dual space t@deatically penalized nonlinear-
least squares problencontributed talk.

May

Optimization Days, Montreal, Canada, 2-4 May 2011. McHs, Simulated Polyhedral Clouds in Robust
Optimization contributed talk.

SEA11 - International Symposium on Experimental AlgorithnCrete, Greece, May 5-7, 2011.
A. MUCHERINOG, Influence of Pruning Devices on the Solution of Moleculat&lise Geometry Problems
contributed talk.

SIAM Conference on optimization, Darmstadt, Germany, M&19, 2011. S. GATTON, Preconditioning
and Globalizing Conjugate Gradients in Dual Space for Qudidally Penalized Nonlinear-Least Squares
Problems contributed talk.
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SIAM Conference on optimization, Darmstadt, Germany, Ma&1®, 2011. A. ROLTzZSCH, An
Active Set Trust-region Method for Derivative-Free Noaéin Bound-Constrained Optimizatipmvited
minisymposium.

SIAM Conference on optimization, Darmstadt, Germany, M&19, 2011. M. BCHS, Uncertainty
Modeling for Robust Optimizatigrontributed talk.

Preconditioning 2011 International Conference on Preitimmihg Techniques for Scientific and Industrial
Applications, Bordeaux, France, May 16-18, 2011. Md&LING, Numerical experiments on a Factored
Approximate Inverse Preconditionarontributed talk.

Preconditioning 2011 International Conference on Preitimmihg Techniques for Scientific and
Industrial Applications, Bordeaux, France, May 16-18, ROK. KAYA, Preconditioners based on Strong
Componentscontributed talk.

Preconditioning 2011 International Conference on Preitimmihg Techniques for Scientific and Industrial
Applications, Bordeaux, France, May 16-18, 2011. Yas¢eUR A Multigrid Method for the Solution of
Linear Systems with Multiple Right-Hand Sidesntributed talk.

CSC11 - The SIAM Workshop on Combinatorial Scientific Conipgit Darmstadt, Germany, May 16-19,
2011. 1.S. uFr, On Hypergraph Partitioning based Sparse Matrix Orderiogntributed talk.

CSC11 - The SIAM Workshop on Combinatorial Scientific Conipyit Darmstadt, Germany, May 16-19,
2011. I.S. DuFF, Preconditioners based on Strong Compongtdsitributed talk.

NWC'11 Second international workshop - New Worlds of Comfiata2011, LIFO, University of O#ans,
France, May 2324, 2011. F.HATELIN, The legacy of Fourier, Poincér and Einstein about Relative
Computationinvited seminar.

4th "Scheduling in Aussois” Workshop, Aussois, France, M2/ - June 1st, 2011. K. KA, On
Constructing Elimination Trees for Sparse Unsymmetricridat contributed talk.

June

INRIA Summer School - Toward petaflop numerical simulatianparallel hybrid architectures, Sophia
Antipolis, France, June 6-10, 2011. MYBKLING, attendee.

LSSC11 - 8th International Conference on Large-Scale 8fie@omputations, Sozopol, Bulgaria, June
6-10, 2011. A. MUCHERINO, Variable Neighborhood Search for Robust Optimization apgli&ations to
Aerodynamicscontributed talk.

Symposium on Eigenvalues, Model Order Reduction and TragtdRs in celebration of Danny Sorensen'’s
65th birthday, Reno, Nevada, USA. 11 June 2011. |.8rB)Partitioning Strategies for the Block Cimmino
algorithm,invited talk.

Householder Symposium XVIII, Tahoe City, California, UAS. June 12-17, 2011. P.IRANEK, A
Posteriori Error Estimates Including Algebraic Error anddpping Criteria for Iterative Solvergoster.

CTW11 - 10th Cologne-Twente Workshop on Graphs and Combimht©ptimization, Frascati, Rome,
Italy, June 14-16, 2011. A. MCHERINO, Sparsifying Distance Matrices for Protein-Protein Sturet
Alignments& Branch-and-Prune Trees with Bounded Widtiks.
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July

WCGOL11 - The Second World Congress on Global Optimizatiomigilieering & Science, Crete, Greece,
July 3-7, 2011.A. MUICHERINO, The Discrete Side of Distance GeometndExploiting NMR Information
for Solving Distance Geometry Problentalks.

Universidad Tecnica Federico Santa Maria, ValparaisoleCbiuly 16-24, 2011. A. MCHERINO

Optimization 2011 Conference, Lisboa, Portugal, July 2Z42011. S. ®ATTON, An Active Set Trust-
region Method for Derivative-Free Nonlinear Bound-Coastied Optimizationcontributed talk.

Minisymposium MS201 : The Linear Algebra of Optimizatiorrg@nizers : Michael Friedlander and Chen
Greif. Invited minisymposium speaker. ICIAM 2011, Vancety\Canada. 17-22 July, 2011. |.SUEF, The
use of direct methods in the solution of sparse linear eguatfor constrained optimization

August

COCOA11 - 5th Annual International Conference on CombinakdOptimization and Applications,
Zhangjiajie, China, August 4-6, 2011. A. W¢HERINO, On the Number of Solutions of the Discretizable
Molecular Distance Geometry Probletalk.

COPPE, Federal University of Rio de Janeiro, Brazil, Augli6t29, 2011. A. MUICHERINO, The
Discretizable Molecular Distance Geometry Problenvited talk.

HPSS 2011, EuroPar 2011, Bordeaux, 29 August 2011. [L&F[European Exascale Software Initiative :
Numerical Libraries, Solvers and Algorithms

September

Tedx Session, Budapest, Hungary, September 23, 2018 &T&L IN, Mathematics of Lifeinvited seminar.

ESF OPTPDE Workshop, Fast solvers for simulation, inversamd control of wave propagation problems,
University of Wuerzburg, Germany, September 26-28, 2011VXSSEUR An Approximate Two-Level
Preconditioner Combined with flexible Krylov Subspace Me¢hfor the Solution of Heterogeneous
Helmholtz Problems on Massively Parallel Computers

October

The Ninth International Workshop on Adjoint Model Appligais in Dynamic Meteorology, Cefalu, Sicily,
Italy, October 10-14, 2011. S. {&®oL, Preconditioning of conjugate-gradients in observatiomep for
4D-VAR contributed talk.

RTRA-STAE Fall meeting, Toulouse, October 18, 2011. KAGIoN, L'assimilation de donees : une
approche @rérique pour la modlisation des sysmes complexemvited seminar.

Large-Scale Inverse Problems and Applications in the E2etbinces, Workshop at RICAM, Linz, Austria,
October 25, 2011. S. @ATTON, Dual methods for data assimilation in Geosciendasited seminar.
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10th Mathias Seminar, Workshop organized by TOTAL, PanianEe. 28-29 October 2011. SR&TTON,
Globally convergent evolution strategies and CMA-ESited talk.

November

Groupe de travail MIP at Univ. Paul Sabatier - Institut de Mabatiques, Toulouse, November 22, 2011.
A. TROLTZSCH An active-set trust-region method for bound-constrainedlinear optimization without
derivatives applied to noisy aerodynamic design problémvited seminar.

8.2 Conferences and seminars organized by the Parallel Algorithms
Project

February

Advanced Methods and perspectives in nonlinear optindaatnd control (RTRA workshop) 3-5 February
2010 at ENSIACET, Toulouse, France.

June

Sparse Days Meeting at CERFACS 15-17 June 2010 at CERFAC®uB®, France.

September

Sparse Days Meeting at CERFACS 6-7 September 2011 at CERFAQ®uUse, France.

8.3 Internal seminars organized within the Parallel Algorithms
Project

May

A perturbed two-level preconditioner for the solution ofetrdimensional heterogeneous Helmholtz
problems with applications to geophysidglay 18, 2010. Ph.D. thesis defense. XNBL.

June

The Discretizable molecular distance geometry probldmme 24, 2010. A. MCHERINO.

July
Further Optimization Interactions with Experts (FOIE) TyJ2010 at CERFACS, Toulouse, France.
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September

Multigrid preconditioning strategies for the Helmholtzuegion, September 14, 2010. S.AL ACHLAN.
On the future of the HPC : How to think Exascale ? How the HPC roamity addresses this challenge,
which direction they propose Beptember 15, 2010. A.AHDAR.

December
An introduction to quantum graphs and their applicatioidecember 9, 2010. M. RIOLI.

January

Preconditioning for standard and two-sided Krylov subspaethods.January 13, 2011. M. BCKLING.
Application of inverse problems and optimization techeigin aerospace problemslanuary 19, 2011.
S. ALESTRA AND V. SRITHAMMAVANH .

February

A pressure-enthalpy coupling algorithm for CFD using AMGstdve mixed elliptic-hyperbolic systems.
February 10, 2011. M. #ANS.

March

Energy preserving POD based ROMdarch 23, 2011. M. AMDAOUI .

Domain decomposition for Total Variation MinimizatipMarch 28, 2011. A. BNGER.

April

Optimization of noisy computer experiments using GaugziacessesApril 7, 2011. V. RCHENY.
Parallel Reduction to tri/bi-diagonal forms for symmetegigenvalue problems using fine-grained and
memory-aware kernelg\pril 7, 2011. A. HAIDAR.

May

An adaptive finite element methodlid-TV-based image denoisinglay 5, 2011. M. RNCON-CAMACHO.

June

An active-set trust-region method for bound-constrainedinear optimization without derivatives applied
to noisy aerodynamic design problemiune 7, 2011. Ph.D. thesis defense. ROLTZSCH.

December

A stochastic inverse problem : identification of a distribntof a random variable under performance
constraints, December 15, 2011. A. ADAR.
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O Publications

9.1 Books

[ALG1] F. Chatelin, (2011)Spectral approximation of linear operatQrSIAM Classics in Applied Mathematics, 65,
SIAM.

9.2 Conference Proceedings

[ALG2] U. V. Catalylirek, K. Kaya, and B. Ugar, (2011), Integrated data placemehtask assignment for scientific
workflows in clouds, IrProc. DIDC 2011, a workshop of HPDC 201%an Jose, California, 45-51.

[ALG3] F. Chatelin, (2010), A computational journey into nonlinearity,Unconventional Computation 2010, 9th
International Conference, UC 2010, Tokyo, Japan, June 21-2H) ZRroceedings

[ALG4] F. Chatelin, (2011), On the legacy of Euler, Fourier, Poidcand Einstein about Computation,Niew Worlds
of Computation 2011, NWC 2011, @ans, May 23-24, 2011, Proceedings

[ALG5] F. Domes, M. Fuchs, and H. Schichl, (2010), The Optimizati@stTEnvironment, IrProceedings of the
Toulouse Global Optimization Workshop (TOG®ulouse, France, 39-42.

[ALG6] M. Fuchs and A. Neumaier, (2010), Discrete search in desigtimization, InProceedings of the First
International Conference on Complex Systems Design & Managem8BiN; Paris, France, 113-122.

[ALG7] M. Fuchs, (2010), Simulation based uncertainty handling with petiral clouds, IrProceedings of the 4th
International Workshop on Reliable Engineering Computing (RBG)gapore, 526-535.

[ALGS8] F.-H.R. K. Kaya and B. Ugar, (2011), On partitioning prafigwith complex objectives, IRroc. HPSS 2011,
a workshop of Euro-Par 201 Bordeaux, France.

9.3 Journal Publications

[ALGY] P. Amestoy, |. Duff, A. Guermouche, and T. Slavova, (@D1Analysis of the solution phase of a parallel
multifrontal approachParallel Computing36, 3—15. Preliminary version available as CERFACS Technical Report
TR/PA/08/82.

[ALG10] M. Baboulin and S. Gratton, (2011), A contribution to the conditignof the total least-squares problem,
SIAM Journal on Matrix Analysis and Applicatiqrg?, 685-699.

[ALG11] F. Bastin, V. Malmedy, M. Mouffe, P. L. Toint, and D. Tomaq2010), A Retrospective Trust-Region
Method for Unconstrained OptimizatioRlathematical Programmingl23 395-418.

[ALG12] C. Calude and F. Chatelin, (2010), A dialogue about Qualita@ienputing,Bulletin of EATCS (European
Association for Theoretical Computer Sciendd)l, 29-41. Preliminary version available as CERFACS Technical
Report TR/PA/10/37.

[ALG13] L. Carvalho, S. Gratton, R. Lago, and X. Vasseur, (20Aljlexible Generalized Conjugate Residual Method
with Inner Orthogonalization and Deflated Restart®@BAM Journal on Matrix Analysis and Applicatiqré?, 1212—
1235. Preliminary version available as CERFACS Technical ReportA7TROPLO.

[ALG14] F. Chatelin, (2010), Numerical information processing urttle global rule expressed by the Euler-Riemann
¢ function defined in the complex plan€haos, Focus issue : intrinsic and designed computation : information
processing in dynamical systen2€. Preliminary version available as CERFACS Technical Report TR/PA%10/4
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[ALG15] I. Duff and D. Mijuca, (2011), On accurate and time efficiesmtiution of primal-mixed finite element
equations in multiscale solid mechanitsternational Journal for Numerical Methods in Biomedical Engineering
27. Preliminary version available as CERFACS Technical Report TR/PAT09/6

[ALG16] I. S. Duff and B. Ugar, (2010), On the Block TriangularrRoof Symmetric MatricesSIAM Review52,
455-470. Preliminary version available as CERFACS Technical R&BJRA/09/57.

[ALG17] M. B. Fares, S. Gratton, and P. L. Toint, (2011), Fast fageed linear sampling for inverse scattering
problemsNumerical Linear Algebra and Application$8, 95-112.

[ALG18] M. Fuchs and A. Neumaier, (2010), A splitting technique forcdite search based on convex relaxation,
Journal of Uncertain Systems, Special Issue on Global Optimizatioimdeitigent Algorithm 4, 14-21. Preliminary
version available as CERFACS Technical Report TR/PA/10/5.

[ALG19] D. Ghosh, P. Avery, and C. Farhat, (2010), A FETI-mneditioned conjugate gradient method for large-scale
stochastic finite element problemist. J. Numerical Methods in Engineering0, 914-931. Preliminary version
available as CERFACS Technical Report TR/PA/09/52.

[ALG20] L. Giraud, S. Gratton, X. Pinel, and X. Vasseur, (2010) xfk GMRES with Deflated RestartinGIAM
Journal on Scientific Computin@®2, 1858-1878. Preliminary version available as CERFACS TechnicabiRep
TR/PA/09/111.

[ALG21] S. Gratton and P. L. Toint, (2010), Approximate InvariantbSpaces and Quasi-Newton Optimization
Methods,Optimization Methods and Softwagb, 507-529. Preliminary version available as CERFACS Technical
Report TR/PA/09/165.

[ALG22] S. Gratton, P. Laloyaux, A. Sartenaer, and J. Tshimang@ll), A reduced and limited-memory
preconditioned approach for the 4D-Var data-assimilation prob@uayterly Journal of the Royal Meteorological
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1 Overview presentation

The main expertise of thélectromagnetic and acoustieam concerns the numerical solution of problems
related to the wave propagations. We study the scatteririgneFharmonic electromagnetic and acoustic
waves. But the transient regime in the case of electromagged elastodynamic waves propagation is also
analyzed.

In 3D electromagnetism, our efforts are focused essentiallintegral equations method. First we have
developed well-conditioned and accurate integral eqoatiethods, which are implemented in the CESC
code (CERFACS Electromagnetism Solver Code) . This workoigedin collaboration with ONERA.
And this activity is part of a ANR project ARTHEMIS (in partrehip with ONERA and Polytechnique).
Secondly, specific attention is led to the multipole aldoritin the case of low frequency or when the mesh
is very refined.

A more recent activity concerns the numerical simulatioa@dustic scattering in presence of an arbitrary
mean flow : the method couples continuous and discontinuoite flements with Perfectly Matched
Layers. Two different approaches have been constructednaplémented. Several boundary conditions
are analyzed. This activity is part of the ANR project AERQS0n partnership with EADS and with
POEMS and LAUM laboratories).

Our team has also produced, in collaboration with the INRIaj&t DEFI, some contributions in the
domain of electromagnetic imaging by the Linear Samplingthdd (LSM). In partnership with the
CERFACS Algo team, a very fast solution algorithm has beereldped and tested. Some theoretical
aspects are currently studied, which could help to imagétieeior of the scatterer.

Finally, the team contributes to the development of a higleobiscontinuous Galerkin scheme for transient
Maxwell's equations, including local time-stepping andgpiitive refinement strategy. This approach is
implemented in the ONERA code.

CERFACS ACTIVITY REPORT 47



2 Integral equations for electromagnetism
scattering

2.1 Numerical simulation of a reflectarray antenna.
A. Bendali, F. Collino and M. Fares

The object of this study was to explore some modeling teatesdor an efficient numerical simulation
of reflectarray antenna. A reflectarray antenna is a skeve fgrating of shallow rectangular waveguides
enlighten by a small horn antenna. A electronic device msiach waveguide is designed to set up a phase
shift locally for the reflected field. In this way, the diremtiof the main lobe of the antenna can be modified
electronically without any mechanical move of the emittoleyice. We developed an impedance model
based on an unimodal propagation in each cell taking intowattcthe complicate phase shift process. All
the remaining parts of the radiating system are dealt wiitthgus direct numerical simulation approach. We
derived a formulation of the problem in terms of a system tddnal equations next discretized by means
of the method of moments. We showed that this formulatiowiges a reliable method for computing the
field radiated by the antenna. Moreover, it is well-adaptadpfoviding a fast method for computing the
variation in the direction of the main lobe resulting from adification of the phase shift on each cell.
The numerical method has been implemented within the CEFFFAIEctromagnetic Solver Code (CESC).
Computed radiation pattern for a reflectarray designed by-T8IES showed an excellent agreement with
experiments hence validating the accuracy of the appraadegicted in figure 2.2 and figure 2.3.

2.2 Extension to non-conforming meshes and stabilization of the
combined current and charge integral equation.

A. Bendali, F. Collino, M. Fares and B. Steif

An important issue in industrial applications in electrgmatism requiring the solution of a large
scale boundary integral equation concerns the possilafitysing meshes on different zones obtained
independently each from the other, which thus do not compti the usual matching requirement of
finite element approximations. By bringing out some mathérabproperties of the Combined Current and
Charge Integral Equation (shortly C3IE) introduced by Task and YI-Oijala [2] when it is posed on a
surface without geometrical singularities, we establistit this equation can be solved by a Boundary
Element Method (BEM) that requires no interelement coritynurhis property is crucial when using
meshes on different parts of the surface obtained indepéigdeach from the other. We showed how the
C3IE can be implemented by slightly modifying a usual BEMcelemagnetic solver code and that the
numerical behavior of this method is very similar to the ustambined Field Integral Equation (CFIE)
when dealing with smooth surfaces. The extension to singelametries showed that acute dihedral angles
can lead to inaccuracies in the results. By considering adiweensional version of the formulation, we have
brought out that the wrong results are due to spurious asicitls concentrating around the singular points
of the geometry. Noticing that the system linking the curimd the charge is a saddle-point problem, we
have adapted a general procedure used for stabilizing timemcal approximation of mixed formulations
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as the Stokes system [1], consisting here in augmentingai@gimation of the charge. This stabilization
procedure, when coupled with a refinement of the mesh in tbeimpity of the geometrical singularities,
obtained by a simple subdivision of the triangles, greatiuces the effect of the spurious oscillations. This
topic is the subject of Steif's PhD thesis which is plannetdgalefended before June 2012.

[1] F. Brezzi and M. Fortin, (1991.Mixed and Hybrid Finite Element MethogdSpringer-Verlag.

[2] M. Taskinen and P. Y. Oijala, (2000), Current and Charge l@iegguation FormulationEEE Transactions on
Antennas and Propagatiob4,1, 58—67.

2.3 Model reduction for acoustic multi-perforated walls in aircraft
engines.

A. Bendali, M. Fares, S. Laurens and S. Tordeux

To prevent them from being destroyed, the walls of the cotmruschambers of aircraft engines are
protected by injection of relatively cool air through a réggarray of sub-millimeter holes. The designers of
these engines are also faced with combustion instabititiego excessive levels of noise which can destroy
the engine. The properties of sound attenuation by peddnatlls are reinforced when they are crossed by
a bias flow. An additional advantage of cooling the walls indeeto avoid combustion instabilities due to
the acoustics. Predicting these effects is of paramoumnitapce in the process of developing new engines
thus inducing a crucial need in numerical simulation. Hosvethe submillimeter size and the number of
perforations make prohibitive an approach by a direct nisaksimulation which must be preceded by a
model reduction. An example of such a perforated wall isctepliin figure 2.7.

A prohibitive discretization at the level of the perforatgocan be avoided by using a reduced model
that brings about the effect of perforations by means arcéffe condition on the plate whose effective
numerical simulation is thus affordable. These model reédas depend strongly on the porosity of the
plate, defined as the open to total area ratio. Less than &fdiosity of the walls is considered as low.
Usual walls involved in aircraft engines are of about 2% giyo The model reductions for a low porosity
plate are based on the calculation of the Rayleigh condtycti¥ an isolated perforation. This conductivity
is defined as the ratio of the volume flux to the pressure adiesgperforation. This approach has a
significant advantage : it makes it possible to couple thegops governing the propagation of acoustic
waves outside a boundary layer near the plate with modelswEftaking into account the dissipation by
viscosity at the perforations.

The models are developed assuming that the size of the apeaftihe perforation are small compared
with the wavelength and that they constitute an infinite dpyeriodic array. A systematic study, based
on the availability in CERFACS of codes tailored to take adage of massively parallel plateformes was
conducted to accurately bring out the effect of the size efdhifices and the finite size of the lattice
perforations. Figure 2.10, plotting the reflection coeéfitifor an infinite array of perforations, shows an
agreement of the model with a direct simulation yielding enereless than 1%. The same simulation, but
this once for a finite size array shown in figure 2.8, yielde@waor of about 10% as reported in Figure 2.9.
Several studies were also conducted in this framework. Aemgdt to give a mathematical justification
to these models, based on intuitive approximations, leti¢acbnstruction of second-order conditions for
approximating the acoustic field. Figure 2.10 depictestirovement gained by using these second-order
conditions.

Some progresses have been also done in another directierthitkness of the plate is usually taken into
account by adding an inertial mass impedance term to theeRgwtonductivity of the plate assued to be
infinitely thin. This inertial impedance was formely detémed by means of an intuitive reasoning only.
A rigorous mathematical justification to these calculagionade it possible to obtain it for an inclined
perforation, which is the actual shape involved in realiatrcraft engines. This is an unprecedented result
since no determination, even intuitive, was formely a\#ddan this case.
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[3] A. Bendali, M. Fares, A. Tizaoui, and S. Tordeux, (2012), Mattlasymptotic expansions of the eigenvalues of a
3-D boundary-value problem relative to two cavities linked by a hole oflsize, ommunications in Computational
Physics11 (2), 456-471.

[4] A. Bendali, A. Huard, A. Tizaoui, S. Tordeux, and J. P. Vila, (2DQAsymptotic expansions of the eigenvalues
of a 2-D boundary-value problem relative to two cavities linked by a holsnwdll size,C. R. Acad. Sci. Paris,
Mathmatiques347, 1147-1152.

2.4 Electromagnetic imaging by the Linear Sampling Method
A.-S. Bonnet-Ben Dhia, F. Collino, A. Cossaeiand M. Fares

The theory of inverse scattering for acoustic and electgmatic waves, is an active area of research
with significant developments in the past few years. Invereblems consist in getting informations on a
physical object from measurement data. More specificdltyjiverse scattering problem is the problem of
finding characteristics of an unknown object referred tocastsrer (location, shape, material properties,...)
from measurement data of acoustic or electromagnetic wesadtered by this object. The question is not
only to detect objects like radar and sonar can do, but algtetdify them.

Inverse problems are not easy to solve since they belonget@ldss of ill-posed problems as defined
by Hadamard. Indeed, a solution may not exist but even if thés case, the solution does not depend
continuously on the data. Such problems require the useofagsation schemes to be solved numerically.
The Linear Sampling Method is a technique which aims at rettooting the shape of a scatterer from
multi-static electromagnetic data at a given frequency :sitatterer, which may be a perfectly conducting
body as well as a penetrable heterogeneity, is illuminagelgaomonic plane waves in (almost) all possible
directions and the resulting far-fields are recorded iniediafions. These data are used to build the so-called
LSM matrix whose (pseudo) inversion allows to discriminagéween sampling points inside or outside the
scatterer.

Our recent contributions on this topic concern on one hagdrihmic aspects : in collaboration with the
ALGO team, a new approach has been developed leading toificighacceleration of the whole imaging
process. On the other hand, the aim of the thesis of Anne @o&se (October 2008 - December 2011),
under the supervision of Houssem Haddar (INRIA projecta®EFI), is to investigate the potential interest
of the so-called interior transmission frequencies in otdénage the interior of a penetrable scatterer and
to answer some open problems on this subject.

2.5 Fast solution algorithm : the SVD-tall

In the classical approach, a system involving the LSM mdieg to be inverted for each sampling point
(and in practice, a large number of sampling points is reguio get an accurate image). This system being
ill-posed, a Tikhonov-Morozov regularization technigseused, which is quite costly since a full-SVD of
the matrix is achieved and the Tikhonov regularization peat@r has to be determined, using the Morozov
discrepancy principle, for each sampling point.

The new approach that we have developed in collaboratidnSviGratton and P. Toint is both simpler and
faster. The main point is that imaging the scatterer doegewptire the knowledge of the solution of the
LSM system, but only the knowledge of whether this systemdndsas not a (pseudo) solution. This can
be achieved by a fully iterative algorithm : a small numbeledif singular vectors associated to the smallest
singular values are first approximated (by the classicalgpanethod) ; then the orthogonality of the RHS
to these vectors is simply tested. Let us emphasize thatfewjeft singular vectors are needed thanks to
the presence of noise in the data and in the discretized topeiraa typical application with 2252 incident
directions and 125000 sampling points, a speed-up factsd if obtained [EMA15].
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2.6 The interior transmission eigenvalue problem

The Linear Sampling Method fails to image a penetrable sattfor some exceptional frequencies, for
which the LSM operator is not injective. These frequencis loe characterized as eigenvalues of a non-
standard problem set inside the scatterer, referred initdy@ture as the interior transmission problem.
These eigenvalues are directly related to the constitptivperties of the scatterer and they could be used
to deduce from multi-frequency data some knowledge on tmstitution.

The study of transmission eigenvalues is closely linkechtogtudy of the interior transmission problem
which has been a subject of great interest in scatteringyhfeo the past few years. This is due to the
fact that transmission eigenvalues can give informatiotherproperties of an obstacle, for instance on the
index of refraction or if it contains a cavity or a crack. Théerrior transmission problem is defined by :

curlcurlE — k2NE =0in D (2.1)

curl curl Eg — k*Eo = 0in D (2.2)
vXE—-vxEy=00n9dD (2.3)
vXxcurlE — v x curlEg =0 0ndD (2.4)

and transmission eigenvalues are value &r which the interior transmission problem has a nonttivia
solution. Although theoretical results about existencerafismission eigenvalues and the fact that they
form a discrete set has been proven in many articles, a fearpapnsider the computation of transmission
eigenvalues for general geometry and even less in elecgoatias.

The method we shall use here is based on the CESC code deselbpphe CERFACS which combines
integral equations and finite elements. It first consistsxpressing the solutiondE, E) of the previous
interior transmission problem with integral equationseitihe boundary conditions (2.3) and (2.4) lead
to solve a system of the for#, X = 0 whereX = ]\{[ with J = —v x curl E andM = v x E.
Transmission eigenvalues are valuescdbr which 0 is an engenvalue &f;,. The main difficulty is that
the operatorZ;, is compact and therefore 0 is an accumulation point of itereiglues. As a consequence,
the real eigenvalue 0 is “lost” numerically in the accumiolatregion. To get around this difficulty, we
use a preconditioneB), to shift the accumulation to 1 and we solve the generalizgdreialue problem
Zr X = ABiX. We shall discuss proper choices of the operatpr

Another way to compute the transmission eigenvalues is ¢ofaisfield data and the Linear Sampling
Method. The Linear Sampling Method is based on solving apdfied far field equation using Tikhonov
regularization. This method is usually used to determitla¢eshape of an obstacle. However, it can be
shown that wherk is a transmission eigenvalue for a sampling pairé D the norm of the regularized
solution to the far field equation cannot be bounded as thenpeter tends to zero. Thus this property
provides us another method to find transmission eigenvasi¢ise location of the peaks on the plot of the
regularized solution’s norm againkt Figures 2.11 and 2.12 demonstrate the concordance of shéise
provided by both methods.
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2.7 lterative solution of electromagnetic scattering
F. Collino, F. Millot and S. Pernet

Numerical solutions of problems related to the time-harimacattering are computed by using integral

equation methods. The fast mutipole method allows us tarmBtautions of large size problems with for

instance more than several millions of unknowns. We haveded our efforts in several items.

— Inorder to increase the capacity of our code to solve vegglaize problems, specific analysis of memory
storage is investigated [EMA25].

— For iterative solution, the number of iterations is dikgdinked to the condition number. We develop
well-conditioned integral equations in presence of dieledodies.

— The techniques of a posteriori error analysis and adaptatiethods for the integral equations are
investigated. In the 2D case, a posteriori error indicaaoesbuilt and first results are very promising.

— It is well known that the algorithm of the fast mutipole madhfails when the frequency decreases or
when the mesh is very refined. Analysis of specific cases Bstigated. We want to build a original
method working at all frequencies and with all mesh steps.

2.7.1 A Generalized Combined Source Integral Equation for tansmission
problems

The success of FMM revealed a new limiting factor : the caanihg of linear systems. Indeed, due
to the size of problems, one must use iterative solvers wieffeetiveness depends crucially on the
condition number of the linear systems to solve. Unfortalyathe main drawback of integral equations
is the bad condition number of the linear system obtaineah fiteeir discretization. This implies important
computational costs when an iterative solution is useds fhenomena grows with the physical complexity
and in particular, it becomes very problematic in the contextransmission problems. So the subject
of preconditioning is at the heart of many researches. Naysdthe best approach to address this
problem is the pseudodifferential calculus. Indeed, @tto the classical algebraic approach, it allows to
construct either the preconditioners based on paramettach contain physical informations (frequency
dependence) or either new integral equations which argaibtuvell-conditioned (no preconditionner is
needed). This kind of techniques has proven their supgrioni their algebraic counterpart. We investigate
this technique since some years. In particular, the resbitsined for the impedance problems are very
impressive [EMADB]. During the last two years, in collabdavatwith David Levadoux, we have proposed a
new integral equation for the transmission problem [EMABEKAS5]. These works are continuing in the
project ARTHEMIS funded by the ANR (2011-2015).

In the following, we present a comparison of this new forrtiala with the well-known PMCHWT
formulation [5]. The configuration chosen is a dielectrienahd which is a relevant test-case in
electromagnetism because of the presence of a tip. Thagdésrsisow the relevance of our approach.

Influence of the mesh step size

GCSIE formulation PMCHWT formulation with SPAI preconditioner
k )\TLO Niter

4.715 | 14 | 23 L 2 | Mier

4.715 | 28 | 27 4715 | 14 | 40

4715 | 28 | 100(0.01)
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Influence of the frequency

GCSIE formulation PMCHWT formulation with SPAI preconditioner
k )\TLO Niter
4715 | 14 | 23 k 22 | niter
9.43 14 | 60 4.715 | 14 | 40
18.85 | 14 | 115 943 | 14 | 115
18.85 | 14 | 300(0.002)

[5] B.H. Jung and T.K. Sarkar and Y.S. Churgsurvey of various frequency domain integral equations
for the analysis of scattering from three-dimensional eligilic objets PIER, 36 :193-246,2002.

2.7.2 A posteriori error analysis for integral equations

In the field of electromagnetism, acoustics or elastodyngihe ability of the methods of integral
equations to solve large problems raised by the applicdtasibeen widely proven. They are both less
costly in degrees of freedom and less dispersive than methased on the discretization of the entire
domain (finite element method, finite difference method scdintinuous Galerkin method). In comparison
with the finite element methods, integral methods remainffitsently popularized and they are generally
used by experienced specialists. We believe that one oftikdes to wider use of these methods is the
lack of automatic tools, to ensure the accuracy of the coetpablution. Indeed, the techniques of an a
posteriori error analysis and the adaptive methods arestinum-existent in the field of integral equations.
Nevertheless, there are some theoretical results [6, T}iskahe possibility of constructing a posteriori
error indicators for the integral formulations but thestnesators do not seem to have been tried in practice.
This is especially true in the fields of electromagnetism acmlustics for which we did not have find any
result in the literature. The main technical difficultiesderive an a posteriori error indicator for integral
equations are the nonlocal character of operators andrigalarity of the Green kernel.

In 2011, we began this subject by a first trainee period [EMAG&7/&vhich we studied the possibility to
use an a posteriori error indicator based on averaging igobs for the 2D acoustic problem. This first
results are promising (see Fig. 2.15). In particular, thegoéide mesh refinement algorithm obtained allows
to obtain the best rate of convergence of the numerical ndet¥teen a singularity occurs. Moreover, the
CPU time spent to obtain an accurate solution decreases.

As perspective, a project in collaboration with CNRS, EAN&-IMACS and THALES was submitted to
the call for project MN of the ANR.

[6] C. CARSTENSEN and D. PRAETORIUS. Averaging techniquedlfie a posteriori bem error control
for a hypersingular integral equation in two dimension&\NlJ.SCI. COMPUT.,29 :782, 2007.

[7] C. CARSTENSEN and D. PRAETORIUS. Averaging techniquastifie a posteriori error control in
nite element and boundary element analysis. SIAM J.SCI. 0¥, 2006.
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FIG. 2.1: Reflectarray part of the TSA-CNES antenna at 9.65 Gtimding 12 x 24 cells.

™

Fic. 2.2: Computed and measured radiation
pattern when the main lobe is in the normal
direction.

FiG. 2.3;: Computed and measured modification
of the main lobe resulting from a suitable data set
of the impedance cells.

Mesh Size 10 ptsA 20 ptsA 40 ptsA

C3IE 6.4
R-C3IE 4.7
S-C3IE 0.7
RS-C3IE 0.6

14 13
1.9 -
0.6 0.5
0.1 -

TAB. 2.1: Error in dB on the RCS for various versions of the C3IBIEC: plain C3IE, R-C3IE : C3IE with
refined mesh around the sharp edges, S-C3IE : Stabilized, BBEC3IE : Stabilized C3IE with refined

mesh around the sharp edges.
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FIG. 2.4: Bistatic pattern of a rectangular brick
obtained by solving the C3IE on usual and refined

meshes and the CFIE on a very refined mesh.
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Fic. 2.5:
C3IE.

20 40 60 80 100 120 140 160 180
Observation angle in degrees

Bistatic pattern obtained by the RS-

FiG. 2.6: A view of the refined mesh around the sharp edges of thmey.

FiGg. 2.7: View of a multi-perforated wall of the combustion chHzem of an aircraft engine (Courtesy of

SNECMA).
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FIG. 2.8: Finite size array of perforations.

—+— Analytical Solution
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FiG. 2.9: Reflection coefficient corresponding to

the finite size array.
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FiG. 2.11: Homogeneous sphere of radius 1 and
index of refractiom = 4.
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FiG. 2.10: Reflection coefficient corresponding
to the infinite array.
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FiG. 2.12: SphereD of radius 1 and index of
refractionn = 4 containing a cavityD,, a sphere
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FiG. 2.13: Almond geometry.
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FiG. 2.14: Radar Cross Section of the dielectric almorg = 4, £ = 28m~! and 200000 degrees of
freedom
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3 Discontinuous Galerkin methods for
time domain problems

3.1 A posteriori analysis for Maxwell equations

S. Pernet

The discontinuous Galerkin methods have become a clasemdbr the simulation of wave propagation
in heterogeneous media and complex domains. The EMA teamtnilmates to the development of a high
order Discontinuous Galerkin scheme for transient MaxXa/elfjuations in collaboration with the French
Aerospace Lab (ONERA).

Today, the a posteriori error analysis and automatic mesiptation have become important tools in
numerical analysis of partial differential equations (ADEdeed, the quality of the solution is closely
related to the quality of the mesh used. The automatic mesbtation has clearly proven its effectiveness.
This technique allows to significantly reduce the compatsi cost (by reducing the number of degrees
of freedom) and to achieve a numerical solution with the edretccuracy. The quality of the solution is
evaluated by using an a posteriori error estimator. Theldpugent of such tools remains a challenge in
many situations. In particular, few results exist for thasptime adaptivity. This is especially true for
Maxwell's equations for which there are only results in tregfiency domain.

In the REI "Recherche exploratoire et Innovation” projedGBTOP funding by the DGA (Direction
Gérérale de I’Armement), we have initiated a research on thigaten of a posteriori error estimates in the
frame of the time domain Maxwell equations. In the first timve,have proposed a reliable and an efficient
a posteriori error indicator (in sense of the a posteriawreanalysis) of residual type in order to control
the space discretization error for the energy norm. Thetoaeton is based on a reconstruction technique
[8] which reduces the a posteriori error analysis to a "mamgpte” intermediate stationary problem. This
reconstructed problem is based on the projector used teeddre optimal a priori error estimate of our
scheme. One advantage of this type of estimator is the lovpaotational cost. However, such an estimate
involves many constants (not explicit) that can induce aipastic indicator. That is why, in a second step,
we proposed estimators which do not involve undeterminedtemts. For that, we inspired of the approach
established in [9, 10] : first, we give abstract error este@sathich are independent of the numerical scheme
used to obtain the approximate solution. These estimagesghide the construction of explicit estimators
which are then scheme dependent. These are local recdiwirtechniques which allow to obtain efficient
error indicators.

[8] Ch. Makridakis and R. Nochetté&/liptic reconstruction and a posteriori error estimates parabolic
problems SIAM J. Numer. Anal. 41 (2003), no. 4, 1585-1594.

[9] A. Ern, A. F. Stephansen, M. Vohralikuaranteed and Robust discontinuous Galerkin a posteriori
error estimates for convection-diffusion-reaction perl J. Comput. Appl. Math., 234, 114-130
(2010).

[10] M. Vohralik, A posteriori error estimates for lowest-order mixed finilersent discretizations of
convection-diffusion-reaction equatiqQqrf&AM J. Numer. Anal. 45 (2007), 1570-1599.

[11] S. PernetRapport d’avancement TO +6 pour ladhe 2 du projet DIGATOP : Mise au point d’'un
estimateur a posteriori pour FEMGIOCR-EMA-09-134, 2009.
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3.2 Space-time refinement for elastodynamic equation
Y. Dudouit, L. Giraud, F. Millot and S. Pernet

The numerical simulation of the propagation of seismic 8aig a central concern for the seismic
exploration. An important research activity is focused onlifig fast and accurate numerical methods to
solve the elastodynamic equation. In particular, the gnwlaitic of the software optimization by reducing
the computational costs is crucial to our research.

For the solution of the elastodynamic equation on meshek loital refinements, we are currently
collaborating with Total to design a parallel implemerdatof a local time refinement technigque on top
of a discontinuous Galerkin space discretization. Thigfdechnique enables to manage non-conforming
meshes suited to deal with multiblock approaches that capghe locally refined regions. This work is
developed in the framework of Yohann Dudouit PhD thesis. fwsre prototype is currently developed to
address these simulations.

CERFACS ACTIVITY REPORT 61



4  Finite element simulation of acoustic
scattering in a subsonic flow

4.1 A full coupling between acoustics and hydrodynamics
A.-S. Bonnet-Ben Dhia, F. Millot, S. Pernet and E. Peynaud

We focus now our attention on the acoustic scattering in a@ib flow. Our objective is to develop a
numerical method to solve linearized problem in time-harimoegime in an unbounded domain and in a
quite general case, in the sense that the geometry anddretbé mean flow can be complex. Contrary to
the classical case when the fluid is at rest, the obtainedgurois now vectorial since the presence of the
mean flow generally couples two different phenomena : a@gopstipagation and convection of vortices.
Up to our knowledge, only the potential case, which leads ktebnholtz like scalar equation has been
completely handled. But it is only available in specific casehen the flow and also the source are
irrotational. This means that there is no coupling betwessustic and hydrodynamic pertubations. For
more general cases for instance for an arbritrary flow, tbblpm is much more difficult to solve. Generally,
it is modeling by using the Linearized Euler equations whasknowns are the perturbation of velocity
and of pressurg. An alternative is to consider a less well-known equatioltedathe Galbrun Equation
where the unknown is the Lagrangian displacemeniThese two approaches are equivalent and the
classical quantities andp can be easily recovered from Although the second is less usual, it has several
advantages : in particular, it allows a very simple treatneéthe boundary conditions, which are generally
expressed with respect to the displacement (see paragr@ph 4

One difficulty is that a direct discretization of Galbrun atjan by a Galerkin finite element method does
not work, due to the lack of coerciveness. We have proposedite an augmented equation by adding a
term relative to a new unknow. This term corresponds to the hydrodynamic phenomena asttagned

by solving a time-harmonic advection equation. Firstly, veee focused on this time-harmonic advection
equation [EMA25]. We have proved the well posedness of ttoslpm for a class of flows which fill the
bounded domain [12]. Two different approachs have beeriestud solve this kind of equation. The first
method is a finite element method based on a finite elementothéthsed on a least-squares formulation.
The second approach is a Discontinuous Galerkin (DG) mdttsjdvhich turns out to be well-suited for
advection equations as it naturally takes into accountriresport phenomenon. The analysis of these two
approaches which can be found in [EMA23], has led us to chttes®G approach.

Secondly, we come back to the coupled system where the umeargw, . For that, we use the Lagrange
Finite Element for the displacememtand a Discontinuous Galerkin scheme for the new unkngwwhen

the flow and the source are irrotational,the potential apgitccan be done and is implemented. And the
results obtained form the Galbrun coupled system are cadpaith those obtained from the potential
method ( see Fig. 4.2 in a complex flow).

4.2 Treatment of the lined walls

A.-S. Bonnet-Ben Dhia, F. Millot, S. Pernet and E. Peynaud
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FiG. 4.1: Mean flow.
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FIG. 4.2: Real part the components of Euler velocity ( on lefaated form the Galbrun system, on right
with the potential approach.
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One main advantage of the Galbrun’s model is that the unkniswwell adapted to write boundary
conditions. Indeed boundary conditions are naturally exped with the displacement rather the pressure or
the velocity. In particular, in presence of lined walls stsimple to write a condition on the displacement,
defined bydivu = ikZu whereZ is the dimensionless impedance. Now , in this case, the mowtll-
posedness is not straightforward with this boundary canditven if the flow is uniform. Some work has
been done in order to clarify this situation. We have progaseother boundary condition depending on a
small parametefi. We have proved that in this case, the new problem is wekkgh@nd wherg tends to
zero, the boundary condition tends to the condition of limedls. Numerical results are in progress [see
Figure 4.3).

Result

i

FiG. 4.3: Real part of the displacement component for a value

[12] P. AzerAD, Analyse deséquations de Navier-Stokes en bassin peu profond etéggidtion de
transportThese de I'Universé de Neuchtel (Suisse), 1996.

[13] P.B. BocHEV AND M.D. GUNZBURGER, Least-Squares Finite Element Methp8pringer, Applied
Mathematical Sciences, Vol. 166.

[14] A. S. Bonnet-Ben Dhia, E. M. Duclairoir, G. Legendre ahd-. Mercier, “Time-harmonic acoustic
propagation in the presence of a shear flow”, J. of Comp. amd Kath., 2007.

[15] A. ERN AND J.-L. GUERMOND, Theory and Practice of Finite ElementSpringer, Applied
Mathematical Sciences, Vol. 159.

4.3 A new model called the Goldstein-Visser model

Let us come back to the potential case. Contrary to the Galtase, only a scalar equation has to be solved,
which is very attractive. But this potential equation isyoatailable in specific case in particular when the
flow is irrotational, so when the coupling between acoustid hydrodynamic effects are neglected. We
have extended this approach in more general cases. We hgpespd to write an augmented equation
by introducing a new variablgé. This latter is directly linked to the vorticity of the flow drfor example

is equal to zero when the flow is irrotational. Again, thisigble is obtained through a time harmonic
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advection equation. Remark that this equation is very aintd that obtained in the Galbrun system . So we
obtain a coupled system where there are a scalar unknowrothatjal¢ and a vector unknowg. So we
use the Lagrange Finite Elements for the displacememtd a Discontinuous Galerkin scheme for the new
unknown¢. This approach is implemented and first results are obtdsemiFig. 4.4.

FIG. 4.4: Real part the components of the Euler velocity ( on défiained form the potential approach
system, at middle form the new model, on right with the Galtsystem.

4.4 Domain Decomposition Method

The Galbrun or Golstein-Visser models used to compute the tiarmonic acoustic perturbations in the
mean flow yield indefinite linear systems after discretatiindeed, the principal part of the operators
are Helmholtz type. This drawback comes problematic whertemtive solver is used to invert the
system because the convergence of the method is very slamtypes of approaches exist to circumvent
this. First, a preconditioning technique can be used. Uafately, for the Helmholtz-like equations, the
construction of an efficient algebraic preconditioner if ah open problem. An other approach is the
Domain Decomposition Method (DDM) [EMA19]. This approackows to replace the solution of the
entire problem by the solution of a succession of smallebleras which can be solved by using a direct
solver. The effectiveness of the method depends on thee&lobiappropriate transmission conditions. For
the Helmholtz equation, the good conditions have been gexghby Bruno Despres in his Phd thesis. We
extended the DDM proposed in [16] for acoustic problems @spnce of a mean flow. In particular, by using
the Lorentz transformation, we have proposed efficienstrassion conditions [EMA19] which allows to
obtain a convergent method by using an algorithm based ooabiJaethod (see Fig. 4.5 and 4.6 ) . These
first results are very encouraging.

[16] Francis Collino, Souad Ghanemi, Patrick Jdypmaine decomposition method for harmonic wave
propagation : a general presentatiori999.
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FiG. 4.6: DDM solution for a non uniform mean flow
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1 Introduction

Data assimilation is a strong research theme at CERFACSGL@BC team is developping links between
numerous applications, such as oceanography or hydrotogl/theoretical progresses, such as the one
developed in the ALGO team. Applications of data assimilatio atmospheric chemistry, developed by
the PAE team, are also reported in this chapter. This is Als@ase for applications to the modelling of
forest fire, performed in collaboration with the CFD teamwadl as applications to nuclear core modelling,
performed in collaboration with EDF, a CERFACS partner. Tdilowing research actions are reported in
the chapter :

Data assimilation for oceanography

Data assimilation for atmospheric chemistry
Data assimilation for hydraulics and hydrology
Data assimilation for forest fire

Data assimilation with EDF neutronic models

o~ w NP

During the 2010-2011 period, there has been as strong ooiibn between the oceanography and
atmospheric chemistry research axes, through the joirgldpment of data assimilation methods (3D-
FGAT and 4D-Var) based on the modeling of the background®with an anisotropic diffusion operators.
Both axes has converged towards operationnal models, tliad¢EMOVAR oceanographic system is used
by ECMWF and the Valentian atmospheric system is used bgtMFrance :

The domain of data assimilation for hydraulics and hydrglogs started at the begining of the 2010-2011 to
become a flourishing research axis inside the GLOBC teannt&ucollaborations have been established
and numerous PhD thesis have started. The activity on ffiresinodelling is a smaller project, but the
obtained results are intersting.

At last, the activity on neutronic models and their applmato nuclear core management has become a

real research activity during the 2010-2011 period withghblication of several paper in highly ranked
journals.
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2 Data assimilation for oceanography

The ocean data assimilation project has aimed at furthdtiegscientific and technical development
of NEMOVAR, a multi-incremental variational assimilati@ystem for the NEMO ocean model. The
development of NEMOVAR is a collaborative project involgidifferent partners, including CERFACS who
pioneered the development of the OPAVAR system on which NEM®Is based. NEMOVAR is used for
both research and operational applications. CERFACS plésading and unique role in the development of
the assimilation driver and minimization algorithms, adlwae the covariance models used for representing
background and observation error. This activity is supgggbhly the European project COMBINE (FP7), the
ANR-COSINUS project VODA, the RTRA project ADTAO, and LEFESSIM. A summary of the main
results obtained during the period 2010-2011 is given helow

2.1 Global ocean analysis and reanalysis (A. Weaver

The recent operational implementation of NEMOVAR for ocearalysis at ECMWF has been a major
milestone. It is the first time that NEMOVAR is used operatilyn The system is based on a 3D-Var
version of NEMOVAR. CERFACS has made significant contrits to its development, documentation
and evaluation [3]. Multi-decadal global ocean reanalysesluced by the ECMWF NEMOVAR system

have been used by several partners, including CERFACS amM;Kbr initializing decadal forecasts in

the context of the COMBINE project.

2.2 Background-error correlation modelling using diffusion
operators (I. Mirouze, A. Weaver)

There was continued work on improving the diffusion-baseatial correlation models used for
representing background error. A new formulation basedmgiicitly-formulated diffusion operators was
developed as part of the PhD work of [DA36]. [DA7] describdmt theoretical basis of the method,
focussing on the one-dimensional (1D) diffusion probleartiular attention was given to the specification
of appropriate boundary conditions (especially importanbceanography where the land geometry is
complex) and to the estimation of the normalization facterpiired to ensure that the implied correlation
functions have correct (unit) amplitude. The 1D impliciffasion operator has been used as a building
block for constructing correlation operators in higher divsions. [DA36] described the implementation of
the method in NEMOVAR and the computational savings thaehasulted in comparison with an existing
scheme based on an explicitly-formulated diffusion opmrat

Extensions of the method to represent anisotropic coialsthave recently been proposed by [DA18].
The fundamental parameter of the anisotropic correlatiagehis the diffusion tensor which controls
the spatial scale and directional response of the diffusiparator. A practical method for estimating
the elements of the diffusion tensor from a sample of baakggleerror estimates was described and its
effectiveness illustrated in a simplified framework. Thisriwhas formed the basis for future developments
of the correlation model and for combining it with an ensesntita assimilation system to provide flow-
dependent estimates of the background-error covariances.
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2.3 Calibrating observation- and background-error variances using
assimilation statistics (T. PangaudA. Weaver)

The difficulty in defining background- and observation-erstatistics means that they are likely to be
incorrectly specified in a practical data assimilation sgst[1] discuss how the innovations and analysis
increments generated by a data assimilation system carebddagiagnose posteriorithe covariances of
observation error and the covariances of background amrobservation space. Here we have attempted
to use these diagnostics, known as the Desroziers methed/ibvate thevariancesof background and
observation error. Innovations and increments were deltefrom a 5-year assimilation experiment from
January 1, 2004 to December 31, 2008 with a pre-operatiograion of NEMOVAR [3] and used to
diagnose the temperature and salinity observation- arkbbagend-error variancesf ands?) on a regular
5°x5° global grid. The method produces largestindoy, in boundary current regions where the variability
is dominated by mesoscale eddies which are unresolved iglobal (ORCA1) configuration considered.
The parameterized, and oy, that were specified in NEMOVAR do not capture this importamirse of
error.

The assimilation experiment was then repeated using ttgndsed (tunedy, and o}, in place of the
parameterized ones. The left panel in Figure 2.1 shows timaty averaged vertical profiles of the specified
oy, (solid curves) and diagnoseg (dashed curves) for salinity, before tuning (red curvesl)) aier tuning
(blue curves). Before tuning, the specified is largely overestimated compared to the diagnosed values,
especially in the upper 250m. After tuning, there is greataisistency between the specified and diagnosed
op as one might expect. The right panel in Figure 2.1 shows tipadtof using the tuned variances on the
globally averaged root-mean-square of the innovations. rilis errors are systematically reduced below
100 metres, while in the upper 100 metres the impact is nedin@se results illustrate that, as well as
being a useful diagnostic, the Desroziers method can befectieé tool for objectively tuning covariance
parameters.
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Fic. 2.1: Left panel : vertical profiles of the 2004-2008, gldpaveraged specified (solid curves) and
diagnosed (dashed curves) standard deviations of baakdsalinity error before tuning (red curves) and
after tuning (blue curves). Right panel : globally averageat-mean-square salinity errors (background-
minus-observations) before and after tuning of the baakueerror standard deviations (red and blue
curves, respectively). The horizontal axis is in psu ; theic@ axis is depth in metres.

CERFACS ACTIVITY REPORT 75



DATA ASSIMILATION FOR OCEANOGRAPHY

2.4 Representation of correlated observation error (A. Piacentini
O. Titaud, A. Weaver)

The initial implementation of NEMOVAR has employed a vemnple formulation of the observation-error
covariances. All data (T and S profiles, SST, altimeter) asimed to be uncorrelated. This assumption is
common in data assimilation systems even if it is known tongeiirect for certain data-sets. An important
example is satellite altimeter data. Altimeter data ardlalvke as anomalies with respect to a long-term
mean in order to remove the poorly known geoid from the ali@mmeasurement. For assimilation, a Mean
Dynamic Topography (MDT) must be added to the sea-level aties(SLA) to produce measurements of
Absolute Dynamic Topography (ADT), which can then be ralatethe sea-surface height variable in the
ocean model. The MDT used in NEMOVAR is based on a griddedysroderived from the model itself in

a long-term integration that assimilates only T and S prafiléncertainty in the MDT is a major source of
error in the ADT and this uncertainty must be carefully taken account in the assimilation method. By
construction, errors in gridded MDT products are correlatespace. Furthermore, the stationary nature
of MDT errors induces a time-correlated component in the AlRfiich cannot be neglected. An ADT
correlation model that accounts for both of the aforemewtibcomponents of correlated error has been
developed for NEMOVAR. The full ADT error covariance matdepends on the altimeter observation
network as well as the individual error covariance matrimesSLA and MDT. Preliminary results with
NEMOVAR illustrate that ADT error correlations can signdittly reduce the weight given to the altimeter
data in regions where the MDT correlation scales are largetla® measurements are densely distributed.
Further work is needed to assess their impact in NEMOVAR .hdés$ are also currently being developed
to account for correlated error in gridded SST products bsedEMOVAR.

2.5 Conjugate gradient minimization (S. Gratton S. Gurol,
A. Piacentini, A. Weaver)

The conjugate gradient (CG) algorithm initially implemedtin NEMOVAR was based on a close
variant of the ECMWF CONGRAD software. While CONGRAD has eéfiti minimization properties,
it requires large memory storage, particularly with apgiiens involving high-resolution configurations.
In collaboration with the ALGO team, two alternative CG aitfums, CGMOD and RPCG [2], have been
implemented in NEMOVAR. CGMOD and RPCG have identical cogeace properties to CONGRAD
but require substantially less memory in general. This itiqdarly true for RPCG, which performs the
minimization in observation space, contrary to the other@€ algorithms which perform the minimization
in model (control) space. In ocean data assimilation, efasi®in space is typically one order of magnitude
smaller than control space. Experiments with RPCG apptigtdd global 3D-Var system used at ECMWF
have resulted in a significant reductior3 GB) in memory compared to that required by CONGRAD
and CGMOD. This result is impressive and will become evenensignificant with future high-resolution
NEMOVAR configurations currently in development.

2.6 References
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3 Data assimilation for atmospheric
chemistry

The assimilation of minor atmospheric trace species is g pesmising technique to obtain global and
regional datasets for the monitoring and the forecasting@atmospheric composition. The challenge lies
in the optimal combination of measurements having veryediifit resolutions in space and time, with for
examples in-situ data from ground-based stations, ate;tlafv Earth orbiting and geosynchronous satellite
measurements.

To combine all the measurement types within the models ingimal manner using data assimilation
techniques, we have been developing and using at CERFACSefamral years the data assimilation
suite built upon the Mteo-France/CNRM chemistry transport model (CTM) MOCAGEe Tevelpment
started with the EC-FP5 ASSET European project in Janua®g 20 close collaboration with Eto-
France/CNRM. As the assimilation algorithm was developaeden the CERFACS PALM (research)
environment, the resulting assimilation system was filktd&MOCAGE-PALM. But since the assimilation
modules are independent from the development of the PALMveoé and can be adapted to other models
than MOCAGE, we named later Valentina the reassembly ofhall dssimilation modules. This also
corresponded to the objectives of the ADOMOCA project of EFR¢CA (latter replaced by the LEFE
program) which promote Valentina as a common collaboratibg for the whole French community
involves in the ADOMOCA project. Starting in 2005, ADOMOC Aaae Valentina a more flexibility tool in
particular to be coupled with other models than MOCAGE (a@utar or Gaussian global grid, on regional
grids, with various vertical grids and resolution) and todiéde to assimilate a large range of atmospheric
composition data.

In parallel of the development work, we have improved Vatenin order to increase the quality of the
analysis it could provide. The most noticeable improventamte from the characterisation of the forecast
error and its model. This work was conducted in synergy witBREACS assimilation studies in the
area of oceanography. To improve the analyses, several diteetions were explored : four dimensional
assimilation method, a re-linearization iterative pr@casd a control in the spectral space. Moreover, we
have developed linear chemical schemes for other spe@asttone that prove to be very computationally
efficient for data assimilation.

Until recently, all scientific studies conduced with Valeatused MOCAGE in its global configuration.
But being involved in the regional cluster of the EC-FP7 MAE@opean project, we had to develop for
Méteo-France/CNRM mi-2009 a system that is able to analysg dabdne measurements from ground-
based station at the surface over Europe. The system waemelito be operational mi-2010 with an
adapted version of Valentina able to assimilate data in thefiean domain of MOCAGE. Then we began
to conduce scientific studies with this new assimilatiorteays

3.1 Toward operational analyses and reanalyses of European air
quality (S. Massart, A. Piacentini, E. Jaumouille)

Up to recently, the Valentina assimilation system has beeolved in programs dealing with the global
atmospheric chemical composition, from the upper tropespto the lower mesosphere. In the framework
of the EC-FP7 collaborative MACC project and the POGEQA (RISTAE) national project, we had to
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address the monitoring of air quality with MOCAGE-Valeraimhe MOCAGE model has the advantage of
offering the possibility to work on four nested domainsnfirglobal to local scale. Working with the regional
domain is essential for the modelling of air quality in ordethave a sufficient horizontal resolution. For
computational reasons it is not possible to increase thautsn of the global domain up to scales useful
for air quality studies. The Valentina system has thus beghédr developed to produce chemical analyses
on the limited area covered by the regional version of MOCAGE

The first requirement of the MACC project was to produce asesyof the concentration at the surface
of several key atmospheric components. The analyses hagkttha surface measurements from ground-
based stations available each day for the day before. Asadeis able to assimilate only one chemical
component, we selected the ozone molecule. This choicerivasidy the fact that ozone is one of the most
observed species and because ozone is actively involvéddaltion. We decided to use the full chemical
scheme of MOCAGE to obtain values for all the key atmosphasioponents of MACC. Because even if
only ozone is assimilated, modifying the ozone concemtngbroduces modifications in the concentration
of other species due to the chemical links between them.

The version of MOCAGE-Valentina that assimilates the stgfazone measurements was delivered to
Méteo-France/CNRM in mid-2010 for a pre-operational dailyduction of the ozone surface analysis
of the day before. We intensively used this pre-operatipraduction to evaluate our analyses. In particular
we have developed a monitoring suite that produces eachrdhgach week some plots that are displayed
on a web site to easily follow the evolution of the productsisTmonitoring allowed us to detect that we
had to periodically update the error statistics both forftirecast and for the observation. We have then
developed tools based on a posteriori diagnostics to auicaiip update the forecast and the observation
error covariances matrices. The monitoring was also usefudint out the stations where the measurements
were repeatedly not coherent with the model. This has ledldetareation of a blacklist for such stations,
the blacklist being also automatically updated.

(a) West-East length-scales (b) North-South length-scales

FiG. 3.1: Diagnosed length-scales (in km) of the horizontatelation of the forecast error, averaged on
the period betweent.and 10" July 2010 : West-East (left) and North-South (right) lergtiales.

Among the work to ensure a good quality of the daily analysie@surface ozone, we had begun a thorough
investigation on the background error covariance matrik@®1). In the operation suite, the background
error variances comes from a posteriori diagnostics. Thkdraund error correlations are fixed in time and
had never changed. We first diagnosed the BECM using an efsematthod with a methodology similar
to the one we used for the global scale (see section 3). Wefbawd that there are strong space and time
variations in the background error covariances (Fig. 3t ,use of constant values for the correlations as
in the pre-operational suite is therefore not a good op#dnf/e then derived several configurations of the
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BECM using or not the ensemble-diagnosed values for eacts abmponents. This allowed to measure
the effect on the analysis and on the forecast of using amdsisediagnosed BECM compared to the one
used in the pre-operational suite.

We have also participated within MACC to the reanalyses efdhone concentration at the surface with
the regional version of MOCAGE-Valentina. The aim was toduwe reanalyses for the years 2008 and
2009 using more validated surface ozone measurements gétés another opportunity to work on the

background and observation error covariances. For exawgpleied to evaluate the benefit from monthly

averaged statistics for these errors, and the benefit froomyhstatistics. Seven assimilation systems
participated to the reanalysis exercise, and MOCAGE-\alanwas ranked second for the scores in
comparison to independent validation data. The huge gatesft Valentina was further stressed by the

fact that the stand alone simulation of MOCAGE did not coradawell with the validation data.

3.2 Toward the global assimilation of atmospheric data from new
generation instruments (B. Pajot S. Massart A. Piacentini)

With Valentina coupled with the global version of MOCAGE, weere pioneer in the assimilation of
atmospheric composition retrievals from the Infrared Aspiteric Sounding Interferometer (IASI) remote
sensor launched in 2006 onboard the first European metgizalgolar-orbiting satellites, METOP-A.
The specific problem raised was that the pixel size of IASIieimsmaller than the horizontal grid size of
most of the global CTMs like MOCAGE. In order to assimilate thaximum of information from the 1ASI
retrievals, we could increase the horizontal resolutioM@CAGE to be consistent with the IASI pixel
size. But this would significantly increase the numericatg¢m terms of memory and computational time)
of the assimilation process. Rather, we have made stepsd@maulti-scale assimilation strategy in the
spectral space. The assimilation process is first perfoah#te T42 truncation (64 points of discretization
for the latitude), thus capturing the largest structurasefields, followed by two successive optimizations
at the T85 truncation (128 points) and T170 truncation (2&561g).

The first steps toward this multi-scale assimilation statevere performed, i.e. the outer loop, the
assimilation in the spectral space and the assimilatioriffarent resolutions as the T170 one. The outer
loop proved to be unappropriated combined with the 3D-FGAparticular situations [DA6] that made us
move toward an incremental 4D-VAR. Conducing the 4D-VARmadation process in the spectral space,
despite that MOCAGE is discretized in the physical spadewal the size of the control vector to be
reduced by a factor four, and allows to save computationa tivithout loosing quality in the analysis.
We then measured the effect on the global ozone simulatitimedfOCAGE horizontal increase with and
without assimilation before going toward the multi-scadeimilation strategy.

Experiments were carried out using as horizontal grid forGAGE a standard T42 Gaussian grid and a
higher resolution T170 Gaussian one [DA15]. We assimilatadbined data from the IASI instrument and
from the Microwave Limb Sounder (MLS). The latter datasé&ives the information to be spread through
the whole atmospheric columns at a low computational cast @atasets of ozone super-observations
have been constructed by averaging the IASI data on the twaehgrids. Direct model simulations
without data assimilation showed that the increase of thizdtal resolution modifies the ozone smallest
scale structures as well as the ozone meridional distabufrhis modification probably results from a
better representation of the vertical velocity with the Ticbnfiguration. When the ozone assimilation
is performed there is less influence of the horizontal re&oiuof the model. Nevertheless, in a general
way, comparisons with independent data show large rechectibthe ozone standard deviations when the
resolution is increased.

However, we also showed that when the ozone assimilatioer®mned with the highest resolution of
MOCAGE and the high resolution dataset, the ozone analysigtimproved compared to the one obtained
when assimilating the low resolution dataset. This resudtie to the combination of the IASI data and MLS
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data. To assimilate the IASI data at their highest resahytibe horizontal correlation length-scale of the
forecast error had to be decreased to match the small scaéduses present in the dataset (Fig. 3.2). By
doing so the influence of the coarser resolution MLS dataésedesed and part of the information brought
on the vertical shape of the ozone profile is lost. This resughlight that it is essential to add information
on the vertical distribution of ozone column when the IASladare assimilated at a resolution close to the
pixel size. Using IASI averaging kernels would likely impeothe simulations, but the computational cost
would be much higher. This will be tested in the near futurigethe implementation of the multi-scale
assimilation strategy. Nonetheless, a mock-up of MOCAGIeMina has been derived and provided to
the CERFACS algo team to introduce the outer loop (that ijairement of the multi-scale assimilation
strategy) and to test their minimisers and pre-conditisner

(a) 1ASI total columns between 00 :00 gbyl 12 :00-forecast of the total ozq@g00 :00 increment in terms of total ozone
12 :00 (DU). columns (DU). columns (DU).

FiG. 3.2: Zoom over the South Pole betweer?3840S and 20E—6C°E of the situation for the 30
September 2008.

3.3 Background error covariance matrix (S. Massart A. Piacentini,
E. Jaumouille)

Since the early beginning of the Valentina assimilatiotesimportant scientific effort were made on the
key-component background error covariance matrix (BECMylelling and determination. First because
it gives to the analysis the respective weights between dlekdround information and the observational
information. Moreover, the background matrix determirfesgpatial distribution of the correction around
the measurement location and the balance between the bedtvariables of the system. An optimal state
can only be obtained by the assimilation process if this isnatrd the observation error covariance matrix
are correctly specified. But direct determination of the BE@quires information that is not directly
available. It is thus important to find the appropriate waystimate the BECM. Especially because the
BECM is known to strongly influence the assimilation results

The BECM is a statistical information that cannot be dinedbtained since the true state is unknown.
To get around this problem, in most atmospheric chemistplieations only the variance part of the
BECM is considered. Some assimilation systems use the Kafilter approach to advect background
error variances. Fewer systems consider the correlatidtropthe BECM, and its modelling is generally
simplified. For instance, it is sometime taken flow dependert is specified in terms of distance using
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the potential vorticity field. But even if the BECM is a keyraponent, its evaluation has not yet been the
object of thorough investigations for atmospheric cherpiassimilations.

Meanwhile, in meteorology background (and analysis) srmere successfully assessed with ensemble
data assimilation systems. Outputs of in a cycled assiimilasystem can produce an estimate of
a flow-dependent BECM. The ensemble approach is not resttaim Kalman Filter methodologies.
Useful information can statistically be extracted from aeguately perturbed ensemble variational data
assimilation system. Up to now, the use of ensembles in auettibn with a variational assimilation
scheme is relatively unexplored in atmospheric chemistitg éissimilation. We have thus performed two
studies to investigate the potential of an ensemble of gihmréc chemistry analyses to provide useful
flow-dependent estimates of the background error variandecarrelations, the first one with the four-
dimensional variational assimilation global MOCAGE-\ati@a suite [DA13] and the other with the three-
dimensional variational assimilation regional MOCAGHE@rina suite [4].
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FiG. 3.3: Mean (top) and standard deviation (bottom) of theedéfhce in terms of total ozone column
(in %) between the OMI (independent) data and the model withssimilation (grey shaded area) or the
analyses as a function of latitude, for January, April, Juhgd October 2008. For the top panel, positive
(negative) values stand for an underestimation (overesiim) of the model or the analyses compared to
OMI data. The analyses differ from the modelling of the BECBImple formulation (blue line) or from
ensemble-based diagnostics (red line).

The study with the global MOCAGE-Valentina suite showed tha analysis of the MLS ozone profiles
(from the upper troposphere to the lower mesosphere) uflittgeacomponents of the ensemble-estimated
BECM produces ozone concentrations with a low biases amisefFig. 3.3). But estimating the BECM
with ensemble methods has an important cost that could becoafordable. We thus tried to use simpler
methods to calculate the BECM. Replacing the estimateddatdndeviation by a standard deviation
proportional to the background value is one of them. Thispéifination does not modify significantly
the analysis quality. Replacing the estimated lengthescay a constant value is the second simplification
we tried. This dramatically deteriorates the analysis iuédr a few time periods. This simplification is
thus irrelevant for analysing the stratospheric ozone.
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In the regional version of MOCAGE-Valentina, we have pearfed several experiments assimilating surface
ozone measurement. The experiments also differ by the ehafithe BECM configuration, in which
the correlations and standard deviations matrices comme the ensemble-based diagnostics or from a
posteriori diagnostics. All the analyses from these expenits are very well correlated to the observations,
what assimilated or validation stations. Comparisons efahalyses with the validation stations show that
the use of a BECM with time-dependent length-scales givesattyest correlation. All the analyses have a
better correlation with the observations than the direct®AGE simulation, but the differences between
them are small and we cannot conclude which BECM formulaisothe most appropriate to the ozone
simulation over Europe. The impact of the BECM formulatias lbeen also difficult to evaluate because
the model MOCAGE shows systematic bias in situation with é@@@ne concentration. So the impact of the
analysis process is mostly to remove this bias.

3.4 Development of linear chemistry schemes (S.Massart
D. Cariolle J. Flemming)

During those past years a linearised ozone photochemib&inse has been developed for use within
GCMs and CTMs. This scheme is widely used for climate sinmutatand data assimilation studies. The
computational cost of this scheme is very low since it onlyuiges an additional continuity equation to
be solved in the large scale models. We had therefore exdethdemethodology to treat other chemical
species, in particular a linearised scheme has been defiitve@O and was implement in MOCAGE
[DA3, DA12, DA4]. CO is one of the most important tropospleetiace gases. In particular because it
affects the concentrations of the OH radical. Moreover tlanmsources of CO are incomplete fossil fuel
and biomass burning, which lead to enhanced surface coatiens. And with a lifetime of a few months
CO can serve as a tracer for regional and inter-contineraiasport of polluted air.

Within MACC a major development effort of the Global ReaetiGases sub-project is the on-line
integration of the chemistry in the IFS (known as C-IFS).KS-khims at a modular implementation of the
chemical scheme used in several global CTMs including MOEA® complement the complex schemes,
linear scheme are explored in C-IFS for their potential impatational demanding application such as
high resolution simulations and data assimilation. Soarafpel with the comprehensive detailed chemical
schemes, we implemented in C-IFS the linearised pararsatiem for CO.

LATITUDE
LATITUDE

100°E 160"
LOMGITUDE LONGITUDE

(a) GEMS reanalysis (b) High resolution simulation

100°E

FiG. 3.4: CO concentration (in ppbv) at 500 hPa for th&*1Bnuary 2008.
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A two years simulation within C-IFS shows that the linearbcar monoxide chemical scheme produces
similar tropospheric concentrations of CO than a more cetagtopospheric chemical scheme available in
C-IFS. But it underestimates the tropospheric conceptratby 10 to 50 ppbv both compared to the GEMS
reanalysis and measurements from the Mozaic dataset. Toadbis tropospheric bias, we adjusted the
production minus loss rate term of the linear scheme in debtain a similar evolution in the CO total
mass than the one extracted from the GEMS reanalysis [5§.dlldwed us to run another two years C-IFS
simulation that produces global CO fields at a resolutionbafud 25 km (Fig. 3.4). The evaluation of this
simulation in under progress.
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4  Data assimilation for hydraulics and
hydrology

In 2007, CERFACS started investigating the use of data dlssiom techniques with hydrology and
hydraulic models. This activity was conducted as part of mtre@tual framework with SCHAPI (Service
Central d’'Hydrongteorologie et d’Appuia la pevision des inondations) and led to the developement of
two data assimilation prototypes : one built on top of therbjmbical model ATHYS and the other on top
of the 1D hydraulics model MASCARET.

During the course of these studies, it has been shown thatadaimilation is a promising approach for
the forecast of flood events and more generally for the stddyontinental water dynamics. Building
on the expertise in data assimilation for oceanography émdspheric chemistry and encouraged by the
success of the existing collaboration between CERFACS &¥d IR&D on data assimilation for nuclear
core modeling, actions were taken at CERFACS to expand datm#ation to hydraulics and hydrology.
As of today, the scope of the project still covers flood fosticey, it also widens to the study of
hydrodynamics for rivers and lakes as well as to the use ofdumissions satellite data such as SWOT
data. This project relies on the collaboration between GEES-and its shareholders, especially EDF
(Laboratoire National d’'Hydraulique et Environnement #iK), CNES and CNRM as well as partners such
as SCHAPI, LEGOS, HSM (Hydro Sciences Montpellier). It fittoi the dynamics of assimilation studies
at CERFACS in the fields of oceanography, atmospheric chignaiad nuclear engineering. It also benefits
from CERFACS's expertise in the use of coupling softwareshsas Open-PALM, to build assimilation
systems.

The major results for data assimilation in the field of wagssources stand in the following outline :

e Flood forecasting improvement : data assimilation apfibice in hydrology for short time scales at
regional scale.

e Simulation and forecast of the hydraulic state of a rivengslata assimilation with the 1D hydraulic
model MASCARET.

e Investigation for the use of data assimilation techniquesiniprove the modeling of the
hydrodynamics of the Berre lagoon with TELEMAC 3D.

¢ Investigation of the use of satellite measurements in ¢atjon with in situ data to improve water
ressources studies in the framework of data assimilatittyd@nology and hydraulics.

4.1 Flood forecasting improvement : data assimilation applications
in hydrology for short time scales at regional scale (S. Ricgi

O. Thual, in collaboration with HSM)
A data assimilation (DA) prototype was developed at CERFA®Stop of the rainfall-runoff, event-
based, spatial, parsimonious hydrological model ATHY SisTgrototype was used for a PhD at HSM

(Mathieu Coustau), in collaboration with CERFACS, on thedeling of the flooding dynamics in the
context of the “Lez project” (“Lez Gestion Multi Usages” fimzed by the city of Montpellier and the
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FIG. 4.1: Reduction of the uncertainty in the rainfall data gsitata assimilation. Comparison of Nash
criteria before (background) and after (analysis) dataraksgion.

region Languedoc Roussillon). This project gathers esparhydrology, hydraulics, biology and geology
to improve the knowledge of the Lez hydrosystem. The unceiga on the hydrological model are related
to simplified physics in the equations, to approximationdwpdrological and hydrogeological parameters
as well as errors in rain fall data. In this application, Hs@e observations are assimilated to correct model
parameters such as the initial water deficit in the soil reserthe velocity of travel in the routing model or
rain fall data.

In the framework of M. Coustau PhD, it was shown that dischaservations can be used to correct
initial soil deficit and consequently improve flood simutetion the Lez catchemnt. A simplified kalman
filter algorithm, as presented in [DA8] and [DA9], was buitt top of the rainfall-runoff ATHYS model

to assimilate discharge observations at the catchmeretofitie study site is the 114n* Lez Catchment
near Montpellier, France. This catchment is subject to nemegraphic rainfall and characterized by a
karstic geology, leading to flash flooding events. The hyadjiclal model uses a derived version of the SCS
method, combined with a lag and route transfer function.ds whown that the correction of the initial
water deficit in the soil reservoir leads to an improvemenit29% for the flood peak forecast ir6% of the
simulated events. The results of this study were presenté@d (2010) and are described in M. Coustau
PhD manuscript [DA37].

Further study, in the framework of E. Harader's Master2rimsbip at CERFACS (in collaboration with
HSM), explored the application of the data assimilationcpdure to correct the radar rainfall inputs of
the hydrological model. The rainfall inputs came exclulsiieom the HYDRAM rainfall radar product
provided by Meteo-France. Because it depends on geographic featuresardisttuctures, the radar rain
fall input to the model is particularily uncertain and rdsunh significant errors in the simulated discharges.
The DA analysis was applied to estimate a constant corretdi@ach event hyetogram. The analysis was
carried out for 19 events, in two different modes : re-analgsd forecast. In both cases, it was shown
that the reduction of the uncertainty in the rainfall datadeto the reduction of the error in the simulated
discharge as presented in Fig. 4.1. The resulting corredétiothe radar rain fall data was then compared
with the mean field bias (MFB), a corrective coefficient detieed using ground rainfall measurements. It
was shown that the radar rain fall corrected using DA leadmfwroved discharge simulations and Nash
criteria, over MFB correction as presented in Fig. 4.2. Wnisk is being pursued in the framework of E.
Harader’'s PhD (started in October 2011), funded by Ecolet@ate SDU2E, at CERFACS. The results
of this study were presented at AGU (2011) and are currerdlpgbdetailed in a submitted scientific
publication([6]).
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Peak Height

Change in Normalized Performance Index

FiG. 4.2: Improvement of Nash criteria (IE) and peak height witim fall data correction computed with
MFB and data assimilation, by event (the event label is mgetir-peaknumber).

4.2 Simulation and forecast of the hydraulic state of a river using
data assimilation with the 1D hydraulic model MASCARET
(S. Ricci, A. Piacentini, G. Jonville, O. Thual, in collaboration
with LNHE, SCHAPI, CNRM, CEMAGREF)

The aim of the Hydraulics Data Assimilation project is to npae way for the improvement of river
streamflow forecasting. This is a challenging issue for #n@ugty of people and infrastructures as well
as for the exploitation of hydroelectic plants and the managnt of water ressources. This project
started in 2010 within the framework of the collaboratiortieen CERFACS, LNHE (EDF R&D),
SCHAPI and CETMEF ([DA35], [DA26],[DA27]). Over 2010-2014 collaborative relationship between
CERFACS and LNHE, along with SCHAPI and CETMEF, consistedurthering the scientific and
technical development on the existing prototype, leadnghe present prototype named DAMP (Data
Assimilation with MASCARET Prototype).

The DAMP was developped with Open-PALM, a coupling softwakevelopped at CERFACS and
particularly convenient to design data assimilaiton aggions. It allows the assimilation of river water
level and discharge observations and enables to improve ftoecasting. The water level and discharge
data were assimilated using a Kalman Filter algorithm tdrbthe upstream flow and dynamically correct
the hydraulic state. The first step of the analysis was baseth® assumption that the upstream flow
can be adjusted using a simple three-parameter corredti@se three control parameters were adjusted
over a two-day time window after one day of free run. The sdcstep of the assimilation consisted of
correcting the hydraulic state every hour (the observdtiequency) during one day. The simulation was
then integrated in forecast mode for an additional day. Wiithalgorithm, the background error covariance
matrix is not explicitly propagated by the dynamics of thateyn. Still, a particular effort was made to
model background error covariance functions which wereepaft with the dynamics of the hydraulic
model. Anisotropic functions were used to represent thekdracind error spatial correlations for the
water level and the discharge, respectively. The justifioator this choice was made by applying a full
Kalman Filter algorithm on a diffusive flood wave propagatinodel. It was shown that the analysis turns a
Gaussian correlation function into an an anisotropic datien function where the correlation length scale
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FIG. 4.3: April 2006 event, Marne Vallage catchment. Two-haretasted water level at Joinville for the
Free run (black curve), the observation (blue curve) andattaysis of the Assim run with the two-step
assimilation (red curve).

is shorter downstream of the observation point. This appr@mabled a realistic modeling of the spatial
error correlations for the data assimilation algorithmhWASCARET.

It was shown that the correction of the hydraulic state isasopredictive as the upstream flow correction
and is not sufficient to constrain the simulation over anregting forecast period. This justifies the need
for the two-step data assimilation approach. This two-ptegedure was applied to the Adour and Marne
catchments (France) and the results were interpreted ¥eraleevents in each catchment. The two-hour
forecasted water levels in the Marne Vallage catchmengiaville, for the April 2006 event are presented
in Fig. 4.3 As the Free run (no assimilation) significantlyemstimates the flood peak at Joinville, the
simulated discharge was improved by 35% at Joinville withtthio-step data assimilation procedure. On
the Adour catchment, it was shown that, on average, the Sastliffe criteria is improved by 60 % for
short time scale and 35% for 12 hours forecast. This work wased for publication in HESS in 2011
[DAL18].

Complementary studies were carried out with the DAMP, oreottatchments in France ([DA32]). It
has also been noted that the 2 approaches here do not alloa¥l foecessary corrections and that the
extension of the control space could be useful as other esur€ uncertainties or model errors (for
example the simplification of the flood plain representgtimsult in errors in the hydraulic state. Indeed,
the correction of the Strickler coefficients or of the batleymy will be investigated in the framework
of J. Habert's PhD at CERFACS/SCHAPI (started Oct. 2011naly, theoretical issues regarding the
data assimilation algorithm, especially the dynamics ef lblackground error covariances matrices were
conducted at CERFACS in the framework of a Master2 intepdMA31],[DA34]), in collaboration with
CNRM (Olivier Panneckouke). This study carried out on autiffe flood wave propagation model opens
the way for the understanding and the implementation of rck@ techniques such as Ensemble Kalman
Filter that will be applied to the DAMP in the framework of alPkS. Barttelemy) at CERFACS, founded
by SCHAPI and the Bgion Midi-Pygénrées.
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4.3 Investigation for the use of data assimilation techniques to
improve the modeling of the hydrodynamics of the Berre
lagoon with TELEMAC 3D (S. Ricci, A. Piacentini, O. Thual, in
collaboration with LNHE)

The Berre lagoon, located in the South East of France, is btiedargest lagoons in the Mediterranenan
area. It is located in the South East of France. It is a reckptaf 1000Mm?> where salty sea water
meets fresh water discharged by the hydroelectric plangatt-&hamas and by natural tributaries (Arc
and Touloubre rivers). EDF fresh water discharge can reacto 1200M m? per year and has a strong
seasonal variability. To better qualify and quantify thiatienships between the salinity of the lagoon, the
fresh water inputs (from the powerplant and from the rivelrs) water exchanges with the sea and the wind
mixing, EDF started an in-situ continuous monitoring of thgoon and built a 3D hydrodynamic model
with the TELEMAC software. EDF R&D at LNHE aims at maximizitige benefits of this numerical tool
by simulating new scenarios of exploitation and optimizihg operation of the hydroelectric production
while preserving the lagoon ecosystem.

The objectif of the project at CERFACS is to investigate tise of data assimilation techniques in the
context of the Berre lagoon study, especially to improverdpgesentation of the salinity field using CTD
salinity profiles. The developement of the 3D-FGAT algaritis on-going at CERFACS : it consists in
correcting the salinity state at the beginning of an assimoih window. This approach is the same as the
one used in meteorology, oceanography and atmosphericistnenThe successul achievement of this
project partly relies on the good use of the expertise at G€F8-in other applicative fields [DA7],[7],
[9],[8], available at CERFACS, for variational data as$ation and optimization.

The implementation of the algorithm for the prototype isrently being done using the Open-PALM
software. Some of the technical aspects for this part haeady been solved in close collaboration with
the Open-PALM team at CERFACS. This choice was made to easdabelopment and the use of the
assimilation prototype. Still, this collaborative prdjsbould fit into EDF R&D dynamics regarding the use
of the SALOME platform. The project benefits from CERFACS!pertise with this coupling software, as
well as from LNHE involvement with the use of this tool (1D/2draulic coupling, data assimilation for
1D hydraulic).

4.4 Investigate the use of satellite measurements in conjunction Wit
in situ data to improve water ressources studies in the framework
of data assimilation in large scale hydrology (M. Mouffe S. Ricci,
in collaboration with LEGOS/CNES, CNRM)

About 73% of global water ressources is provided by contalematers. Understanding and forecasting
these ressources is then a crucial issue that can only fdaetlpddressed with in situ observations.
Hydrodynamics modeling plays a major role in this study sitlata are required to initialize and force
these models, modeling can also partly adress this questidrmajor uncertainties remain on estimation
of water levels and discharges. Observation from spacecesly altimetry can notably help reducing
uncertainties. The joint mission SWOT (CNES and NASA) to denkched in 2020, will provide wide
swath (120 km) altimetry data with a global coverage ovenagzand continental waters. These data will
enable the observation of middle size rivers (from 50 m wwdé) a temporal frequency of at most 22 days.
In the framework of a post-doc funded by CNES &Mdie mouffe, started in September 2011), at
CERFACS, a study on the use of SWOT data for large scale hygyolvas initiated. The HYMAP
hydrological model was developped at CNRM in the framewdr& GNES post-doc. This model is forced
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by a surface model (surface run off and drainage) such as I$BArouting model solves the cinematic flux
to describe the water level and discharge, it also takesaictount the evaporation and floodind processes.
Uncertainties in model parameters such as Manning coefficizzer depth and width results in errors
in water level and discharge estimation. In order to prowddeetter estimate of these model parameters,
an optimization procedure was set up using ENVISAT datahenAmazon basin. Currently, synthetical
SWOT data are being generated and integrated within then@atiion process [DA33]. Finally, alternative
optimization solutions are under investigation to redinsedomputational cost for the calibration process.
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5 Data assimilation for forest fire

5.1 Flame speed correction using airborne fire observations (S. RiGci
M. Rochoux, B. Cuenaotin collaboration with UMD)

An innovative project on the use of data assimilation fod¥iie propagation modeling was initiated in 2010
by three teams at CERFACS (GLOBC, AE, CFD) together with @rsity of Maryland (Pr. A. Troug).
This study was mostly carried out in the framework of a Ma&taternship in 2010 ([DA29],[DA28]) and in
2011 ([DA30]). It aims at demonstrating that some of the atibns of wildfire modeling can be overcome
by coupling information coming from both observations anddels using data assimilation techniques.
A simplified model of premixed combustion represents the dlaaa a discontinuity between burnt and
fresh fuel, through a progress variable in which the locahéiaspeed is the main physical quantity. This
formulation links the local flame speed with the local fueadcteristics and flow conditions. The front
propagation is based on the Level-Set front tracking metibé data assimilation algorithm is aimed at
correcting the input parameters, which are significantasiof uncertainties in the estimation of the flame
speed. Observations of the front positions are assimilagily a simplified Kalman Filter algorithm :
the data assimilation approach is applied over a time winadvere several observations of the front are
available and where the model parameters are assumed tod®eb The data assimilation methodology
was first applied in the framework of OSSE (Observing SinioiteSystem Experiment) then on a real case
of wildfire propagation (data from a controlled burning esipent provided by [10]). It was shown that
data assimilation is a highly satisfactory strategy tograée airborne fire observations into fire models. The
estimation of optimal vegetation input parameters invdlirethe estimation of the rate of spread enabled
to provide an accurate simulation and forecast of the firpggation as presented in Fig. 5.1. These study
results are presented in an article submitted to the INCAarence and was presented in AGU 2011.

Position of the fire front at t=27

—background
+ analysis
+ discrete obs

05

05

FiG. 5.1: Improvement of fire front propagation with fire frontgition data assimilation
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6 Data assimilation with EDF neutronic
models

The collaboration between the department SINETICS of EBBE/Rind CERFACS on data assimilation

has started in 2003 with the ADONIS project (2004-2007).sThst collaboration was followed by the

ARTEMIS project (2008-2010) aimed at using data assingitaichemes to improve the modelling of the
neutronic state of power plants nuclear cores as well asdtimation of model parameters. The various
results provided during this period led to an extension oféhresearches within the ARTEMIS 2 project
(2011-2014). Making the most of this collaborative worktadassimilation is becoming a constitutive
part of neutronic studies and several prototypes were éjréailt on top of the new neutronic model

COCAGNE.

6.1 Data assimilation for field reconstruction (B. Bouriquet
O. Thual)

These experiments proved that the assimilation of the gbdareutronic state with the BLUE algorithm
allows the correction of the neutronic state itself, namgslg thermal flux of neutrons ([23]). These
results were presented in [24, 21] and corroborate the que\studies carried out on the neutronic model
COCCINELLE. This work have been extended to the new COCAGbBitedor various detailed studies in
[15, DA21]. This work was improved using an extensive studytiee modelling of the covariance matrix
reported in [16].

6.2 Robustness of data a assimilation respect to the number of
measurements (B. BouriquetO. Thual)

Knowing the quality of the field reconstruction through dasaimilation study the robustness of the method
when the amount of measured information decreases. We thdyg the influence of the nature of the
instruments and their spatial repartition on the efficieotthe field reconstruction. It was shown that the
slopes of the reconstruction quality is mainly governedhgyrepartition of the instruments. Depending on
the chosen repartition, the decrease consists in two o tistinct phases. The behaviour with two phases
within the decreasing quality of the reconstruction as &fion of the number of instruments removed is
understood in term of repartition effect, but not quantifyetl Those studies have been reported in [15] and
have been published in Nuclear Instrumentation and Meth{alA4 1].

6.3 Determination of the most important instrument for nuclear core
reconstruction (B. Bouriquet, O. Thual)

The previous studies prove that global activity fields of alear core can be reconstructed using
data assimilation and that robustness is depending on #teuinent network design. We present and

CERFACS ACTIVITY REPORT 91



DATA ASSIMILATION WITH EDF NEUTRONIC MODELS

apply a specific procedure which evaluates this influencedayng or removing instruments in a given
measurement network (possibly empty). That procedurgyublim Schur complement have been detailed in
[DA22]. The study of various network configurations of instrents in the nuclear core establishes that the
influence of the instruments depends both on the indepelknimentation location and on the chosen
network.

It was proven also that results are very different when imsénts are added to a non instrumented system
than to a partially (half) instrumented one. Such a non edeince respect to starting point proves that
building a complete instrumental system cannot be donatitety. Such a system will have limited
efficiency as each step is dependant upon the previous anof tlig global situation. This implies that,
in order to build an optimal measurement network in a nuateag, it is necessary to be able to take into
account all the instruments globally.

Those results have been reposted in [DA22] and publishedahddr Instrumentation and Method A [DAZ2].

6.4 Optimisation of the instrument network for the nuclear core
(B. Bouriquet, O. Thual)

Knowing that an optimal network cannot be constructed tikezly we focused on solving the inverse
problem of determining an optimal repartition of the measyinstruments within the core, to get the
best possible results from the data assimilation recoctitru procedure. The position optimisation is
realised using Simulated Annealing algorithm [22], basedh® Metropolis-Hastings one. Moreover, in
order to address the optimisation computing challengesbalic improvements of data assimilation have
been developed and are presented here. Two main conclumiizes from those studies. The first one
is that the standard PWR900 instruments repartition is cheiaed by an excitingly good quality. This
instruments repartition ia priori the best we know, even if it was not originally designed usindata
assimilation framework background. The second point is tthe simulated annealing method can always
find a ameliorated instrument locations set. Those resaite been reported in [DA19] and was accepted
for publication in Nuclear Instrumentation and Method A.

6.5 Sensitivity of the data assimilation (B. BouriquetO. Thual)

Some studies have been carried out on sensitivity of the/sisadbtained by data assimilation. In order to
obtain this sensitivity it has been determined the valuasdhe conditioning the evolution of the analysis
respect to a small change if the data assimilation compoistatlies have been done for PWR900 and
PWR21300. In order to synthesise sensitivity information &l ws data assimilation sub product matrix
(as analysis error matrix) several method of informatictudion are used. Specially we focused on the
MMSE (Minimal Mean Square Error) that allow to evaluate thadiagonal information in a covariance
matrix. Those results are reported in [DA21].

6.6 Parameter estimation through data assimilation (B. Bouriquet
O. Thual)

Another important point on data assimilation usage is thrampater adjustment. The aim is to find the
best estimation of the parameter using the available daizh Studies have already done in [13] on one
parameter with the COCCINELLE code. Then they have beemdxigth the use of COCAGNE in [14].

In that report the first test on estimation of several paramegtone have been tried. From that experience
some detail research on the assimilation of several paeariegether have been performed. Those studies
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demonstrate that only parameter that show some kind indiemere can be estimated together. Moreover
the independence conditions have been pointed out throdgtad sensitivity study of the parameters.
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1 Introduction

Research activities in the Global Change team merge siestiidies with the development of tools and
methods supporting these studies. The scientific studi@sedihe tools and methods to develop, which in
turn increase the efficiency of the purely scientific workafg tools and methods with other research
laboratories is also a good way to establish long-lastimensific links.

Coupling numerical models, i.e. implementing synchrodigechanges of information between models, is
a central issue in many research fields such as climate nmagledlata assimilation, or computational fluid
dynamics. Since about 20 years, CERFACS specializes iflajemg coupling software tools, also called
“couplers”, and in setting-up coupled systems using theselers.

The following research actions are reported in the chapter :

1. The OASIS coupler
2. The OpenPALM coupler
3. HPC Climate modelling

During the last two years, the Global Change team has cadina ensure the maintenance, support
and development of the OASIS and OpenPALM couplers. Thesls,tproduced and distributed by our
team for many years capitalize the Global Change team égedrt code coupling. They share some
basics characteristics but have different specific featarel target different communities. OASIS, used
by about 35 research groups around the world, specializzsuipled climate modelling while OpenPALM,
developed in collaboration with ONERA, is a dynamic coumerrently used in more than 40 industrial
applications or data assimilation suites. Thanks to theseities, the Global Change team plays a central
role in the adaptation of coupled applications to the new faridre massively parallel platforms, in
particular for HPC climate modelling.
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2  The OASIS coupler

The OASIS coupler is an open source software developed atHEER since 1991, used to couple
numerical codes modelling the different components of thelESystem (ocean and atmosphere general
circulation, sea-ice, land, atmospheric chemistry, eteyeloped independently by different research
groups. In a numerical coupled model, OASIS acts as a sepaxatutable, which main function is to
interpolate the coupling fields exchanged between the caemgocodes, and as a library linked to the
component models, which performs the exchange of data.

2.1 OASIS development

OASIS is used by about 35 climate modelling groups in Frandéraother countries world-wide. In Europe
for example, OASIS is used by : the European Centre for Mediange Weather Forecasts (ECMWF)
for their operational seasonal prediction suite, the E@Feeonsortium gathering 25 ECMWF member
states in which ECMWF seasonal forecast system is developjecan Earth System Model, the Max-
Planck Institute for Meteorology (MPI-M) in Germany in thefework of the Community Earth System
models (CMOS) project, the National Centre for Atmosph&dtence (NCAS) and the MetOffice in the
UK, the Swedish Meteorological and Hydrological Instit(@HI) in Sweden, the “Koninklijk Nederlands
Meteorologisch Instituut” (KNMI) in the Netherlands, thistituto Nazionale di Geofisica e Vulcanologia”
(INGV) and the “Ente Nazionale per le Nuove tecnologie, BEgia el Ambiente” (ENEA) in Italy, etc.
Five of the seven European climate coupled models partingpéo the international 3 Coupled Model
Intercomparison Project (CMIP5), that will be the basistaf hext Intergovernmental Panel on Climate
Change (IPCC) report due in 2013, use the OASIS3 versioneotthupler [2] [3] [5] [4]. For example,
CNRM-CM5 is an Earth System model developed jointly bgtb-France/CNRM and CERFACS for the
CMIP5 decadal and centennial simulations [CC12], into WH@ASIS3 is used to couple the ARPEGE-
Climat V5 atmosphere model (including the newe®b-France surface module SURFEX), the NEMO
V2.2 ocean model (developed at the Laboratoire @@wgraphie et du Climat -LOCEAN, into which
the GELATO sea-ice model developed at CNRM has been inwgja@and TRIP, a runoff model from
University of Tokyo. OASIS is also used in the USA (Oregont&tdniversity, Hawaii University), in
Canada (Environnement Canada, Univérsiti Qebeca Montial), in Peru (Instituto Geofisico del Peru),
in Japan on the Earth Simulator super computer (the Japamdi&cience and Technology Center),
in China (Meteorological National Centre, China AcademySaiences), in Australia (the Bureau of
Meteorology Research Center -BMRC, the Commonwealth 8fieeand Industrial Research Organisation
-CSIRO, and the University of Tasmania), etc.

CERFACS, devoting one person full time to OASIS, provides $ervices needed to maintain a strong
community network around the coupler : development, maantee, integration, user support, etc. This has
been possible up to now thanks to numerous collaborationspenific developments and to temporary
but important funding streams (projects PRISM in 2002-2004CLE in 2006-2009, METAFOR in
2008-2011, and IS-ENESn 2009-2013). The investment of the French Centre Natidedh Recherche

www.metaforclimate.eu
https ://verc.enes.org
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Scientifique (CNRS), also devoting one full time enginear @ASIS since 5 years, is in that respect
particularly valuable.

During the last two years, active user support was providdtie OASIS users. Within IS-ENES, OASIS
Dedicated User Support was offered to IPSL (1 person-mp8tiHI (2 persons-months) and ETH Zurich
(2 persons-mponths) (see [CC16], [CC24]). In addition, & meb sité is now open to the community
through the IS-ENES portal and offers different serviceshsas on-line documentation, user guides,
tutorial, FAQs, user forum and tips for best practices. Taet@l position of CERFACS in the coupled
climate modelling community was also confirmed by the susoéshe workshop “Coupling Technologies
for Earth System Modelling : Today and Tomorrdwirganised in collaboration with the Georgia Institute
of Technology in December 2010. Forty-five participantsrfraround the world (20 from France, 12 from
other EU countries, 11 from the US, and 2 from China) expldhedtrade-offs involved in the different
approaches to coupling in use throughout the climate meglebmmunity and laid out a vision for coupling
Earth System Models (ESMs) in the year 2020 (see also [CC1]).

2.2 OASIS3

Although it is foreseen that it will become a bottleneck fagthresolution ESMs running on massively
parallel platforms, OASIS3 is still being used succesgfifll different high resolution ESMs with a
reasonnable overhead, thanks to its field-by-field “psquatadlelism”.

For example, the EC-Earth model, which underlying atmospineodel IFS, was increased to T799 ( 25km,
or 843,000 points) and 62 levels, along with a 0.25-degré&dpoints), 75 depth-level configuration of the
NEMO ocean model, was run on the Ekman cluster at the PDC €&ntHigh-Performance Computing
on Sweden (1268 nodes of dual-sock quad-core AMD Opterooegemrs, i.e. a total of 10144 cores)
with different numbers of cores for each component and OASIHfferent combinations were tested. A
coupling overhead of about 3% was observed with the 5121TP8enfiguration (i.e. when 512, 128 and
10 cores are respectively used for IFS, NEMO, and OASIS3}kanaverhead of about 1.3% was observed
for the 800-256-10 configuration, which in both cases atieretisonnable overheads.

It has to be noted however that in these configurations ttseserne imbalance between the components
elapse times, which allows OASIS3 to interpolate the fieldgenvthe fastest component waits for the
slowest. For other coupled models, this may not be posgiiégh-resolution version of CNRM-CM5 (50
km-atmosphere, 0.25 degree-ocean) has been compiled armhmnore than 1000 cores on the PRACE
tier-0 “curie” Bullx supercomputer to study regional scélarge scale interactions. The ocean model is
used in a mixed layer mode (a configuration called NEMIX) tmify and better understand coupled
processes. In this configuration, the component modelsegunentially and OASIS3 cost is directly added
to the component elapse times. On 1024 cores (500 for thesatmoe, 512 for the ocean, 12 for the
coupler), it was observed that OASIS3 takes up to 20% of tdtgdsed time to perform interpolations and
communications between coupled components, which becamegerhead barely acceptable.

Two approaches are currently followed to introduce trualbelism into OASIS and remove the observed
bottleneck. The first one relies on the OASIS4 version of thepter using its “user-defined” interpolation,
and the second one is based on the modification of OASIS3 tthaddodel Coupling Toolkit (MCT).

3https :/lverc.enes.org/models/software-tools/oasis
“https ://verc.enes.org/models/software-tools/oasi@ige-information/events
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2.3 OASIS4

Since the beginning of the IS-ENES project in March 2009, EEBS, CNRS and DKRZ (Deutsches
Klimarechenzentrum GmbH, in Hamburg, Germany) have bediabmrating on the development and
evaluation of a new fully parallel version of the coupler, 8184. In particular, OASIS4 includes a library
performing a fully parallel calculation of the source ndighr weights and addresses needed for the
regridding of the coupling fields between the source andetaggds (hereafter called the “neighbourhood
search library”) originally developed by NEC Laboratori&srope - IT Research Division (NLE-IT). This
work resulted in June 2011 in the release of the latest OA8¢Egion, OASIS4lbeta (J[CC29], [CC10]).
OASIS4 was used by Bteo-France, KNMI (Netherlands), and MPI-M (Germany) in thenfework of
the EU GEMS project (lead by ECMWF) for 3D coupling betweenapheric dynamic and atmospheric
chemistry models and is currently used by SMHI (Sweden) Alfieed Wegener Institute for Polar and
Marine Research (AWI in Germany), the BoM in Australia for aeceatmosphere 2D regional or global
coupling. In the framework of the METAFOR project, OASIS4sanadapted so to allow the use of the
Common Information Model standard to configure the coupdinchanges ([CC28])).

However, this work also lead us to conclude that OASIS4 fEnatighbourhood search library, originally
developed by NEC, presents some fundamental weaknesses design. In particular, the support of
unstructured grids was not originally included and it wobilvery difficult to add it in the current code.
Also, itis now very clear that it was developed with efficigas the prime criteria, leaving aside readability
and ease of development.

Therefore we decided to retrofit OASIS4 for pre-computedideigng weights, thereby circumventing
its parallel neighbourhood search library, and use what alletite OASIS4 “user-defined” interpolation
([CC23]). To use this functionality, the user has to deseribe links associating specific source grid
points with specific target grid points in a separate NetCIE: fior each link, the index of the source
point, the index of the target point and the weight assodiatethat link have to be provided. The
OASIS4 communication library reads these indices and vigighd automatically defines on each side
a non-geographical grid with one point for each link. The tiplitation of the source field values by the
appropriate weights is done in parallel on the source sideaaparallel redistribution of the results is
done directly between the source and the target processbs BASIS4 communication library. The user-
defined regridding has been validated with simple toy modet®w has to be validated for real grids and
in real coupled ESMs.

2.4 OASIS3-MCT

The second solution is based on the modification of OASIS3tothe Model Coupling Toolkit(MCT)
developed by the Argonne National Laboratory in the USA. M€quires that the regridding weights are
pre-computed offline, but then implements fully parallejridding and exchanges of the coupling fields
and has proven parallel performance. MCT embodies a gemgpimach for creating coupled applications.
Its design philosophy, based on flexibility and minimal isivaness, is close to the OASIS approach. MCT
uses distributed objects to store the coupling data and@mguted regridding weights as well as a domain
decomposition descriptor (DDD) to describe the paralleldeposition of the component models. Parallel
communication patterns are computed automatically froengburce and target DDDs. To use MCT,
one has to load the coupling data into MCT data types and c@ITl Marallel matrix multiplication (for
regridding) and communication methods. Parallel datasfeais then accomplished by pairs of send/receive
methods with coupling data and communication pattern agténCT is, most notably, the underlying
coupling software used in National Center for Atmospheris@&arch Community Earth System Model 1
(NCAR CESM1) [1]. Interfacing MCT in OASIS3 will provide a lid and efficient solution to remove
current OASIS3 bottleneck; in this case, the coupling fields be regridded in parallel in the source

Shttp :/lwww.mcs.anl.gov/research/projects/mct/
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communication library and directly redistributed betwéea source and target parallel distribution without
the need to gather the whole coupling field onto one OASIS8gs® One advantage of this solution is
that it will be totally transparent for the OASIS3 user, ie Bense that the current OASIS3 communication
library API (Application Programming Interface) will nohange.

Technically, the two solutions described above, i.e. th&(34 user-defined regridding and the interfacing
of MCT in OASIS3, are in principle equivalent. It will thei@® be interesting to compare the two solutions
and choose the most efficient one if they both prove to be \@iibns for massively parallel coupled
simulations.
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3  The OpenPALM coupler

3.1 Introduction

OpenPALM is a software tool codeveloped by CERFACS and ONBR#ed on the PALM library (from
CERFACS) and the CWIPI library (from ONERA). OpenPALM is distited under the open source
license LGPL since the first of January 2011. The distribuigodone via a download from the website of
OpenPALM (http ://lwww.cerfacs.fr/globc/PALMVEB/EN/BECOMEAUSER/download/). After one year
of open access, about 80 downloads have been registred.

This software allows for the concurrent execution and there@mmunication of programs developed
independently one from the other and not having been edjyedésigned for that. In addition to the data
exchange, this coupler offers a number of services, suchtegriediate computations on the exchanged
data, grid to grid interpolations, and parallel data reiigtion. The couplings therefore span from simple
sequential code assembling (chaining) to complex appiesinvolving tens of components run in parallel
and/or sequentially. Sometimes the components must ruarallel, especially if the coupling exchanges
take place in the inner iterative processes of the comunaltientities. Furthermore, an important aspect
of OpenPALM is that it allows the components to be launcheangt point during the run; in this sense,
OpenPALM is a dynamic coupler. The main characteristicsdI@ALM are its easy set-up, its flexibility,
its performances, the simple updates and evolutions ofdhpled application (one can add a model to the
coupled application without changing the structure of tigedthm) and the many side services it offers.

More generally, the component coupling approach followedipenPALM allows for splitting a system
into elementary computational entities that can then besreasily handled and maintained. This approach
has proven to be very effective for the design, the manageameithe monitoring of large complex systems
as, for instance, data assimilation suites.

The current available version, OpenPALM 4.0.0, implementst of the originally committed functions.
Some tools such as the algebra toolbox (toolbox that intesfathe most common linear algebra
operations) or the opportunity to read/write in NetCDF fihase been developed. In addition, some useful
functionalities like the dynamic objects or the possiitid run the units in the driver process have been
implemented. One of the major enhancements of the coupketmadapt it on new high massively parallel
calculators. Because on this kind of calculators the MPladdard is often imperfectly implemented or
even not implemented at all (IBM Blue Gene), an MPI-1 versib®penPALM has been developed. Still
in this scope, a brand new communication scheme is beingeimgahted.

In order to provide performant coupling solutions for theospace and aeronautic communities either
for the research and industry, CERFACS, ONERA, SAFRAN, EADE CNES have shared in 2010 an
intensive reflexion on the definition of the next generationping tool. A confrontation between existing
tool like Salongé (EDF), CWIPI (ONERA) and PALM (CERFACS) have led to the costdn that the
existing tools CWIPI and PALM are a very good basis for the tgment of such an ultimate coupler.
Thus, a collaboration between CERFACS and ONERA is born fitsreflexion in order to develop the
open source coupler OpenPALM based on the complementads/@uIP1 and PALM. Current and future
developments of the OpenPALM coupler are based on the tepdeifications resulting from the common
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2010's reflexion. Financial support is provided by CERFACH ©NERA completed by projects as the
FLUI project COSMOS+.

More and more users would like to couple commercial codes fikient or Abaqus with OpenPALM.
The standard use of OpenPALM imposes to the users to havesatwahe code sources they want to
couple, which is usually not possible with commercial codegeneral, with these computation codes a
breach is nevertheless possible by calling routines dpeelan the form of dynamic library (*.so). New
functions allowing these codes to be dynamically connettiékde coupler have been developed using MPI
functionalities. More portable methods are under evabundike the socket mechanism. This last protocol
is a very promising path and will allow to couple solvers that on distinct architectures connected on a
network.

In parallel the OpenPALM team has granted the maintenand¢lkeoprevious versions and has provided
extensive user support, including training sessions &atlé per year) both on the use of the coupler itself
and on its application to parallel coupling and data assitioih suites ([CC8]).

Today, the OpenPALM coupler has proven to be a flexible andepivparallel dynamic coupler with
application domains extending far beyond data assimilafifne user community is constantly increasing
and the software is ceaselessly evolving to deal with nevetfanal requirements and new hardware
technologies. For more information, one can consult thenBp&M website :

http ://www.cerfacs.fr/globc/PALMNVEB/index.html

3.2 Usage of OpenPALM
3.2.1 Data assimilation with OpenPALM

As a data assimilation framework, the OpenPALM coupler ieduin the operational suite of the
MERCATOR ocean forecasting system and for research pusfnsthe “Research and development” teams
(selected by the GMMC) and by DRM. CNRM, CNES, IPSL and LA ugef@PALM in the French project
ADOMOCA for atmospheric chemistry data assimilation. CNRMo takes advantage of OpenPALM to
build a hydro-meteorological data assimilation suite deme the Safran-Isba-Modcou chain. In the same
field the SCHAPI uses OpenPALM to assemble two data assiomilatiites in hydrology and hydraulics for
the river floods forecasting. The hydraulic data assingitauite is currently being tested in their real time
operational forecasting system, while different reseantions, including a PhD thesis constantly improve
the suite.

EDF used OpenPALM in the ADONIS project to design a data aksiion methods in neutronics
simulation that was eventually implemented within the priged operational environment based on
Salon€. From this experience and from the results obtained at S&H#nother research department in
EDF, the LNHE got interested in the use of OpenPALM for hy#icgsuapplication, namely for a data
assimilation suite for the complete 3D modelling of the rggfi evolution in a salted water basin where
fresh water is discharged from production plants.

3.2.2 Code coupling with OpenPALM

As a code coupler, OpenPALM has started to be used at CERFAGISebCFD TEAM in RANS (N3S-
Natur) and LES (AVBP) coupled applications ([17]). Havingyen its efficiency, it is now spreading in the
scientific and engineering community. Among its users, seSNECMA (DMA and SPS) and ONERA
which both use OpenPALM in CFD coupled applications. The €felam of CERFACS uses intensively the
OpenPALM coupler for multiphysics and multi-composantliations [7, 8, CC3, 21, 28, 27, 29, 31, 30].
The main codes of the CFD-Team are interfaced with the co@@eBP, AVTP, PRISSMA and elsA).
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In the NitroEurope research project, INRA (Rennes, Grigiatignon), AARHUS UNIVERSITET, FZK,
RWTH and the Technical University of Madrid use OpenPALM tagle models in order to study the
flows and transformations of nitrogen at the landscape stake LNHE research department of EDF uses
OpenPALM to couple 1D global river flow modelling with detdl 2D representations of larger and more
complex river portions. IFREMER is coupling a coast modehwi waves’ one with PALM. Other users are
MINES Paris, IFP (Institut Francais dé{ole), MINES Albi, ECP, CORIA, IMT (Institut ma#matique de
Toulouse), SCHAPI, BRGM, LMTG, LEGOS, UMR CNRS 5805 EPOC,MEEnvironnement Canada),
LMMC (Algérie) and FUNDP (Facudt Univesitaire Notre-Dame de La Paix, Belgium). The German
Science Foundation is funding a PhD student from the Karkrinstitut fir Technologie to work on the
improvement of the parallel data distribution dynamic etioln, in order to efficiently use OpenPALM to
couple a local weather forecast and/or hydrology model wigioint based 2D biology model, capable of
self adjust the data distribution to achieve the best lodailoing.

In the framework of the French RTRA/STAE funded project, RALs used to build an interdisciplinary
modelling platform devoted to study the impact of city exgan modes on local climate. Up to
five models are integrated on the platform : the ENM-CIREDo(|EcNationale de la Meteorologie -
Centre International de Recherche sur 'Environnement ddéveloppement) socio-economical model,
the GEODE (Geographie de I'Environnement) geographic maolde LRA (Laboratoire de Recherche en
Architecture) urban morphology model, the CNRM-LA (Centational de Recherches Meteorologiques
- Laboratoire d’Aerologie) MESONH and SURFEX models for aiphere and land surface respectively.
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4  HPC Climate modelling

4.1 General context

Based on recent findings and thanks to new observationalipte@mostly satellite) traditional spatial grid
scales used for climate (on the order of 100-200 km) appdze tosufficient to adequately resolve physical
processes such as those involved in air-sea interactioohvdrie critical if one wants to assess the true
predictability and associated mechanisms of the climaséesy. Higher resolution is also necessary (but
not sufficient) to generate more reliable extreme eventaiibties that are critical for impact assessment.
The current and future high-end computational power wielly enable soon climate prediction at the
regional (10-25km) and later local (less than 10 km) scalbégse scales are required to make further
progress : (1) for evaluation of processes at the cloud ady schle (air-sea coupling, aerosol activation,
cloud microphysical and dynamical interactions) thatctffegional and global climate sensitivity and drive
climate biases and (2) for estimation and assessment oftisipaing self-consistent models to produce
more accurate statistics of climate variability (e.g.engity of precipitation) and extreme events (e.g.,
hurricanes) to drive impact assessment models (e.g., diithelogical cycle).

This scientific context has led us in 2011 to a project of a @i@hallenge for the next decade. Our 2020
HPC Grand Challenge is to develop, in close relation withrational, (Meteo France, IPSL, DRAKKAR
group) and international partners, a global climate mogstesn at very high atmospheric and oceanic
resolution (horizontal 10-25 km, vertical 70-90 levelsMamious massively parallel computers (with O{410
10°) processors). The considered climate variability andiptedility temporal scales are from interannual
to decadal.

Many challenges, both scientific and technical, need to besadd along the path of our 2020 Grand
Challenge. Among them, our initial focus in 2011 was on thestipment and evaluation of an intermediate
high resolution configuration of our ARPEGE-NEMO climatedrb(atmospheric resolution of 50 km or
spectral truncature T359, oceanic resolution of ®R5This intermediate configuration is necessary to
prepare and ease the on going and widespread vector to soalauting migration and the optimal use of
ultra-high resolution climate models on the new generatifdmigh performance computers.

4.2 Development and implementation of the ARPEGE-NEMIX
model

In 2011, a simplified version of this intermediate ARPEGENNE coupled model (called ARPEGE-
NEMIX) has been developed and evaluated in the framework@fANR funded project SPADES (08-
ANR-SEGI-025). This simplification deals with disablingarfy ocean horizontal motion and the coupling
of the atmospheric model with a mixed layer ocean. The mdantedf the tracer advective transport is then
represented by a flux correction methodology (NEMIX, [CQ1This configuration has been widely used
within the international community for a wide range of skglgoing from climate sensitivity to greenhouse
forcing to influence of air-sea coupling upon tropical to haiiude intraseasonal variability, including
the representation of tropical cyclones (for our own rec@ience applications, see 2.1.2 in paragraphe
“Climate Variability and Global Change” and [CC21]).
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Another asset of this simplified configuration is its lack lfnate biases of large amplitude due to the flux

corection implementation. The energetic balance of theahdmbth at the top of atmosphere and air-sea
interface, is quickly reached without the need of exhaagt@rameter sensitivity experiments. This allows
a quick and robust estimation of the similarity of simulatéichates on different architectures which is a

necessary condition in a machine to machine porting context

In the framework of the FP7 European project IS-ENES, the BEBB-NEMIX model has been successfully
implemented and tested on a broad selection of scalar sapprgers, from which a PRACE tier-0 machine
([CC8]). Efficient weak scaling of both ARPEGE and NEMIX mdslallows the use of more than 1000
cores. The performed benchmarks suggest that decadelgahte experiments at such resolution can
now be realistically processed on such machines (less thapsnecessary to simulate 10 years of climate).

4.3 Coupling technical aspects and fault tolerance compliance

Preliminary simulations showed the lack of performance hef ©ASIS3 coupling implementation :
measured on a set of European coupled GCMs, from 1 to 20 pgeofethe total duration could be
spend on coupling exchanges ([CC16], [CC24]). First, an [34Salternative has been explored, using
our model and several other CGCMs, revealing other incoilmpaes ([CC25]). At the moment, a newly
developed OASIS3-MCT solution is tested, to try to enharagpter scalability. Furthermore and based
on the practical IS-ENES funded exercice of coupler intaxfeoding and performances analysis ([CC26]),
a testbed for a comparison of the NCAR(flux coupler) and CERHOASIS) coupling environment has
been suggested, revealing the strong and necessary tidataetween OASIS development and beta testing
during OASIS model interface implementation on HPC configjons.

The performed intermediate high resolution experimentsaked new bottlenecks such as :

— Output speed decrease

— Data storage capabilities

— Runtime environnement unstability

which can strongly impact the overall performance of oumelie numerical laboratory. New data

production paradigms are currently tested by CERFACS pestfiPSL) and started to be included within
our own HPC configurations. In parallel, we investigatedregrguction of the amount of produced climate
data using traditional (interpolation) and new (reductischemes.

Concerning runtime environment stability and to start exply fault tolerance compliance of existing
climate models, a study with the NEMO code has started on lboadapt an error handling that could
reorganize MPI communications after failure and keep a#ihu on the remaining process. This work is
part of code adaptation for HPC, developed in the framewbANR SPADES jointly with INRIA Saclay
laboratory (LRI).
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Climate Variability and Global Change







1 Introduction

The Climate group conducts basic and applied research ifiefldeof climate variability and predictability

and global environmental changes. Our main scientific ¢l are the following :

— To improve the understanding and simulation of climateesses underlying the variability of the main
climate natural modes, such as the Northern and Southeralanodes (NAM and SAM), the Atlantic
Meridional Overturning Circulation (AMOC) and the El Ninm&hern Oscillation (ENSO) (and its
decadal counterpart, the Pacific Decadal Oscillation (PD@&nd of the response of the NAM/SAM,
AMOC, ENSO and PDO to anthropogenic climate change.

— To detect, attribute and describe anthropogenic climaéage on global to regional scales using high
resolution climate models, statistical methods and largithigh quality observations.

— To assess the impacts of anthropogenic climate changgiahat to local scale with specific interest
in the changes of the hydrological cycle and to provide bédiauncertainty bounds in future climate
projections.

— To study the potential of decadal predictability due tohbexternal forcing (from both natural and
anthropogenic sources) and low frequency ocean fluctusation

— To explore the influence of small-scale phenomena upomeagaosphere coupling and their impact on
intra-seasonal to interannual predictability

The methodology relies upon a dual approach combining gatsens and simulations performed with
state-of-the-art general circulation models of the atrhesp, ocean, land surface, sea-ice and the coupled
climate system. As an example, we have recently achievedydange ensemble of decadal hindcasts and
forecasts simulations in the framework of the Coupled Mddtdrcomparison Project version 5 (CMIP5)
exercise which will provide the modelling results for thexntergovernmental Panel on Climate Change
(IPCC) assessment report planned in 2013. The climate nwotted CNRM-CM5 model developed jointly
with the Centre National de Recherche&tbbrologiques (CNRM). More than 5000 years of simulated
climate have been performed requiring 200 000 CPU hours eiMiitto-France NEC supercomputer and
generating 120 Terabytes of data. This first achievemeheifirst step of a 10-year program devoted to the
study of decadal variability and predictability and its iacps.

Most of our objectives are endorsed by national and/oriatiional programs through coordinated projects
and collaborations with other partners mainly at the freand European levels (European Framework
Program 7, FP7 : COMBINE, IS-ENES; Agence Nationale de laheezhe ANR : SCAMPEI, ASIV;
Ministére de lecologie, du Bveloppement Durable, du Transport et du Logement (MEDDTRIRIAS,
EPIDOM ; Fondation BNP-Paribas : PRECLIDE.
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2  Climate variability and predictability

The weather/climate system exhibits considerable vditiabin a wide range of spatial and temporal scales.
Those are characterized by strong interactions that musikes into account to better understand and
predict the atmosphere from daily variability to climateange. Interest in weather/climate fluctuations
have been rapidly growing over the last few years followihg tecent recurrence of extremes and the
more pressing evidence for anthropogenic influences onatdimin such a context covering a large
spatio-temporal spectrum, demand for predictability ofther/climate variability over the next decades
is strongly emerging.

The activities of the “Climate variability and predictahil project directly take place within this
framework. Based on a process-oriented approach, our gdal better understand the physical origin
of the low-frequency variability of the climate system asl interaction with weather-type events, with
the underlying objective to eventually improve their patidin over a wide range of timescale. Our grand
challenge is to tackle the issue of decadal variability amdlictability using a hierarchy of numerical tools.
This activity has been at the forefront of our research ir022Q@11 and will be so for many years due to the
numerous complex scientific and technical issues remaioitg solved. In line with these objectives, the
key step was our participation to the current internatialeladal prediction exercise which is coordinated
by the World Climate Research Program (WCRP) to fulfill the @(@quirements for their next assessment
report (AR5) to be delivered in 2013.

Fundamental research activities, in line with traditiomald historical expertises, are first presented,
followed by a more detailled description of the decadaldast initiative.

2.1 Interaction between the North Atlantic-Europe atmospheric
dynamics and the local surface conditions (J. By C. Cassoy
E. Maisonnave S. Bielli)

Previous studies realized at Cerfacs have shown that wegdfienes can be considered as elementary
bricks for North Atlantic-Europe (NAE) atmospheric dynasiwhose seasonal-to-decadal variability can
be interpreted to the first order as the time integration efrtanomalous occurrence. In addition to
occurrence, transitions between regimes also appear wantleriterion especially to link large-scale
variability and extreme events. Finally, evidence has hgenided that the internal characteristics of the
regime (strength, spatial departure to mean etc.) are aismat to interpret climate variability accross
timescales. Interaction between the atmosphere and thimenhon one hand, and the ocean on the other
hand, have been investigated in 2010-2011.

2.1.1 Soil-moisture-precipitation interactions

How soil moisture affects precipitation is an important stign — with far reaching consequences, from

weather prediction to centennial climate change —, albpdaly understood one. Thanks to observations
and the results of an high resolution hydro-meteorologéalysis over France, we have studied how
previous soil moisture conditions affect precipitatio @urface water budget over France during summer,
for different weather regimes (B2011).
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Soil moisture-precipitation coupling has been shown to ighlix dependent on large scale circulation,
even simply in terms of sign. If dry soil conditions alwaysdeto an increase of the lifted condensation
level, which is unfavorable to precipitation, the sign oé teffect of previous soil moisture conditions
on atmospheric stability depends on large scale circulatio the end, for two weather regimes, dry
soil conditions lead to less precipitation. However, thiwwd not be interpreted as the sign of a
positive soil moisture-precipitation feedback, becauserdsoils also lead to a decrease of subsequent
evapotranspiration. As soil moisture effect on evapoaation is larger than its effect on precipitation
independently of large scale circulation, the total soilishoe-precipitation feedback over France has
therefore been found to be negative.

2.1.2 Ocean-atmosphere coupling

Within the ANR-IRCAAM project, a dedicated study of the 20€lBnate dynamics has been carried out
using a suite of GCM configurations based on the ARPEGE AGQG#pital-limited atmospheric nudging
towards observed circulation in ARPEGE confirms that trapéxtratropical connections are important to
explain the 2003 NAE anomalous atmospheric circulatiors§0a et al 2005). We demonstrated that the
anomalous convective activity over a broad tropical Aitabiasin is at the origin of a Rossby wave train
which propagates northeastward towards Europe and attdirsei the occurrence/strength statistics of the
NAE weather regimes. We then set up a simplified coupled mmaidlguration where ARPEGE is coupled
to NEMIX, acronym for the NEMO model transformed into indadant single column ocean models.
NEMIX has been developed at Cerfacs in 2010 : the full velricaan physics of NEMO is retained while
horizontal exchanges are cast off and compensated by a fitection term. Targeted simulations for 2003
using the ARPEGE-NEMIX configuration highlight that the aneatmosphere extratropical coupling is
important to reinforce the primary tropical-extratropiaamospheric signal. The mechanism is based on the
so-called water wapor feedback at work over the contineatdthe advection of moister air from the ocean
when the coupling is activated. This is associated with @ngtipositive feedback on the anomalous NAE
atmospheric circulation leading to enhanced northwarekeiitmn of warm air from North Africa towards
Europe, as well as local enhanced subsidence over Europexaadsive solar radiation at the surface. All
together, the retroaction when the ocean-atmosphereingugitivated, is such that the warmer conditions
over Europe are amplified by a factor of two.

2.2 Decadal prediction (C. CassouE. Sanchez Y. Ruprich-Robert,
E. Maisonnave E.Fernandez P.Roge] L. Terray, C.Pag,
S. Valcke M.-P. Moine, L. Coquart )

2010-2011 has been almost entirely devoted to the setupedization and the basic evaluation of the so-
called decadal or “near term” coupled experiments perfdrmihin the Coupled Model Intercomparison
Project (CMIP5) further used for AR5. A new version of the get circulation model CNRM-CM
(Voldoire et al 2011) has been developed jointly bytb-France (CNRM-GMGEC) and the Cerfacs
Global Change team. The exact same model, named CNRM-CM5Seit in both centennial (carried out
by CNRM) and decadal exercises that consequently diffey bylthe initialization step (same binaries
and same namelists), . The use of the exact same code in theetwers is the concrete result of strong
colloborations that have been reinforced to pool the lichitesources devoted to the development of the
new Earth system for CMIP5. This very demanding project gl most of our human ressources over the
2010-2011 period and required a full investment from alltdeen members, leaving little room, compared
to previous years, for other fundamental research a&titi

The CORE experiments of CMIP5 considered as the “entry tidke model intercompararison studies,
have been completed and are available on the local CNRMaCerEarth System Grid (ESG) node.
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Additional experiments have also been carried out and plodédi. Additional members have been added
leading to a total of 10 for each forecast date. 2 additiomésl per decade have been also integrated,
namely 1959, 1964, 1969, ..., 2004, as a supplement to thelatany 1960, 1965, 1970, ..., 2005 suite.
Finally, a fake 2010-pinatubo eruption has been introdunexh additional set of forecasts for the 2005-
2035 timeslot. The decadal forecast activity at Cerfacdss part of the ongoing EC-FP7 COMBINE
project coordinated by MPI, the GICC EPIDOM project starédhe beginning of 2011 and coordinated
by Cerfacs and the ANR CECILE coordinated by BRGM. The twonmaieliminary results are listed
below.

2.2.1 Ocean initialization

In order to minimize the initial shocks and drifts during fleeecasts, initial conditions are obtained from
a coupled simulation of CNRM-CM5 integrated from 1958 togamt where the sole ocean is nudged in
temperature and salinity towards the NEMOVAR-COMBINE (fBakeda et al. 2010) ocean reanalysis.
Within this simulation, the other components (atmosphega;ice, continents etc) are thus freely coupled
and do not contain any observational data. The NEMOVAR-C@OWBreanalysis has been produced using
a multivariate 3D-var data assimilation method (Weavel. &Q05, Daget et al. 2009) applied to the NEMO
model running on the same ORCAL configuration as CNRM-CM8 yveith the physical parameterizations
as close as possible. The surface temperature and salirityestored towards NEMOVAR using a flux
derivative term while the subsurface ocean nudging is baseal 3D Newtonian damping in temperature
and salinity (see Madec et al. 2008 for details) which is fiomcof depth and space. No 3D damping is
applied between the surface and the thermocline thus lgak@nmixed layer free to evolve ; the damping
is equal to 10 days below the thermocline and to 360 days éodéep ocean (below 800m depth). There is
no nudging near the coasts to avoid spurious effects on leoyrdirrents, neither within the tropical band.

The latter choice tends to account for the fact that trogabkurface ocean and tropical surface wind should
be consistent to minimize the excitation of tropical Kehaind Rossby waves when one lets the model go
at the beginning of the forecast. We performed two sets ofexpents where nudging is excluded either
within 1°N-1°S (hereafter GLOB) or within 18N-15°S (hereafter EXTROP). We show that GLOB has
a much stronger initial shock than EXTROP ; it is charactsfiby a systematic excitation of an EIidi
events in the Pacific leading, by teleconnection, to entthdcét in the entire Northern Hemisphere. We
found that such a disruption affects the mean drift of the @hogh to about 4 year leadtime stressing out
the importance of the initialization step (Sanchez et ati201

2.2.2 Skill score

Decadal predictability arises from two sources : anomakiates assimilated in the initial conditions of
the climate system (here the NEMOVAR ocean, -first kind preadtiility) and so-called external forcings
linked to natural (volcanoes and solar activities) evemtanghropogenic influences (e.g. GHGs increase,
aerosols emission, land use etc. -second kind of prediitydb&kill scores have been computed for global
temperature as a function of leadtime. Data have been aabfalowing the CMIP5 linear protocol. Very
high positive scores (from 0.93 to 0.98) are found whatdwetd¢adtime. At global scale, the predictive skill
is mostly explained by the warming trend and the interancoaling events associated with the external
forcings, respectively the increase of GHG concentratam$the volcanic aerosols that are prescribed in
the model (Figure 2.1).
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Fic. 2.1: Anomalous global SST from observation (black) anddecadal forecasts (colors) initialized
onJan 1, 1960, 1965, 1970, ..., 2005. Each spaghetti comdsgo one member. The reference period is
1970-1990. Major volcanic eruptions are mentionned

More interestingly, skill scores are computed for the AlilarSea Surface Temperature anomalies to
evaluate the ability of the model to predict the so-callethrtic Multidecadal Oscillation (AMO). In line
with pionner studies about the thermohaline predictab{iRohimann et al., 2011), preliminary results
(Figure 2.2) suggest that the ocean initialization is a rck@ded-value for leadtime up to 10 years.
Correlations skill ranges from 0.41 to 0.72 as function afdgme when trends linked to external forcings
are removed prior to the statistical computation, whileehe no skill in the so-called historical experiments
(carried out by CNRM) where the ocean is not initialized. .
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FiG. 2.2: AMO predictability for 1 year (left), 2-6 years (middl and 6-10 years (right) leadtime
from decadal forecasts (blue) and historical simulatiord)( Correlations between ensemble mean and
observation (black) are given in the upper-left cornershaf panels. The pink shading stands for the
ensemble spead of the historical experiments.

2.2.3 Decadal internal variability in CNRM-CM5 and its potential predictability

A 1000-yr control integration of CNRM-CMS5, hereafter Plctras been carried out by CNRM for CMIP5.
Within EPIDOM and with the support of EDF, we started to asalthis simulation where external forcings
are set to constant (pre-industrial 1850 values), in ordatacument and understand the low-frequency
intrinsic (or internal) variability simulated by the modé&mphasis is laid on the Atlantic Meridional
Overturning Circulation (AMOC), the AMO as well as the Paciflecadal Oscillation (PDO) that could
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potentially lead to decadal signals over the adjacent nents like in observations. The realism of the
simulated modes has been first quantified. The mechanists atigin of their excitation have been then
investigated based on classical statistical lead-lagyaizalWe show that in CNRM-CM5, a maximum
of AMOC is preceeded, about 30-yr before, by an anomaloulgigccirculation off Europe leading to
enhanced meridional ocean heat transport into the subgptaras well as into the GIN seas. Excess of
heat there induces a strong sea-ice response leadingrtitysatiomalies that are advected into the subpolar
gyre through the Denmark Strait, thus further reinforcing tlirect acceleration of the subpolar gyre due
to overlying atmospheric forcing. This dominant mode for @& is damped by the northward advection
of subtropical fresher water along the subtropical gyredRitability studies within the so-called “prefect
model framework” has been started for the AMO and will be clatgal in 2012.

2.2.4 The decadal signature of sea-level changes

The ANR CECILE project started in 2010. It aims at evaluatimgimpact of sea level variations, including
future sea level rise, on erosion and the coast lines. lalgothtion with CNRM, Cerfacs provides expertise
and decadal forecast simulations to make this evaluatitim tedrospectively and prospectively. The work
done during this first phase of the project was directed tdsv@valuation of the different experiments
produced so far. First comparison to the reanalyses, imdUdEMOVAR, have been compared to quality
controled, long tide gauge time series and sea level rewmtigins. Second, a first order predictability
evaluation of the sea level regional anomalous patternstin tetrospective decadal hindcasts, hereafter
DEC, and historical XXth century simulations, hereaftelSH| has been conducted using the reliability
approach. First results show that the DEC ensemble spatiahd is smaller than HIST which is itself
underestimated compared to NEMOVAR. Second, preliminaglyeses suggest that the predictability at
regional timescale in both DEC and HIST ensemble can barelgidmonstrated using single model 10-
member ensemble hindcasts.
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3.1 Detection and attribution of climate change

The world climate is currently changing due to the humarugedl increase in the atmospheric
concentrations of C®and other greenhouse gases. Global warming is also vely lizéncrease in the
21st century with a range of 1.5 to 6.4 degree Celsius as a&tthfrom the last Intergovernmental Panel for
Climate Change (IPCC) fourth assessment report (AR4). Wewvéhere are still large uncertainties related
to the fate of the global or regional evolution of other valés such as those related to the hydrological
cycle (precipitation and evaporation), in particular ottee world oceans. Our objective for this period
was thus first to quantify the influence of anthropogenic eawgon recent marine hydrological changes
climate versus the role of intrinsic variability (the ddten and attribution question). We have also revisited
the question of the detection of upper ocean temperaturegelsan the last 50 years using a new approach
and recent ocean reanalyses and observed datasets.

3.1.1 Detection of changes in the marine hydrological cyclg. Terray, L. Corre)

Changes in the global water cycle are expected as a resutitbfogpogenic climate change, but large
uncertainties exist in how these changes will be manifegbrally. This is especially the case over the
tropical oceans, where observed estimates of precipitatinl evaporation disagree considerably. We have
used an alternative approach, namely to examine changesirsarface salinity. To first order, large-scale
salinity changes reflect the variations in the precipitatiinus evaporation balance. Data sets of observed
tropical Pacific and Atlantic near-surface salinity congairwith climate model simulations were used to
assess the possible causes and significance of salinitgetaver the late twentieth century (Terray et
al. 2012). We have then applied two different detection métthogies to evaluate the extent to which
observed large-scale changes in near surface salinity €attiibuted to anthropogenic climate change.
Basin-averaged observed changes were shown to enhantigyggdiographical contrasts between the two
basins : the Pacific is getting fresher and the Atlantic ealiivhile the observed Pacific and inter-basin
averaged salinity changes exceed the range of internabity provided from control climate simulations,
Atlantic changes are within the model estimates. Spatiiepas of salinity change, including a fresher
western Pacific warm pool and a saltier subtropical Nortlaitit, are not consistent with internal climate
variability. They are similar to anthropogenic responséepas obtained from transient 20th and 21st
century integrations therefore suggesting a discernilohedn influence on the late 20th century evolution of
the tropical marine water cycle. Changes in the tropicalraidilatitudes Atlantic salinity were not found
to be significant compared to internal variability. Thessutes are important as it is the first time that a
significant change due to anthropogenic forcing is deteirtébe observed tropical marine hydrological
cycle.

3.1.2 Detection of changes in upper ocean temperature (L. Ca#, L. Terray,
A. Weaver)

A multivariate analysis of the upper ocean thermal strgctuas performed to examine the recent long-
term changes and decadal variability in the upper oceandeednt using both a set of ocean reanalyses
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and a model-independent objective analysis (Corre et dl1R®everal variables were used : the mean
temperature above the 4@ isotherm, its depth and a fixed depth mean temperature (25@ean
temperature). This choice of variables provides infororatabout the local heat absorption, vertical
distribution and horizontal redistribution of heat, thagtér being suggestive of changes in ocean circulation.
Use of the mean temperature above thé4sotherm is a convenient, albeit simple, way to isolate
thermodynamical changes by filtering out dynamical changlesed to thermocline vertical displacements.
We have found that the global upper ocean observations andlyeses exhibit very similar warming trends
(0.043C per decade) over the period 1965-2005, superimposed vatiked decadal variability in the
1970s and 1980s. The spatial patterns of the regressiorebrtimdices (representative of anthropogenic
changes and known modes of internal decadal variabilitbg the three variables associated with the ocean
heat content are used as fingerprint to separate out theeatiffeontributions. Two robust findings result
from our analysis : (1) the signature of anthropogenic charig qualitatively different from those of the
internal decadal variability associated to the Pacificrifgeadal Oscillation and the Atlantic Meridional
Oscillation, and (2) the anthropogenic changes in oceah dw#ent do not only consist of local heat
absorption, but are likely related with changes in the ocgesulation, with a clear shallowing of the
tropical thermocline in the Pacific and Indian oceans.

3.2 Statistical downscaling and impact studies

The downscaling activities have been aimed toward appicadf the previously developed statistical
downscaling methodology, using it for diversified climatenge impact studies and research at regional to
local scales. Some studies have also taken place to betteratand the characteristics and the stochastic
aspects of the methodology. In parallel, work has begurrdéyzthe standardization of downscaled data,
along with the development of user guidance aimed at thedtrgmammunities, as well as the development
of new collaborative web portals to help dissemination.

A summary of the main activities during the period 2010-2&diven below.

3.2.1 Impact of climate change on mountainous areas in Frarc (C. Pag,
L. Terray, M. Piazza E. SanchezJ. Bog)

Our main objective was to adapt the DSCLIM statistical davating methodology to study the impacts
of climate change on the mountainous areas in France, inathiext of the ANR/SCAMPEI project led
by Méteo-France CNRM. Several geographical domains for thedsegée circulation have been evaluated
by comparing the performance of downscaled precipitatiothé original configuration used previously,
as well as the relevance of the generated weather types. diffgguration has also been standardized
among the different seasons (number of weather types, noasket only data exclusively over France,
random selection of analog day within closest days). Aftelation, it has been decided to keep the
original geographical domain. This result is also confirrbgdhe thesis results of M. Lafaysse (Lafaysse,
2011), which also stated the importance of taking into antthe stochastic aspects of the methodology
when working on quite small geographical domains. A new skthave been generated given this new
configuration, called SCRATCH2010, which improves DSCLI®¢4ults especially over southern Alps and
along the Mediterranean coast (except for Roussillon). OBICdownscaled scenarios have also been
compared to dynamically downscaled ARPEGE scenarios &zdAFrance CNRM (using a bias correction
guantile-quantile methodology). Surface feedbacks hiseelreen studied for the present climate, and also
in dynamically downscaled (non-corrected) scenariost tdve Alps and Pyrenees. Two hypothesis have
resulted from this study : a) In the south, feedbacks betvgeew cover and temperature occur mainly in
April (with a 2-month time lag), caused mostly by the generabf mist and fog which limits the solar
radiation. b) In the north and east, the correlation timadaxf 6 months, and the physical process is related
to the soil water content.
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3.2.2 French and European collaboration for dissemination b downscaled
scenarios for impacts (C. Pa§)

Two main actions have taken place for the dissemination wfndoaled scenarios to the climate change
impact communities in France and in Europe. The first actiothe GICC/DRIAS French project, in
collaboration with Meteo-France and IPSL, while the second is the EU FP7 EuropegecpiS-ENES,

in collaboration with more than 20 partners throughout Beréincluding Metto-France and IPSL) and
coordinated by IPSL. Many links were put in place betweentiee projects. The GICC/DRIAS project
will end at the first semester of 2012, and the main outcomenistaportal to make available downscaled
climate scenarios by Bteo-France , IPSL and CERFACS to the French impact commanitiee portal
will include guidance, discovery, and data access with stipjt is now included in the main objectives
of Méteo-France. The IS-ENES project embraces larger objectingsone of the work package deals
with bridging the gap between the climate modelling comrtyuand the impact communities. An impact
interface portal is currently being designed and coded withit somewhat different objectives than the
DRIAS project portal. The main objectives of this portaldsdevelop standards for describing downscaled
data (with links to the EU FP7 METAFOR project), as well as évelop basic data access and processing
interoperable tools based on OGC and upcoming standardsdrtal development is being done in close
collaboration with KNMI, while the guidance documentatienrk is lead by SMHI and CMCC partners
with CERFACS. In 2010-2011, Use Cases have been construtedy with common tools specifications.
These are the basis of the portal development, which hasbiediugust 2011.

3.2.3 Distribution of high-resolution scenario for impact studies (C.Pag,
L. Terray)

We have used the DSCLIM software to produce an updated s@Q&ATCHO08) of multi-model high
resolution climate scenarios for France (at a horizontsdltgion of 8 km). The DSCLIM configuration
used in the ANR/SCAMPEI project have been used for this wpdate have performed an updated
downscaling of all CMIP3 models for the scenario SRES A1B a#l as several simulations forced by
a wider range of SRES scenarios made with the ARPEGE mod@lBiMCand SUC. Other scenarios have
been downscaled, such as PRUDENCE ARPEGE scenarios (fiicatign in the ANR/SCAMPEI project),
and work has begun to also downscale all the GCM scenarios fine EU FP7 ENSEMBLES project.
This set of regional scenarios, named SCRATCH10, has béeaully used for a number of applications
linked to climate change impact assessment through ouicipation to funded projects, ranging from
agronomy (ANR/ORACLE, ANR/CLIMATOR, ANR/VALIDATE), moutainous areas (ANR/SCAMPEI),
hydrogeology (BRGM/LEZ), insurance (MAIF/CLIMSEC), faty (GICC/FAST). Furthermore we have
also provided SCRATCH10 data to other public and privatétirtgons and entities in relation with their
own climate impact and adaptation projects. Indeed we hiswaya provided simultaneously the expertise
on the correct use of these scenarios in order to accourtiéorarious sources of uncertainty. Several new
research collaborations have been initiated, notably Bstinary Researchers (Boulogne-sur-Mer), different
themes (vineyards ANR/TERVICLIM-GICC/TERADCLIM, agraciatology, urban climatology) with the
COSTEL Laboratory at Univer&tRennes 2 (4 thesis), hydrogeology at UnivérBiennes 1 (Eosciences
Rennes - UMR CNRS 6118), hydrology at Univegsit'Orleans (INSU), biology at Univergtde Pau,
urban pollution at CEREA, seasonal prediction a&thb-France/DCLIM, most of them being related to
thesis work. Those also implies giving one two or three desising.

3.2.4 Further improvement of the DSCLIM software functionalities (C. Pag)

Given feedbacks from thesis students M. Lafaysse and Sl&5iag well as some previously identified
needed functionalities, DSCLIM has been refined by addingencontrol in its behavior, adding new
configuration parameters. Some previous technical deperetehave also been eliminated. Extensive use
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by M. Lafaysse has further validated DSCLIM, notably by gsseveral different large-scale variables and
geographical domains. Its stochastic aspects have bedirdin more details, leading to a reconsideration
of these aspects when producing scenarios for very smafjrgphical areas. Consequently a new set of
post-processing scripts have been developed, starting¥toLafaysse work, to modify how the analog day
is selected within the DSCLIM methodology to take into agttdhese stochastic aspects, while preserving
the standard deviation of the results.
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1 Introduction

The CFD (Computational Fluid Dynamics) team is the largeant of CERFACS. It gather@0 to 70
researchers and more than half of them are PhD studentseaimei$ organized around three main themes
and the present text is organized in the same way :

— combustion (leader :&edicte Cuenot),

— turbomachinery (leader : Nicolas Gourdain),

— aerodynamics (leader : Jean Francois Boussuge).

The CFD team develops codes in these fields for CERFACS shldezb and academic partners. To build
codes which are both efficient in terms of computer scienak @hysics, the CFD team is not only
developing these codes but also applying them directly tdtiphel real-life CFD problems in aircraft,
engines, furnaces...

Important actions at CERFACS in 2012 are the consequencéseadfefinition in 2011 of 'CERFACS
challenges’ for 2020. The two CFD challenges are COUGARdtmaputation of a full gas turbine engine)
and PUMA (the computation of a full aircraft). After definimdhat the targets were, the team has prepared
these actions and many themes described below participttesteffort. At the same time, present actions
must be continued and the support for users of CERFACS cadaslaily basis must be improved because
more and more partners use CERFACS codes. This has also EREACTS to recognize that, in addition
to developing the codes themselves, preparing interfacassers to utilize these codes efficiently is one of
the new missions of CERFACS.

The two CFD challenges correspond to multiphysic / multessgaojects. They will drive the CFD team
activity in the next years but also require significant dodieations with other CERFACS teams : typically
ALGO and PAE for the codes themselves and GLOBC for the couplgenPalm. Indeed the 2020
challenges can be met only by leading two simultaneous retiql) preparing CFD codes for exaflop
machines (with the ALGO team anda the HIEPACS INRIA/CERFAGBoratory) and (2) preparing
coupling methodologies to run multiple codes on a given epafhachine (with the GLOBC team which
has a long-term expertise in the field of code coupling).

Massively parallel computing is and will still remain a cetactivity of the CFD team. Staying at the
forefront of HPC research in CFD is one of our goals. This isiaed by developing our own codes
for all new architectures but also by working at the Europleael to ensure that CFD needs are taken
into account in future projects. The CFD team is present f@mgple in the EESI project (www.eesi-
project.eu) which prepares the European FP8 directionkerfiéld of massively parallel computing and
in the scientific committe of PRACE (www.prace-project.@bere scientists can have access to TierO
machines. CERFACS is one of the few non american groups $adoess to the US super computers
through the INCITE project (www.alcf.anl.gov/collabdaats/incite10.php). CERFACS also works with
machine vendors, for example Bull in 2011 to use the Curiehifacfor AVBP or IBM for the BlueGene
platforms.

Inside CERFACS, AVBP remains one of the world most efficieatge Eddy Simulation codes on parallel
machines while elsA now allows aerodynamic simulationshmusands of processors. However, the CFD
team has started thinking about 2020 along a simple questidhthese codes still be our workhorses in
ten years or should we start to work on a new code generatitisAaork has lead to different initiatives :
one of them is the collaboration with CORIA (CNRS Rouen, Dndént Moureau) to work for SAFRAN
on a new solver called YALES 2. Other paths are being discuiasd this discussion is important because
it controls the team long term evolution.
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Formation and teaching is becoming an increasingly largergf CERFACS mission. The CFD team has
initiated and is now using a site dedicated to eLearning (veerfacs.fr/elearning) where students following
courses given by CERFACS can have access to all documen®E-AES is organizing multiple courses
every year, on LES, acoustics or couplers, for researcharters and for laboratories. CERFACS wiill
also collaborate to the Equip@meso project starting in 2011

In terms of academic research and visibility, CERFACS resaery active :

— The CFD team has organized the MUSAF meeting (MultiphySitsteady Simulation for Aerodynamic
Flows) in Toulouse on Sept 27-29, 2010 with the support obégé; Safran, Onera and the European
commission : this meeting has gathered more than 250 wopedréexin the field of multiphysics applied
to simulations around the aircraft and within engines. With support of the Toulouse RTRA and the
Marie Curie project COPA-GT (coordinated by the CFD tearh)s workshop will be repeated in 2013.

— CERFACS is invited to meetings like SCIDAC (Scientific Digery through Advanced Computing),
QLES (Quality in LES, Pisa 2009), DEISA-PRACE symposium Igiei 2011) for invited plenary
lectures. At SuperComputing 2010 in Hamburg, an invite# t@hs given on HPC and CFD by Dr
Staffelbach. Young seniors of the team are also teachingximple at the Von Karmann Institute where
Dr N. Gourdain gave a course on High Performance ComputinGf®. This effort will continue.

— CERFACS distributes codes to research centers and labiesat AVBP is available in CNRS laboratories
in France (IMF Toulouse, IRPHE Marseille, EM2C Centrale, RI® Rouen), Institut Francais du
Pétrole, ONERA Toulouse and Paris. Within France, CERFACS @ORIA will collaborate within a
GIS (Groupement d’Interet Scientifique) managed by CORIAistribute AVBP and YALES 2 to all
CNRS laboratories interested by these technologies. lodeyrAVBP is available at Universities of
Munich, Belfast, Madrid, Zaragozza, Twente, Graz, Einahoyvetc. CERFACS and IFPEN (the owners
of AVBP) re integrate developments coming from those pastn€RCT (Centre de Recherche sur la
Combustion Turbulente) keeps working as well as ever arttbgadl more than 100 scientists in IFPEN
in March 2010 and in Ecole Centrale Paris in March 2011.

— Outside Europe, CERFACS promotes multiple collaboratiohhe most active is the Stanford /
CERFACS work in the field of turbulent combustion. After thespdoc stays of V. Moureau, T. Lederlin,
A. Roux, a new PhD (J. Dombard from IMFT) has joined CTR in 2@d2vork on UQ (Uncertainty
Quantification) with Pr. laccarino. During the 2010 SummesdgPam at Stanford, seven members of
the CFD team spent one month at CTR to work on thermoacoustidscoupled LES/heat transfer
computations (see www.stanford.edu/group/ctr/Sumnrar0.
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The research activity of the combustion team at CERFACSrifimeously adapting to face new challenges,
and is now structured in three main domains : (1) fundamsnfdlirbulent combustion remain an important
topic to continue to improve simulation capabilities foisgarbines, rocket engines and piston engines;
other phenomena exist in such burners, such as (2) acoasticombustion instabilities, which are another
major subject, and (3) heat transfer, and more generallyi4ploysics, is becoming also an important
topic. Such simulations require highly efficient and actunaumerical and computational methods, a
central and crucial topic for the team, and imply to test edvon all computational platforms. Multi-
physics add a new dimension to parallel computing, as itges the simultaneous coupling of different
solvers. Target applications remain mainly in the domatnasfsportation (aircrafts, helicopters, rockets and
piston engines), and has been recently extended to furaadesxplosion under the impulse of CERFACS
shareholder TOTAL.

2.1 Turbulent Combustion

2.1.1 Chemistry (B. Franzelli E. Riber, B. Cuenot T. Poinsoj)

A growing need for simulations based on reliable chemisthias been underlined in the last years to
improve the prediction of flame-turbulence interactionsnvali as pollutant emissions. Two approaches
have been proposed to overcome this problem. On the one tehdaied chemistry consists in simplifying
a detailed mechanism to obtain the main features (flametsteuand species concentrations) using fewer
species and reactions. CERFACS has developed a methodoldgyid two-step mechanisms valid over
a wide range of pressure, temperature and equivalence hatias been applied to kerosene-air flames
[CFD70] and methane-air flames [CFD33]. These reduced sehame systematically tested in academic
laminar configurations (freely propagating premixed flarmed strained premixed counterflow flames) to
anticipate their behavior in three-dimensional turbulemtfigurations. The methodology has been tested
for methane-air flames, comparing five reduced mechanisons & two-step scheme to a more complex
scheme comprising 13 resolved species and 73 elementaijorea [CFD90, CFD178]. On the other
hand, tabulated chemistry is a promising technique basethe@ndea that tabulated information from
academic laminar flames may be used for turbulent calcakatidhis method is still difficult to handle
when heat losses, dilution by recirculating gases or sesgeams feeding combustion must be accounted
for. CERFACS collaborates with IFPEN, CORIA and EM2C to depeabulation methods in AVBP and
apply them to complex geometries [CFD25].

2.1.2 Pollutant emissions (G. Lecocd. Hernandez, D. Poitou, E. Riber, B. Cueno)

In parallel to chemistry modelling, CERFACS has startedageatbp soot models. Soot particles contribute
to the thermal balance of a combustion chamber and can gaéfbtt the burnt gas temperature seen by
the turbine blades [CFD1]. At a larger scale, soot partiel@ssuspected to trigger contrail formation in
the wake of planes during cruise flight. Such contrails maglifiyothe cloud coverage and, through altered
radiative balance, affect the local climate. Soot is thelpob of complex processes, starting by nucleation
(formation of the first particles) that occurs through @itin of polycyclic aromatic hydrocarbons (PAHS),

CERFACS ACTIVITY REPORT 131



COMBUSTION

for which chemical paths are still to be understood and rmemtieThis step is followed by particle size
increase due to mass addition on the surface, either C2H®icaaddr condensation (PAHs addition).
Simultaneous oxidation by both O2 and OH may counteractgbagrowth and even lead to particle size
decrease. Finally, soot particles aggregate to form naeopsirticles. Accounting for all these physical and
chemical features is very demanding in terms of modellirdy@mputing resources. Soot models are semi-
empirical [20], or use sectional approaches [22], stoahasbdels or methods of moments [6]. As a first
step, the Leung et al. [16] semi-empirical model which cdess acetylene as the precursor species of soot
has been chosen. Two conservation equations are solveuefgpbt mass fraction and the number density
of soot particles, including several source terms. A taimrtamethod is used to predict acetylene and OH
[CFDA48]. The model was tested on ethylene-air flames [2&],ransonable agreement with measurements
was obtained. Ethylene/oxygen/nitrogen counterflow difin flames with varying oxygen content [10]
have been also calculated (Fig. 2.1), where soot produptiocesses have been coupled to radiation using
PRISSMA [CFD181]. The model has been finally applied to aesidtelicopter combustion chamber.

2.5e-06 &

o0 [m]

o o

X, -9 —
2e-06— Q — = Leung model, tuned. SF_0.24

1.5e-06

«++- Leung model, tuned. SF_0.28
Fuel ¥ 0 -‘ % T
| N
’:

flame Gy
ol

LAk A
TYTY

le-06

stagnation

plane

b 5e-07
Oxidizer

FiG. 2.1: Left : counterflow diffusion flame configuration ; Rigtgpatial profiles of soot volume fraction
in the ethylene/oxygen/nitrogen counterflow diffusion feamith varying oxygen content in the oxidizer
stream. Comparison between calculations (lines) and erpats (symbols).
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2.1.3 Eulerian two-phase simulations (P. Sierra A.Vié, E.Riber, B. Cuenot,
L. Gicquel, T. Poinsot, E. Masi, O. Simonin)

To model dispersion and preferential concentration ofitigiwel droplets before they evaporate, the
mesoscopic Euler-Euler approach proposed by [8] has beesloped and implemented in the code
AVBP in collaboration with IMFT since 2003. The approach iasbed on the decomposition of the
droplet velocity into a correlated and an uncorrelated roution (RUM), this latter becoming negligible
for droplet with low inertia. The Eulerian equations for tispersed phase are obtained by ensemble
averaging of a Boltzman-like equation for several momehésparticle probability density function. Euler-
Euler simulations in particle-laden decaying Homogenaatropic Turbulence have shown reasonable
agreement with reference Euler-Lagrange simulations pliRfailed in a particle-laden jet flow due to an
overestimation of the uncorrelated velocity in mean-sbédlows. In collaboration with Pr O. Simonin
and Dr E. Masi from IMFT, several new models have been firgppsed, then a priori tested in a particle-
laden turbulent planar jet flow and finally a posteriori tdstégth AVBP in the same configuration. The
non-linear model assuming local weak equilibrium and basedn eigenvalue of the deviatoric particle
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rate-of-strain tensor shows very good results in Direct Htical Simulations (DNS) of the particle-laden
slab configuration (Fig. 2.2), on a wide range of particletiaeand Reynolds numbers [19]. Meanwhile,
Euler-Euler LES have been performed without any RUM model tombustion chamber and compared
with Euler-Lagrange simulations. A fuel injection modebhmseen developed for both approaches to mimic
liquid fuel injection using experimental measurements atiodhizer characteristics [CFD106].

RUE
(m2/s2)

/

Initial particle-laden slab

Euler-Lagrange Euler-Euler

Fig. 2.2: Left : sketch of the particle-laden slab configuratiBight : instantaneous fields of Random
Uncorrelated Energy (top) and droplet number density @oo}tin the vertical cut plane of the particle-
laden slab configuration. Comparison between Euler-Lagrasimulations projected on the Eulerian grid
(left column) and Euler-Euler simulations (right column).

Another important development was also performed durieghthD of A. Vie [CFD174], in collaboration
with IFPEN (S. Jay) and EM2C Lab. (M. Massot), to extend thieEan formulation to polydisperse sprays.

2.1.4 Lagrangian two-phase simulations (M. Garcia  JM. Senoner,
G. ChaussonnetD. Paulhiag E. Riber, B. Cueno)

In parallel to the Eulerian two-phase solver, a Lagrangi@mes has been built in AVBP by M. Garcia.
Particular attention was put on the parallel efficiency @f sblver, leading to a new partitioning algorithm
which allows to take into account both the gaseous and ligaidputational load. The Lagrangian solver
was tested in an aeronautical burner by JM. Senoner [CFD$R2jving a good behavior of the model.
This work is now continued with two PhD thesis. G. Chaussostated in 2010 to develop a model for
droplet-wall interactions, from full rebound to splashaagd liquid film formation. The latter phenomenon
is crucial in the injection system, as in most cases, theyspsaiing from the pilot central injector impacts
the surrounding diffuser walls and forms a liquid film, whitdws towards the diffuser tip where it atomizes
again. This means that the spray characteristics insidehtéumber are not controlled by the pilot spray but
by the liquid film. This work is realized in the framework ofetfieuropean project FIRST. In 2011, D.
Paulhiac started his PhD (CIFRE Safran/Turbomeca), withotbjective to apply the Lagrangian solver to
the combustion in real industrial geometries and to comgiereesults and performances with the Eulerian
two-phase solver. Figure 2.3 shows an example of Lagrarsparion for the Mercato configuration of
ONERA [15].
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FiG. 2.3: Top : geometry of the Mercato configuration of ONERALtBm : Instantaneous field of droplet
diameter in the Mercato configuration.

2.1.5 Ignition (D. Paulhiac L. Esclapez D. Barré, A. Eyssartier, G. Hannebique
A. Neophytou, B. Cuenot L. Gicquel, T. Poinsof)

Ignition of combustion systems is a recurrent problem whnaudtiple phenomena are at play in a fully

transient process. First, the ignition of one single seetbere the ignitor is placed, is studied by depositing
of energy in an unsteady cold flow. Within the Ph.D. work of AisBartier [CFD29, CFD30], a first

attempt to generate a probability map of ignition has beerldped (Fig. 2.4), using only non-reacting
LES snapshots. Results are compared to transient LES d¢ibig@ind validated against experimental data.
After the ignition of the first sector, the flame must propagatignite neighbouring sectors and finally lead
to full burner ignition.This phase controls the time neettedstablish full burning, as well as the maximum
distance between two sectors, above which the flame can oypagate anymore. This problem is currently
studied by G. Hannebique in a multipoint burner of Snecmal, bsclapez (PhD started in 2011 in the
LEMCOTEC european project) in a burner experimentally istlicht CORIA (in the framework of the

KIAI european project), and by A. Neophytou (post-doc) inRPLconfiguration of Turbomeca installed at

ONERA (Fauga).

2.1.6 Transcritical combustion and rocket liquid propulsion (A. Ruiz, J.-P. Rocchij
R. Mari, B. Cuenot L. Selle)

Liquid-burning rocket engines burn cryogenic fluids, ingetin the burner in a supercritical or transcritical
state, ie. at either a pressure or a temperature (or both)eatheir critical values, so that real gas
thermodynamics must be included in simulations. Since 2@BRFACS is developing a version of
AVBP for such transcritical flows, using a cubic equation tafts and associated thermodynamics. These
developments are performed in collaboration with EM2C labParis. Validations are usually obtained
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FIG. 2.4: Typical probability map for the success rate of igmitafter energy deposit by a sparking device
obtained in the Mercato configuration of ONERA, through thegtistical analysis of non-reacting LES

predictions.
[15](see Fig. 2.3),[CFD30]

on the Mascotte experiment of ONERA. A first version was add in 2008, which has been since
consolidated (in terms of numerics and physics) by A. RUEXPCIFRE Snecma), who performed DNS
of transcritical mixing layers (Fig. 2.5). The next stepdscbuple such simulations with heat transfer, to
study the impact on flame stabilization and heating of thigl grts (PhD of R. Mari, CNES fellowship).

The solver is now sufficiently mature for industrial apptioas : it is used to study the highly unsteady flow
issuing from the coaxial injectors of the VINCI engine. Thudver is installed at Snecma, under the C3S
application, for direct use by engineers. Training sesstmve been organized to ensure a fast and correct
use of the code.

A second important aspect of liquid propulsion for rockstigjnition. It must be reliable, to guarantee 100%
success, but not "violent” to avoid destructive pressureagaHowever H2-O2 chemistry is very fast and
powerful, therefore delicate to control for smooth ignitic ES is helpful to study mixing and combustion

of both reactants in the exact real injector geometry. Im¢bintext, the initial work of Lacaze [14], studying

the ignition of one injector, has been continued in the PhDRfRocchi to address the ignition of a set of
injectors and the driving mechanism of flame propagatiomfome injector to the other.
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FIG. 2.5: Direct Numerical Simulation of a transcritical migirayer.
[CFD60]
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2.1.7 Two-phase reacting flows in aeronautical engines (G.dinebique
L. Esclapez A. Neophytou, E. Riber, B. Cueno)

LES is now currently used to help for the design of new contugeometries for aeronautical engines.
Today’s preoccupations of engineers are to decrease thea@@XCO production, while keeping high
combustion efficiency and stability. This reflects in a numbg past and present european projects,
such as TLC, TECC or LEMCOTEC. In these projects, LES of npudiint burners of Snecma (PhD
of G. Hannebique and L. Esclapez), and LPP (Lean Premixeddrarized) burners of Turbomeca (A.
Neophytou) are performed to characterize the two-phaseeflstmucture, ignition behavior, pollutants
emission and combustion efficiency.

2.1.8 Piston engines (V. GranetB. Enaux, A. Misdariis, O. Vermorel, T. Poinsof)

In piston engines, cycle-to-cycle variations (CCV) affeatbustion efficiency, and must be understood and
controlled to optimize engines. The difficulty is that marifjedent mechanisms can lead to CCV, and that
their importance and interactions can hardly be studiedgusily standard engine experiments based on
cylinder pressure analysis. Moreover the simulation of G€Mains a computing challenge today, which
only a few groups in the world have tried to tackle.

The multi-cycles LES performed during the PhD thesis of Balen[CFD89, CFD88] and V. Granet
[CFD95] have confirmed the high potential of LES to reprodagelic combustion variability in spark
ignition engines (Fig.2.6). Thanks to the LES databasechvhicludes more than 150 individual cycles,
and to the experimental database of IFPEN created durin@&EMAC ANR project, different scenarii
have been proposed to explain why and how a specific openatiimg can generate high CCV levels. In
the present case, it was shown that CCV are essentially daertalynamic fluctuations at the spark plug,
which induce variations of the early flame kernel growth ahthe overall combustion duration.

FiG. 2.6: Combustion variability in a four-valve spark igniti@ngine : iso-surface of temperature for 4
consecutive LES cycles (same crank angle).

2.1.9 Explosion phenomena (P. QuillatreQ. Vermorel, T. Poinsol)

Accidents due to gas explosions are a major concern for ahemical industries. Being able to locate
precisely the hazardous areas in industrial buildingdcalty offshore oil and gas producing platforms is
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an issue of prime importance. Thanks to the growing comjaumalt power, LES appears as an interesting
alternative to experiments which are expensive and to URANSsteady Reynolds Averaged Navier
Stokes) approaches which are classically used to simuéstexplosion configurations nowadays. In this
context, a first application of LES in a combustion ventingrover with obstacles [13] has been performed.
Figure 2.7 displays a typical example of the turbulent pgapi@n of the flame in this semi-confined
configuration. The first results showed the ability of LESapttire accurately the peak over-pressure in the
chamber, which is the critical parameter in industrial saf& sensitivity analysis revealed that chemistry
and molecular transport modeling play an important roldnegressure history and its peak value.

Open End

v

Removable grids

Central Obstacle

Ignition

Closed End

FiG. 2.7: Visualization of the flame propagation past repeabstazles (AVBP results). Velocity field and
iso-surfaces of reaction rate in the combustion ventingriiea of Sydney.
[13]

2.2 Acoustics and combustion instabilities

CERFACS studies both the noise created by combustion aridstabilities induced by combustion when

it gets coupled to acoustics. Most applications are deglictt gas turbines. Studies are performed in close
collaboration with the top European laboratories workimthis field (TU Berlin, EM2C Paris, TU Munich,
Un. Twente, Cambridge) : in most collaborations, CERFAG&sacare of the large scale computations.
Simulation methods for noise and instabilities have comelements. Both rely heavily today on LES of
the combustion chamber. For combustion noise studies, £E8upled to analytical methods to propagate
the noise through the turbine stages. For combustion iiligeg(Cl), two methods are used :

(1) Brute force LES : recent progress in LES of reacting floWswss simulation of full combustion
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chambers and theoretically of CI. This is an attractive métimade possible by recent progress in HPC
technologies on machines using 10 000 to 300 000 processdrdeamonstrated by various groups in the
last years, many of them using the AVBP code developed at BEBH23, 27].

(2) Thermo-Acoustic (TA) codes coupled to forced resporsg Lin most Cls, acoustics are the dominant
resonant mechanism and a proper method to decompose thepbf/€ls is to use TA codes which can
track the propagation of waves in the combustor. In this @ggi, the mean flow is frozen and the solver
only tracks the acoustic modes of the system. The flames pl&cesl by active components (which can
be compared to complex loud speakers). If the action of theSee elements is properly represented, the
global stability of the combustor can be predicted.

Both methods are required to understand Cls. A major intefé codes is to isolate the elements leading
to Cls into different blocks (something a brute force LESraatrdo) : a) the acoustics of the combustor, b)
the outlets and inlets impedances and c) the response ofthe fihich is quantified by a function called
the Flame Transfer Function (FTF) describing how much @atstéeat release is produced by a flame when
it is submitted to an acoustic velocity fluctuation.

2.2.1 Combustion noise (M. Leykol. Duran, C. Silva, C. Lapeyre, T. Livebardon,
F. Nicoud, S. Moureau)

The noise generated by unsteady combustion in a gas tublmecoming a significant source for aircraft
and helicopter engines. CERFACS is studying combustiosen@ith SNECMA (PhD of M. Leyko and 1.
Duran), TURBOMECA (PhD of T. Livebardon) and through natibor European projects like BRUCO,
DISCERN or ECCOMET (PhD of C. Silva and C. Lapeyre). This wisrkerformed in close collaboration
with Pr. Nicoud (Montpellier) and Pr. Moreau (Un. SherbrepKanada). Evaluating the noise generated
by combustion in a gas turbine requires to compute the noiseess (due to unsteady combustion) but also
their propagation through the turbine stages. For the géiner CERFACS performs LES of combustion
chambers. For propagation, CERFACS analyzes the wavemdethe combustor outlet in the LES and
computes their transmission and reflection through thartarktages using the compact nozzle analytical
theory [17, CFD99] proposed initially by Marble and Canddl][and extended by Cumpsty and Marble [5].
In 2012, these methods will be applied to two new combustarab-scale burner installed at EM2C Paris
(DISCERN) and a full helicopter engine at TURBOMECA instremted in the European TEENI project.

2.2.2 Brute force LES of combustion instabilities (l. Hernande, S . Hermeth,
P. Wolf, G. Staffelbach T. Poinsof)

CERFACS explores brute force LES of combustion instab8git(Cls) in different configurations : in
laboratory burners during the LIMOUSINE Marie Curie prdjdc Hernandez performed an LES of self-
excited oscillation modes in a lab-scale combustor irsdadit U. Twente and showed that LES was able
to capture the first two unstable modes observed experitheatad to predict that these modes would
disappear when the equivalence ratio would decrease. $ndtler working in the MYPLANET Marie
Curie project, studied the forced response of another daltescombustor installed at TU Berlin before
simulating one sector of a real industrial burner for the &lds company. Finally, P. Wolf (PhD for
TURBOMECA) has performed the largest LES ever done for castibn in a 360 degrees combustion
chamber. This work initiated during the 2010 Summer Progcf@ TR at Stanford has lead to various
publications [CFD64, CFD110], providing new insights itie nature of the azimuthal turning or standing
modes in full annular chambers. For all these brute force, IcB®panion simulations using acoustic solvers
(TA codes, see Section 2.2.3) have been performed to cortipaeaitput of the TA code to the LES data. A
workshop organized at CERFACS on Nov. 22, 2011 with most ge&a experts (Alstom, Siemens, Safran,
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TU Berlin, TU Munich, EM2C Paris) has allowed to identify thaths to follow to combine experiments
and high fidelity simulations to study Cls.

S
A

FiG. 2.8: Large Eddy Simulation of azimuthal unstable modesfirlannular burner. Left : configuration
of a single sector. Center : instantaneous pressure fieldmiustor skin. Right : isosurfaces of velocity
colored by temperature. PhD of P. Wolf.

[CFD184]

Fig. 2.8 shows an LES of a self-excited Cl in a gas turbine amtibn chamber [CFD110] : this high
resolution LES (40 to 330 million cells) running on a Blue@®emachine (16 000 proc.) captures the
instabilities which appeared for certain regimes in the firetotypes of the real engine. Acoustic waves
interact with combustion, leading to a strong unstable nadeacterized by periodic flashback through
the swirling systems used to inject and mix fuel. For the finé 830 million cells), 1000 CPU years were
used.

2.2.3 Acoustic solvers (TA codes) (E. GullaudC. Silva, K. Wieczorek, P. Salas
E. Motheau, JF. Parmentier, L. Giraud, T. PoinsotF. Nicoud)

The efforts to build a powerful TA code have been intensifie€BRFACS with the development of a
new branch dedicated to combustion noise. The TA and LES uatatipns of the CESAM experiment
of EM2C [CFD173, CFD108] will be pursued during DISCERN ANRbject started in october 2011.
Different models for the acoustic dissipation induced bifgrated liners were also implemented [CFD170]
and were used for large scale computations of full engineash $omputations are now easier thanks
to the improvement of the numerics of AVSP made by L. GiraudE@ACS project) and his PhD
student (P. Salas) supported by the MYPLANET Marie Curigjgmolead by the CFD team (Dr. T.
Schbnfeld). The required boundary conditions are also contpbiyea new dedicated tool (SNozzle which
took over Nozzle in 2011) which solves the full LinearizedidflEquations for nozzle flows under the
quasi-1D approximation. Thanks to SNozzle, the acoustitepy waves interactions in the accelerated
regions and the contribution from the rotor stages are naewatted for properly when computing the
effective impedance of compressors and turbines [CFD1A3jonsistent way to use these equivalent
upstream/downstream boundary impedances in the framesiaakHelmholtz solver such as AVSP was
also established by E. Motheau [CFD52]. At last, severairiical works were conducted to support the
AVSP development : an original quasi-analytical model fostability modes in an annular combustion
chamber fed by N burners was proposed by J-F. ParmentierJGB]DThis model was used to demonstrate
the ability of AVSP to perform the modal analysis of annuleogetries where standing modes can combine
to produce rotating modes as observed in actual systemsmfiaet of the zero-Mach number assumption
on the modal analysis was also studied in details by K. WiezfCFD175]. Theoretical assessments of
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the non-zero Mach number effects on the frequency of oficiflaand growth rate of the thermo-acoustic
modes of a quasi-1D academic configuration [21] were obtiAemethodology to predict the transient
growth generated when several non-normal stable modesicemias also derived [CFD109].

2.3 Heat transfer and multi-physics

2.3.1 Radiation (J. Amaya D. Poitou,T. Pedot F. Duchaine B. Cuenot M. el Hafi)

Radiative heat transfer has a non-negligible impact on fammesmall burners, the radiated energy is small
compared to the combustion energy, and can be neglected antirgy balance, but it may locally modify
the gas temperature and the subsequent production of gnausuch as NOx or soot. In large burners or
fires, radiation becomes the main heat transfer processantobts the flame. In combustors, the radiative
heat transfer is not limited to wall exchanges, as hot prtedsiech as water vapor or CO2 have the capacity
to both absorb and emit thermal radiation. As a consequeadgtion calculations in combustors must
solve the Radiative Transfer Equation (RTE) in the gasntakito account their spectral behavior.

In collaboration with M. el Hafi from EMAC, a radiation solvéPRISSMA) has been developed, using the
Discrete Ordinate Method (DOM) and several spectral mogelthe gas [CFD105]. This solver has been
used in the PhD of J. Amaya [CFD168] to study the impact ofatain on the temperature distribution at
the exit of the combustion chamber of a helicopter engindJQFA similar work was started by D. Poitou
(post-doc) in the framework of the STRASS project (FNRAH)d as now continued by F. Duchaine.
Finally, PRISSMA was also used by T. Pedot (PhD, defendedtim £012) to calculate heat transfer in a
refinery furnace, in order to predict the occurrence of cgkmthe heating tubes (Fig. 2.9).

In all these problems, one critical parameter is the wallgerature, usually unknown. To determine this
wall temperature, coupling of the radiative, convective aonductive (in the solid wall) heat transfer is
performed (see Section 2.3.3).

Due to the non-local nature of the RTE and the complexity of gpectra, radiation calculations are
extremely demanding in terms of CPU costs. Important effoatve been already made to reduce this cost,
mainly directed towards simplified spectral models anddased parallelism over the discrete directions of
the RTE and the frequencies of the spectra. Recently a signifstep has been made, with the successful
implementation of parallel domain decomposition, whiclsea particular difficulties due to the sequential
nature of the RTE solving algorithm.

2.3.2 Fluid-structure interaction in Solid Rocket Motors (J. Richard, F. Nicoud)

Solid Rocket Motors (SRM) may be subjected to thrust ogailtes which might jeopardize the integrity
of the payload due to vibrations. The phenomenon has beestigated extensively over the last decades.
This mechanism arises from a coupling between the acoustderand the hydrodynamic perturbation,
as represented in Fig. 2.10(left). An unstable shear lay¢he mean flow produces vortices which are
convected until they impact the head of the nozzle. The dimowsve generated by this impact can move
back upstream since the mean flow is subsonic. It then perthibunstable shear layer, intensifying the
generation of vortices. Such an aero-acoustic mechaniartead to high amplitude fluctuations when the
underlying frequency is close to the frequency of an acoustide of the whole geometry. A numerical
chain was built in order to assess to what extent the coupkgeen the fluid flow and the engine structure
(Fig. 2.10 (right)) influences the amplitude of the aeroatiowscillations within the combustion chamber.
A patrticular attention was paid to the coupling algorithnivien the fluid and the solid solvers (AVBP
and MARC respectively, coupled with Open-PALM) in order twsare energy conservation through the
interface [CFD56, CFD57].
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FiG. 2.9: Radiation source term of one refinery furnace burnen@)/

Thermal inhibitor Propergol
hyper-viscoelastic behavior hyper-viscoelastic behavior

Iron structure

elastic behavior

Nozzle
elastic behavior

Thermal inhibitor
hyper-viscoelastic behavior

Vortex generation . . "
77Igs}able§%aﬂqyev7 Tie point NB: Unscaled figure

FiG. 2.10: Instabilities mechanism (left) and fluid-structurteraction (right) in the rocket configuration.
The thermal inhibitor vibrates and creates vortices whigpact on the nozzle.

2.3.3 Coupled simulations (J. Amaya D. Poitou, Y. Hallez, T. Pedot G. Wang,
R. Fransen E. Collado, S.Jaurg, L. Gicquel, F. Duchaing B. Cuenot
T. Poinsof)

The optimization of many industrial devices such as gasiarand electronic components are complex
multi-physics and multi-component problems that have loegn based on engineer intuition and expensive
experiments with trial and error tests. Being able to inelfiokr example thermal transfer in combustion
simulations makes the result much closer to reality andaallto better understand the behavior of the
complete system. This is part of the objectives of the "2028n@ Challenges” of the CFD team. Multi-
physics and multi-component simulations imply not only taster different physics and their associated
solvers, but also the way they are coupled. This raises thstiqus of when, where and which variables
should be exchanged between the solvers.

Determination of heat loads, as wall temperatures and heetd] is a key issue in combustion : the
interaction of hot gases and reacting flows with colder wiallan important phenomenon in combustion
chambers and a main design constraint in gas turbines. 18, 2@dllezet al. [CFD96] demonstrated the
importance of conjugate heat transfer for the predictiorihefmal efficiency in hot jets in cross-flow
over cold plates. Similarly, by taking into account conjiggheat transfer, R. Fransen has worked on the
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prediction and dimensionalisation of cooling channelséroaautical applications (Fig. 2.11). Amagh
al [CFD1] showed interesting results on the thermal enviramnaé a combustion chamber by coupling
three solvers (Combustion-AVBP, heat conduction-AVTP aadiation-PRISSMA) with the coupler
PALM. Such coupled simulations have been also run by D. Baital F. Duchaine in the framework of the
FNRAE-funded STRASS project.

Time = 3.751 s

RANS 4.5M

LES Tet. 7M

———————— LES Hyb. 1.4M
PIV

FiG. 2.11: (a) Transversal instantaneous view of the LES vildieild prediction for ribbed cooling channel
typical of turbine blade cooling systems and (b) validatiafrthe predictions obtained with several grid
resolution and modeling tools.

[CFD32]

Thanks to a collaboration with ONERA, PALM has evolved to e source code called OpenPALM in
2011 with among other new features an enhancement of mpspamallel coupled simulations based on
mesh exchanges. With the clear intent of producing reliablations for real gas turbine burners, issues of
efficiency and code implementation of massively paralleipged conjugate heat transfer solutions are at
the center of the work of S. JarFig. 2.12 [CFD46]. A part of the activity focuses on thesdletination of
methodologies to ensure the stability and the precisioh®ftbupled schemes with the lowest restitution
times. The aerothermal chain AVBP/AVTP/PRISSMA uses thmese functionalities which opens the door
to a wide range of new problems and applications based on LES.

Finally studies have started in 2011 to analyze the intemadbetween the combustion chamber and
the turbine, using LES with AVBP for the combustors and RANMBSANS with elsA for the turbine.
Ongoing solutions investigate the interface needed footieeway and two-way coupling (feedback of elsA
predictions to be imposed back to the AVBP computationghérframework of the PhD of E. Collado and
the post-doc of G. Wang.
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FiG. 2.12: Conjugate heat transfer prediction obtained by fisensassively parallel solution applied to a
gas turbine combustor : field of wall temperature compleratbly an iso-surface of temperature, allowing
to visualize the flame position in the LES instantaneousiptied used in the coupled solution.

2.4 Methods

2.4.1 Numerics (M. Kraushaar, L. Gicquel, V. Moureau, G. Wang, F. Duchaing
L. Giraud)

Numerical schemes for LES require certain propertiesiave-diffusion schemes of high-order of accuracy
S0 as not to interfere with the turbulence models. To mestghipose in the context of fully unstructured
solvers, a new family of high-order time-integration sclesrwith adjustable diffusion has been proposed
by M. Kraushaar in his thesis, in collaboration with CORIA Moureau) [CFD182].

Another aspect is the comparison of compressible and inoessjble formulations. Being fully unsteady by

nature, LES is very consuming in terms of CPU time and a plesgily to decrease this cost for low-speed
flows is to use low-Mach or incompressible formulationgywlhg much larger convective time-steps. This
is of particular interest for the simulation of combustevkere the flow velocities stay often low. The impact
of the incompressibility assumption and the different natof the numerical algorithms have also been
addressed in the PhD of M. Kraushaar, where detailed cosgeriof a fully explicit compressible solver

and an incompressible solution developed at CORIA (YALES&e} are proposed for an experimental
swirled configuration representative of a real burner.

Work has also been done on the AVTP solver, for heat condudticsolid media. In order to relax the
time step constraint imposed by the Fourier condition onek@icit scheme implemented in AVTP, an
unconditionally stable implicit scheme has been impleméntUsing the mesh partitioning parallelism
of AVTP and adapting the existing numerical kernels, mafirde parallel linear solvers were designed
for the linear systems involved in implicit schemes. Thagedr solvers are based on Krylov subspace
techniques, namely un-preconditioned Conjugate Gradiedtun-preconditioned GMRES. Even though
implicit schemes enable significant decrease of the paeddipsed time for AVTP, up-to a speed-up of 200,
further improvement will be gained by preconditioning teicfues. To this purpose, scalable preconditioners
will be designed, having a convergence behaviour indeperafehe number of subdomains and weakly
dependent on the subdomain size.
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2.4.2 HPC (G. Staffelbach P. Wolf, L. Kuban)

Following the global trend to ever more powerful comput&@ERFACS has continued optimizing and
pushing the limits of its solvers on new architectures. B@mneple the scalability of the AVBP solver has
been pushed up to 92% of the ideal performance on 16384 cardseoBlueGene P at Argonne. This
activity has been a continued effort along scientific prigemn the national project calls by GENCI and
National Grand Challenges at CINES [CFD64] and CEA but afsimtiernational initiatives such as INCITE
and PRACE. CERFACS has been one among only three europejgetpnolders under the American
Department of Energy INCITE program in 2010 and in 2011 fauy®n HPC applied to combustion
instabilities and two-phase flows. In parallel CERFACS waaraed 8.5 million CPU hours in the 2nd call
of PRACE, to study high frequency jet interaction under $raitical conditions with EM2C (Paris). The
ANR COSINUS project SIMTUR has also enabled CERFACS to simghe workflow, leading to even
more challenging simulations such as the extinction mdsh@nof an aeronautical engine performed by
L. Kuban (Fig. 2.13). This shows that HPC is of direct intétesapplications and that HPC technology
transfer towards industry is effective.

FiG. 2.13: Combustion in a full aeronautical engine : tempeeafield on a cylinder passing through the
axis of the swirlers when all of them (left) or only one of thémght) are fed with fuel (ANR SIMTUR)

2.4.3 "Interface Homme-Machine” (IHM) C3S (A. Dauptain, E. Riber, G. Frichet)

CERFACS believes that developing interfaces for LES rumsisritical today as developing the LES tools
themselves. The C3S project is dedicated to the construofighis interface and is continuously using
two to four researchers/engineers at CERFACS. C3S is nod aise daily basis at CERFACS, IMFT,

SNECMA and Turbomeca. In april 2011, an industrialized merof AVBP-Gaz Reels has been included

and made available to SAFRAN-Vernon, for rocket engineitiquropulsion simulations. In July 2011,

a tool to directly and simply plug AVBP results into other aragring tools of the "Bureau d’Etudes”

has been delivered to Turbomeca. This last step places ouenizal tools at the center of the design
methodology, and increases the link between Cerfacs apdiitsers.

In parallel, the C3SM project started in april 2011. C3SM fgst prototype of IHM of second generation,
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designed to alleviate the work of the developing teams wdideificantly improving the user perception
of the interface. A detailed analysis of the underlying @pis has been presented at the last colloque
INCA [CFD26]. As a first step, C3SM will include the YALES2 cedeveloped at CORIA (Rouen). This
will be followed by the inclusion of most numerical tools édped by the combustion group (AVBP,
AVSP, AVTP, PRISSMA). The C3SM project has received a versitpe response from Cerfacs partners,
confirmed by several requests to use it : SAFRAN for N3S-NabNERA for the code CEDRE. This
success goes beyond CFD, with a request from CNES to use C8Stief electromagnetism code CESC
developed at Cerfacs. SAFRAN will continue to support C33M012, for the first time together with
automotive industry via the "Groupement scientifique mm€GSM)”, for LES solutions for IC engines.
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The turbomachine group is the most recent component of tliet€&m and gathers around 12 people. The
main effort of the group has been put on the development amdafiplication of methods to simulate
unsteady flows in compressor and turbine components. Rdweakthroughs include the successful
implementation of the harmonic balance methodelsA and the application of LES (both witkIsA
and AVBP) to address complex flow phenomena (such as shaakdiaoy layer interaction and laminar-
turbulent transition) in turbomachine configurations. &y promising work is the code coupling activity :
coupling methods are developed in cooperation within thB @&am (COMB and AAM groups) and with
the GLOBC team (which develops the code coupling tool Op&bMP. The target is to prepare techniques
for the 2020 challenge "COUGAR” (for which the objective asgerform an unsteady flow simulation in
a whole gas turbine). The work of the turbomachinery grogp &d to industrial applications, supported
by SAFRAN, Airbus and EDF. The group is involved in Europeaojétts €.9.COPA-GT, a Marie-Curie
program, and FACTOR). The cooperation with research pext@eKl, LMFA, ONERA) has also been
strengthened through the co-direction of Phd studentstandefinition of common test cases (CREATE,
LS89, etc.).

3.1 Numerical methods and software

The development of numerical methods for turbomachinecyses on three main topics : the reduction
of the computational cost for unsteady flows, the quantificabf the solution to unknown/uncertain
parameters and the code coupling activity.

3.1.1 Spectral methods : development of the Harmonic Balanc&echnique
(T. Guedeney

Some flows are controlled by a strong periodic forced agtivitor turbomachinery flows for example,
developing a method which includes this information allavesnputations that are more efficient than
classical unsteady CFD approaches (Dual Time Stepping, €t Time Spectral Method (TSM) has been
implemented in the codelsAfollowing this philosophy. Thanks to Fourier spectral 3@, the unsteady
Navier-Stokes equations can be read2a5+ 1 steady problems coupled by a source term (withthe
number of harmonic of a frequency given by the user). The gteegged functionality [7] has been also
implemented in the spectral method to reduce the computdtdomain to only one single blade passage
per blade row.

The TSM is able to deal with only one frequency and its hare®rffor example the blade passing
frequency) and is therefore limited to a single stage coatmut. To extend the method to multistage
turbomachines, it is mandatory to take into account sefergliencies which are not necessarily multiples
of a base frequency. This new method is called the HarmonianBa Technique (HBT). To implement
the HBT, all features developped for TSM were adapted to difraguential formulation. However, while
the position of the time instants with TSM was simply equdlistributed along the flow period, the same
approach with HBT led to serious conditioning problems,eegly for multifrequential test cases. To
circumvent this issue, different methods such as the APE®rdhm (which stands for Bnost Feriodic
Fourier Transform) or genetic algorithms have been implemented.development of the HBT is now
completed and the validation step has already started [QED4
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FiG. 3.1: Application of a UQ method to turbomachine configumasi: influence of inlet turbulent Reynolds
numberRe; and turbulent intensit{"« on (a) the transition abscissa in a turbine guide vane (iding
edge, resp. the trailing edge, is located’at 0mm, resp.S = 85mm) and (b) the wall heat flux.

3.1.2 Uncertainty quantification : development of a stochag collocation method
(K. Dewandel, N. Gourdain)

The simulations of flows in real gas turbine configurationsally consider geometries and flows that
are different from the reality (ill-defined boundary comafits, inaccuracy of the geometry, etc.). These
differences can significantly affect the accuracy of the edoal solution. The aim of this work was thus
to apply a method to turbomachinery test cases, in ordertima&t® the influence of unknown/uncertain
parameters on the numerical solution. The approach is based Stochastic-Collocation (SC) method,
based on Clenshaw-Curtis sampling points.

This method is validated against the classical Monte-CG@fiG) method (that uses random sample points
to describe the space of parameters) [CFD38]. The compuotdttost required to evaluate the sensitivity
to two parameters is reduced by a factor 30 with the SC metbogpared to MC. The SC method is
then applied to an inlet guide vane of a high-pressure terfshown in Fig. 3.7) and a three and a half
stage compressor (shown in Fig. 3.4). For the turbine chseesults quantify the sensitivity of the wall
heat transfer to inlet turbulent intensity, inlet turbul&eynolds number and outlet Mach number. For the
compressor case, the study shows the dependence of thdl pexfarmance (pressure ratio, efficiency
and stability) to the size of the rotor tip clearances. Annaglke of how such methods can provide useful
information is reported for the turbine test case in Fig(&.{dependency of the transition abscissae to inlet
turbulence) and Fig. 3.1(b) (dependency of wall heat fluxediption to inlet turbulence).

3.1.3 Code coupling methods : application to elsA [/ AVBP
(E. Collado Morata, F. Duchaine, M. Montagnaq

CFD for turbomachinery usually focuses only on isolated gonents while real systems involve
interactions between different components and physiesdgaamics, heat transfer, combustion, etc.). The
goal of this research topic is to enable large-scale intedrsimulations of unsteady turbulent flows in gas
turbines. The study is a preliminary mandatory work to aghidne objective of other ambitious projects,
such as FACTOR (flow simulation in a combustion chamber satoulcoupled with the high-pressure
turbine) and COPA-GT (flow simulation in the compressor/bastor module). Due to the specificity
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of each component, the flow is not necessarily solved withsdme numerical method in the whole
system. For example, previous works indicate that LES isrg &#icient method for predicting reactive
flows in a combustion chamber while RANS based approachemare convenient for turbomachines.
Based on a literature review, the first step towards integratmulations is to develop a framework to
exchange information between the combustion chamber (LESthe unstructured code AVBP) and the
high-pressure turbine (RANS with the structured cets®). The coupling between AVBP arelsAhas
been developed using the Open-PALM code coupling tool. €bbrtique is based on the exchange of the
conservative variables from AVBP &sAwith a method similar to the Chimera approach wiilgAsends
the pressure information to define the outlet non-refledbisandary condition of AVBP. This coupling
process is done at each iteration of the flow solver until eagence is achieved. It was validated in a
simple test case : a laminar Poiseuille channel flow. Thenigcie needs now to be validated and tested
with more complex test cases.

3.1.4 Code coupling methods : application t@lsA/ elsA(F. Crevel, M. Montagnac)

For some specific applications the use of different timesstem be helpful to reduce the cost of an unsteady
flow simulation. For example, to describe a surge cycle insagdine, it is mandatory to simulate both high
frequencies (generated by the blade passing frequend,08@)Hz) and low frequencies (due to the surge
phenomenon, o(1)Hz). A simulation with a unique time stepldmeed very large computing resources to
describe the low frequency phenomenon. In that contexinalation that uses a large time step in parts
where only the description of low-frequency is importardyupled with a simulation that uses small time
steps (where high-frequencies must be computed) is arciitrapproach. This method has been tested
by coupling twoelsAsimulations (considering two different time steps) wita @pen-PALM coupling tool.

The coupling developed here is based on the exchange ofreatige fields on an interface defined by
the user. The simulations are time accurate, which meandfti¥ is the ratio between the time steps
used in the two simulations, the large-time-scale simoufatioes one time step while the small-time-step
simulation doesV time steps. The small-time-step simulation sends to OpdrivP N fields while the
large-time-step simulation only sends one. Open-PALMvaldo exchange fields after calculating a
moving average in order to smooth the solution over a cogpderiod. The application was tested on a
turbulent channel. The channel is split in two parts and aewslknjected in the upstream part. As shown
in Fig. 3.2, the wake is well transmitted in the downstreamnetel by the coupling method.

t=t

end

FiG. 3.2: Coupling of twoelsAsimulations with the code coupling tool Open-PALM. The fieldolored
with the density, show that the wake generated at the inlgteofipstream channel (up) is transmitted to the
downstream one (bottom).
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3.1.5 Post-processing methods : development of the MARS tool
(G. Legras, F. Wlassowy

An original post-processing tool called MARS ("Module d’Algse du ReSidu”) has been developed to
analyze the results of aerodynamic simulations, originfdl casing treatment applications [CFD183].
MARS is dedicated to the budget analysis of terms of all intgoarterms in (U)RANS equations on control
volumes. The tool can be used to analyzed the momentum s@tieer as well as the entropy production
equation to determine the source and the location of enpopuction. For example, Fig. 3.3(a) shows that
the main contribution to entropy production in a high presgurbine rotor passage is turbulent dissipation.
Figure 3.3(b) allows to identify the main regions of entrgggduction in the control volume by presenting
the entropy production along the axial distance at 95% odbthée span (close to the casing). Three areas are
identified : the stagnation point region where entropy potidn is associated with friction losses, the near
wall region along the blade where entropy production is alsociated with friction losses and the aft part
of the blade where the tip leakage vortex and passage vortiepaction increase the production of entropy
(at about 50% of the blade chord). MARS has a great potemtimvestigate complex 3D flow fields and
provide intelligible information, useful both for the agsis of profile performance and the understanding
of the flow topology.

(@) (b)

Entropy production
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laminar turbulent laminar turbulent
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Entropy production by:
ROPY PRocnetion P disspation: dissipation baab traisfes hoat bransfes

FiG. 3.3: Application of MARS to a high-pressure turbine testeca(a) source of entropy production and
(b) view of the entropy production at 95% of the blade span.

3.2 Applications

The applications to turbomachinery flows deal with purelyodgnamic simulationse(g. aerodynamic
instabilities, shock/vortex interaction, etc.) as well rasilti-physics simulations (aero-elasticity, aero-
thermics, etc.). A strong emphasis is put on LES for complexd| using both structured and unstructured
solvers.
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3.2.1 Application of spectral methods to aero-elasticityR. Sicot, G. Dufour)

Aeroelasticity studies the impact of a flow on a flexible stwwe. Fluid/structure interactions can potentially
be destructived.g.the flutter phenomena) and therefore must be thoroughlgiigated. One way to assess
the sensitivity of a turbomachinery to flutter is the so-®adliveak-coupling approach where the response
of the fluid to a forced harmonic motion of the structure isudsed. Correlated to the lagd. advance
or delay) of the fluid with respect to the excitation, a sigp@nalysis can tell if the fluid is damping or
exciting the structure vibrations. CERFACS is developintgaamonic balance method in tleésAsolver.
This method is well suited for weak-coupling simulation&[58] and the CFD team was involved in many
projects concerning the aeroelasticity of turbomachingtl harmonic balance methods :
— the MACAO project [CFD149] studied an isolated axial coagsor. This first successful application was
made possible thanks to a collaboration with the aeroelgstiepartment of ONERA [CFD63],
— the Aerovista project (with ONERA and Safran [CFD166]) @mpasses several configurations :

— an isolated centrifugal compressor [CFD167],

— an isolated axial compressor with technological effe@B[)165]. This requires the use of overset
grids (.e. Chimera technique) to represent complex geometry,

— acounter-rotating fan [CFD164] : the blade passing fraquand vibration frequency can be different
and this configuration requires a non-uniform harmonic tadausing an arbitrary set of frequencies
and a non-uniform time sampling to capture all phenomena,

— open rotors (CROR) will also be investigated in this prbjec

— the validation against experimental data has been assésseéhe 11" standard configuration for
aeroelasticity (namely the STCF11) which is a turbine blas@llating in its first bending mode. The
results have been submitted to the AIAA journal in Januard220

— Finally Cerfacs is involved in the FUTURE (Flutter-Frea@omachinery Blades) FP7 European project.

3.2.2 Application of spectral methods to multistage turbomachines
(T. Guedeney, Y. Sadoudi

The Harmonic Balance Technique (HBT), presented in se@idrl, is used to predict the unsteady flow
induced by the relative motion between rotating and noatirg blades. The main interest is to reduce the
cost of unsteady RANS simulations. For example, in the cBa@® stage compressor (CREATE, Fig. 3.4),
HBT presents a gain of for the same level of accuracy compared to the classicaloapprbased on a
Dual Time Stepping algorithm. Since the periodicity of ttést case i€x/16, the gain expected for other
configurations should be of one order of magnitude higher (gual periodicity for a turbomachinery is
27, which corresponds to primary blade numbers). Other caxgiletest cases have also been successfully
performed, such as a transonic 1.5 stage compressor (EGH4) multistage turbine (HTLC). These results
show that HBT is a efficient method to reduce the cost of udgtéaw simulations in turbomachinery. The
evaluation of the influence of the frequency set on the HBTiltess now under progress as well as the
guantification of the computational speedup compared ssidal unsteady RANS simulations.

3.2.3 Compressor flows : control with casing treatment (G. Lexas, N. Gourdain)

Passive control devices based on casing treatments haegglshown their capability to improve the flow
stability in axial compressors. Among many geometries Itz been investigated, axisymmetric (axial
grooves) and non-axisymmetric (slots, etc.) geometrige Bhown a good ability to enhance stall margin.
However their optimization remains complex due to a pariaerstanding of related flow mechanisms.
The objective of this work was to numerically investigatifedient compressor configurations equipped with
casing treatments, such as a transonic axial compressomwibh slot-type casing treatment or a multistage
compressor with axial grooves or honey-comb (Fig. 3.5).
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FiG. 3.4: Application of HBT to compressor CREATE. Entropy field50% of the compressor span.

blade rotating dir.

Flow entrance

FiG. 3.5: Influence of the casing treatment on the tip leakagexdmLV) in a transonic compressor. Left :
smooth wall and right : casing treatment case.

Unsteady flow simulations of casing treatments are perfdrogngelsA Control devices are connected
to the main compressor grid using either a Chimera techrgassliding mesh method. Numerical results
obtained with and without casing treatment are comparedvaldiated with experimental data [CFD78].
In order to understand the influence of casing treatment@fidtv, a budget analysis of the unsteady axial
momentum equation is performed on a control volume locatelé rotor tip region (the so-called MARS
tool [CFD50]), following the idea proposed by Shabbir andaAttzyk [24].
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3.2.4 Compressor flows : simulation of turbulent flow patterrs
(A. Gomar, T. Leonard, G. Dufour, N. Gourdain)

Flows in turbomachines are very complex : turbulence, ikdahotion between rotating and non rotating
parts, 3D blade geometry and technological effects are grtrendifficulties encountered by flow solvers.
While the overall performance of turbomachinery elementsoiminal conditions is usually well estimated
(efficiency, pressure ratio, etc.) by classical RANS siriates, it is no longer true when an accurate
description of the flow unsteadiness is necessary, espeatadff-design conditions. In that context, LES
could give a better understanding of the flow and thus allomsitterable breakthrough in the machine
design. LES has thus been performed vdtbAon a whole 3D passage of a single transonic rotor of an
axial compressor (the so-called NASA rotor 37 [26]). Thisttgase is close to an industrial configuration
(high Reynolds numbers x 10°, supersonic tip Mach number, etc.). The results obtaingld different
"classical” numerical schemes (both upwind and centeré@rses, second and third order) have been
compared. A mesh convergence has also been conducteddedmgifrom 10 to 100M cells to represent
the blade passage. Results shows thatt?aorder upwind scheme on a 100M cells mesh is necessary to
obtain a correct description of the flow unsteadiness, sadheainteraction between the boundary layer
and the shock at the leading edge, Fig. 3.6(a). Moreoverptadiction of the efficiency by LES (that
remains challenging in this configuration) is largely influaed by the grid density, Fig. 3.6(b).
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FiG. 3.6: LES results witlelsAin NASA rotor 37 : (a) Instantaneous flow field shaded with teagity
gradient and (b) comparison of efficiency curves (grid 1 : 16#s, grid 2 : 25M cells, grid 3 : 100M
cells).

The understanding of the route leading to unstable betminarentrifugal compressors is also of primary
interest. Since most RANS flow solvers usually exhibit po@dgctive capability at near stall conditions
(especially regarding the physical phenomena that leaart@¥, a study is currently under progress to apply
and compare different approachelsAin a centrifugal compressor. The configuration is a highsguee
single stage compressor (Pi9), experimentally investijat Ecole Centrale Lyon, which is representative
of the SAFRAN Turbomeca engines.

(U)RANS and hybrid RANS-LES (DDES type) have been tested aemdrifugal compressor complex flow.
RANS simulations were performed using various turbulenceleh (Smith, Spalart and EARSM) on two
grids of different refinement levels. The comparison witperiments shows a good agreement on a large
range of mass flow, but some discrepancies appear on thetwaddf the surge line position. DDES are
currently investigated on the isolated rotor to study tHeatfof turbulence and secondary flows (such as
the tip clearance flow) on the compressor stability.
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3.2.5 Turbine flows : influence of the environment on aerothenal performance
(F. Wlassow, N. Gourdain

The prediction of blade temperatures for high-pressurkiries is challenging because of the complex
environment that interacts with the turbine : hot-streagnation, unsteady flow phenomena, fluid/solid
thermal coupling and technological details (squealerdimlant ejections, fillets, etc.). Several unsteady
RANS simulations have been performed witlsAin a single stage high-pressure turbine to investigate
these points. The baseline simulation takes into accoumti@ader tip and an inlet condition representative
of a hot streak generated by the combustion chamber.

Other technological details (coolant ejections and fijlated fluid/solid thermal coupling on the rotor blade
were also studied. The Chimera technique is used to easatdgradtion of technological details. The
conjugate heat transfer (CHT) problem is solved by meangofla coupling where fluxes and temperatures
are exchanged at the blade surface between the fluid dynawolicesr €IsA) and the solid thermal code
(AVTP). Coupling has been done with two different techngudirst a Python loop has been developed
to achieve a steady-state convergence (codes are run imtkey and boundary condition are updated at
some meeting points), then the code coupling tool Open-PAlaslbeen used to obtain a time-dependent
coupling solution. Both techniques provide identical tesu

Results shows that rotor blade fillets have a limited impacboth the blade temperature and the turbine
efficiency (less thari%). On the contrary, taking into account external coolingleto a modification of
radial distribution of loss and loading coefficients andumsk the efficiency b§%. The blade temperature

is also impacted, mainly on the suction side where diffeesraf several per cent with the base-line case
are observed. Fluid/solid coupling mainly affects the bléaeimperature prediction by homogenizing and
inducing differences of arouritf% with the base-line case.

3.2.6 Turbine flows : aerothermal prediction with wall-resdved LES
(E. Collado Morata, L. Gicquel, N. Gourdain)

Recent developments for the prediction of turbulent flowmuad blades point LES as a very promising
tool. While LES of wall bounded flows are now well mastered iademic test cases, the use of LES in
configurations close to industrial applications is not yetlwstablished. To partly address this important
issue, a structured multi-block flow solvexl$A) and an unstructured code (AVBP) are used to perform
LES of the flow in a high pressure turbine vane cascade at higgnétds number (about0%). The
predictions obtained with both solvers are compared to oreasents obtained by Arest al. [1] and to
RANS simulations [CFD39], Fig. 3.7(a). Results show thaSLE about 10,000 times more costly than
RANS. However only LES is able to estimate the wall heat fiemsvhich is mainly driven by boundary
layer transition on the vane suction side. For example 3Fi¢p) shows a comparison of the wall heat
transfer coefficient with measurements. The agreementysgpe®d on the pressure side and the location of
the transition point on the suction side is also correctfdimted with both solvers. Detailed analysis of the
flow predictions also underlines the role of long streamwiseaky structures, responsible for the increase
of wall heat transfer.

3.2.7 Turbine flows : aerothermal prediction with wall-law LES (S. Bocquej

LES with a wall law formulation is applied to the VKI high psasge turbine vane cascade [1] at high
Reynolds number2(x 10°). The use of such an approach on this test case is motivatediagasons. One
is the need to assess LES with wall law on a configuration semtative of industrial applications, implying
both complex physical effects and geometry. Second, wiaitg &xpensive in terms of computational cost,
wall-resolved LES [CFD39] is available on this configuratio validate the results obtained with a wall
law LES.
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FiGg. 3.7: Application of LES to the MUR235 test case : (a) insaaebus flow field colored by density
gradientgradp/p (mark 1 is related to the normal shock and mark 2 to vorticexiyced by the
impact of freestream turbulence) and (b) wall heat transbefficient predicted with structuredI§A and
unstructured (AVBP) flow solvers.

LES with wall laws is expected to decrease the computationat by about one order of magnitude,
making the computation of the whole blade feasible. A firstrapt of LES with wall law around the
turbine vane was performed witisA The same domain as for the wall-resolved LES is computed and
simple wall laws, namely the logarithmic law and Kader lave ased respectively for the velocity and
temperature fields. The computational cost is decreasedfagter close to5. However, this conclusion
needs further investigations since several meshes andlaval still need to be evaluated. Despite this
simple modelling, reasonable results are obtained on ttenskehalf of the pressure side and suction side.
One difficulty raised by this configuration is the laminar twbulent transition of the boundary layer on
the suction side : wall laws, derived for fully turbulent flawverpredict the wall heat flux in laminar regions.

3.2.8 Turbine flows : simulation of internal blade cooling deices
(R. Fransen, L. Gicquel, N. Gourdain

The efficiency of aeronautical engines can be increasedsingahe combustor outlet temperature, but this
rise in temperature can decrease the blade life duratidve ifdoling system is poorly designed. Today, for
the fluid in the main vein and within the cooling ducts, RANSdaling is routinely used. In that context,
LES can greatly improve the predictive capability of flowek.

LES of blade cooling ribbed channels have been computed AMBP and compared witlelSARANS
results. PIV measurements performed by Casarsa [2] allddat®ns in several planes in the channel.
Comparison with experiment shows that LES gives very goadeagent with experimental data, Fig. 3.8.
In contrast, RANS is not able to capture large-scale unsteas of the flow produced by the ribs in the
cooling channel. The thermal efficiency on the wall of thersted has also been computed yielding to
better LES predictions of cooling than RANS. Interestinghe methodology developped here will be
used in 2012 to compute heat transfer and pressure lossébadrducts for petrochemical applications
(partnership with Total).
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Fic. 3.8: Comparison of PIV measurements (up) with LES prealicti (down) in a ribbed channel
configuration.
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4  Advanced Methods and Multiphysics

The "Advanced Aerodynamics and Multiphysics” group is a poment of the CFD Team. Around
15 researchers (seniors, PhD and Post Doctoral studemtshalved in aerodynamics activities. The
objective of the group is to develop, maintain and use efftareimerical solvers related to academic and
industrial CFD simulations. Most of our efforts focus on tsA software (owned by Onera) but we
also use in-house solvers : AVBP for unstructured Large Esidyulation (LES) and NTMIX for Direct
Numerical Simulation.

During the past two years, LES activities have grown sigaiftly, especially in unsteady simulations
(aeroacoustics or aerothermal) where RANS is not sufficiembe able to deal with accurate LES in elsA,
several developments have been done (high order schemeefiexive boundary conditions, wall laws,
turbulence injection) leading to new applications : jetfal and landing gear noise but also aerothermal
jetin cross flow.

In addition to advanced turbulence methods, the team (lalbmlation with Onera) continues the extension
of elsA to the unstructured world. This will allow more fleiity to deal with complex geometries and
help us to answer the 2020 challenge "PUMA” defined by CERFACE11, which ambitions to compute
a fully unsteady aircraft.

To finish, the activity concerning design optimization isagrowing in collaboration with the Algo team.

The work presented in the next sections has been done inabisoration with our industrials partners
(Airbus, Snecma, Turboéta) but also with research centers among which Onera,VMa#d'H, ECL.

4.1 Numerical methods

4.1.1 Improve LES capabilities (S. BocquetJ-C. Jouhaud)

Large-Eddy Simulation (LES) of industrial high-Reynoldsmber flows is still far from being practical on
a daily basis. Various methods have been proposed to retecsomputational cost of LES. These last
years, the team has investigated two approaches : Thin Boyhdyer models and embedded LES.

Thin boundary layer laws

The cost of LES is mainly due to the resolution of the smalldyutamically important structures present
in the inner layer of the boundary layer. The LES with wall rabapproach is one technique to reduce the
computational cost of such computations. A coarse mesheid clese to the wall so that the inner layer
of the boundary layer is not captured. In the coarse cellacadit to the wall, the wall fluxes need to be
approximated by an additional wall model. The wall model tragtain the flow physics present in the
inner layer and can be either a quasi-analytical model ceegbof wall laws or a numerical model like the
Thin Boundary Layer (TBL) model described in Balaras (1986¢re a simplified one dimensional model
is used between the wall and the first LES point in the flow.

Despite their cost, TBL models constitute an interestiragniework for the derivation of wall models
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(a) Velocity profiles. (b) Temperature profiles. (c) Computational domain.

FiG. 4.1: LES with wall modeling on supersonic plane channel flmwmpared to Coleman DNS :
Mach= 1.5 (bottom) and Mach= 3 (top).

adapted to various physical effects. Thus, a TBL model basdtle work of Monfort (2009) and extended
to compressible flows has been implemented in the elsA smtWais wall model has been validated on
a quasi-incompressible channel flow, with friction ReysatdimberRe.. ranging from1020 to 20000, the
latter being representative of the boundary layer at thdifggedge of a commercial airplane during cruise.
The errors on the friction coefficient; and wall heat fluxVu remain belowl 0% for the range of Reynolds
number tested. Then a more discriminatory test case, nathelgupersonic channel flow of Coleman
(1995), has been used to assess the capability of this agpptohandle significant compressibility effects.
Figure 4.1 shows the velocity and temperature profiles pbthon a coarse mesh @l x 21 x 25) points.
The excellent agreement obtained on the temperature puafilstitutes an encouraging starting point
toward LES with wall modeling of compressible flows with centive heat transfer.

Embedded LES

Within the frame of ASTHER project (FRAE funding, AIRBUS-®RA-CERFACS collaborative work),
we have focused on the embedded LES strategy. The idea ia seguentially a low computational cost
RANS simulation in a large domain around the area of intesesthat the influence of boundary conditions
can be neglected. Then a LES simulation is performed in alsnddmain centered on the area of interest.
The RANS flow is used to define the LES boundary conditions hadritial solution. A schematic view
of this method is shown in Fig. 4.2a for a jet in cross flow camfigion. Navier-Stokes Characteristic
Boundary Condition (NSCBC) are used for the LES domain. Aswshin Fig. 4.2b, a good agreement is
obtained compared to experimental data [CFD96].

4.1.2 Optimization (M. Montagnac, F. Gallard, M. Mouffe)

Since 2005, CERFACS works in numerical optimization in thatext of aircraft preliminary design. The
optimization setup of modern aircraft often ends up withesahundreds of design variables and a few
constraints. The work is subdivided into three parts thairstegrated in the OPTaliA framework of Airbus
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(a) Schematic view of the embedded-LES approach(b) elsA vertical velocity (top) with the experimental data
(bottom) in the symmetry plane.

FiG. 4.2: Jetin cross flow : embedded LES simulation.

France (renamed Worms last year) to perform optimizations.

The first part is dedicated to optimization algorithms, irllafmoration with the CERFACS Parallel
Algorithms team. Many different metamodels have beendasta trust-region algorithm [CFD157] and the
impact of noisy data on stopping criteria have been studi#d{139]. After a first study of gradient-based
algorithms in the previous years to handle the resolutiooptimization problems without constraints or
with bound constraints, the introduction of general (nioedr) constraints has been considered [CFD158].
The second part is dedicated to the CFD solver and tools. A-ilglity solver is required to compute the
objective function. The choice of the optimization algomit is heavily constrained by the computational
cost implied by one function evaluation [CFD77]. Thus, geattbased optimization algorithms are
particularly valued for their speed of convergence althotlngy only give a local optimum. Therefore, the
gradient of the objective function with respect to the shagr@bles is computed through the discrete adjoint
method that only requires a linear system resolution fohdanction and constraint. As a consequence,
many numerical features have been linearized and intebnatihe elsA software to enable optimizations
on complex aircraft configurations [CFD157].

The third part (the formulation of the optimization problens heading gradually towards MDO
(Multidisciplinary Design Optimization). A PhD student (Gallard) currently investigates the multipoint
optimization and the integration of aeroelastic effectstfe design of flexible aircrafts. CERFACS also
takes part since 2010 in the OSYCAF project funded by the SficAladation. The objective is to setup
a MDO methodology for an aero-structural optimization gsxin collaboration with : Onera, ISAE and
UPS.

4.1.3 GMRES (M. Montagnag X. Pinel)

A Jacobian-Free Newton-Krylov framework has been devaldpethe elsA software and validated on
many configurations for both structured and unstructuredsdiCFD161]. In this method the Jacobian
matrix does not have to be explicitly expressed as in thedstanl U-SSOR method for example. Indeed,
the former relies only on the matrix-vector product of theakaan matrix times a vector that is implemented
simply through the computation of the flux balance. As higieo schemes are developed in parallel,
this framework will be automatically compatible contrary the LU-SSOR method that is expected to
be changed due to its first-order linearisation scheme. dlere this framework may help the convergence
in case of highly skewed meshes.
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The classical Krylov methods GMRES and FMGRES have beersiigaed in a matrix-free version.

The algorithm is used as a smoother in combination with théignd approach. The main issue was
to find a good matrix-free preconditioner. Three of them wested : diagonal preconditioning, scalar LU-
SSOR and preconditioned GMRES. The scalar LU-SSOR pretionei has shown its efficiency on both
Euler and Navier-Stokes simulation for structured meshes. FGMRES method is more efficient with
unstructured meshes (A350 Wing-Body configuration).

4.1.4 Non conforming mesh boundary condition (M. MontagnacB. Francois)

The meshing process is a crucial point for simulations of mles aircraft and turbomachinery
configurations, especially for body-fitted structured sodv The key point is the type of interface to set
between two zones, either structured or unstructuredicBeatly, for matching interfaces in the structured
approach, local refinements around the geometry tend tadpheough the whole configuration domain.
This can lead to very large grids and make the meshing prdedasus. In addition, matching interfaces
cannot be prescribed anymore when facing moving parts (aadhigh-speed propellers or rotor/stator
interactions).

CERFACS developed the efficient technique of conservatreaoincident interface boundary condition
to address these issues. Two zones must have a common adj2bgnnterface, contrary to chimera
technique, but grid points of both interfaces do not haveetatiihe same location or coincident, preventing
the spreading of mesh points from one block to another. A ¢exnmesh can be created with addition
of independent non overlapping zones, which is the base o&pproach for hybrid meshes generation
composed of structured zones and multi-element unstretzones.

This functionality has been made compatible for computatio a relative frame with an absolute velocity
formulation and CPU performance has been improved, which Hemefited to CROR simulations in
particular (see Sec. 4.2.1). Recently, this developmesbbkan extended to unstructured and hybrid meshes
(see Sec. 4.3.1).

4.1.5 Vortex confinement (D. KolomenskiyJ.-F. Boussugg

One of the features of aircraft trailing wakes that makesnthiéfficult for numerical simulation is that
the vortex cores are very thin compared to the wing span a@detigth of the vortex system is very
large. This is particularly challenging for low-order numgal methods as they require extremely high
grid resolution to preserve fine structures. However, in ynapplications, the velocity distribution in
the vortex core is unimportant and only the vortex strengik to be predicted adequately. Vorticity
confinement schemes can serve this purpose. The basic ideatiofty confinement methods [4, 25] is
to add anti-diffusive terms to the momentum equations offline. It results in a reduced diffusion of
vorticity with little extra computational cost. This appich has been implementedeétsAand validated
on an academic test case (advection of a two-dimensionéxwdam a periodic domain). An industrial
configuration (fuselage-wing-pylon-nacelle) is envighgea near future.

4.2 Applications for external flows

4.2.1 CROR (B. Francois J-F. Boussugég

With increasing costs of fuel, the development of new aftarancepts is mainly driven by the fuel burn
reduction. In this context, new engine concepts such as €o&otating Open-Rotors (CROR) appear to
be suitable options for the single aisle segment, curreltdiyinated by the Airbus A320 and Boeing 737.
Counter-Rotating Open-Rotors raise many technical ahgéle where CFD have an important role to play.
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Among them, the prediction of 1P-forces is essential focraft manufacturers because it impacts the
sizing of major parts of the aircraft (pylon, HTP, VTP). 1étdes are unsteady transversal efforts on the
rotation axis of the propellers which are created when tHevinis inhomogeneous (incidence/sidestream
conditions, installation effect).

To evaluate 1P-forces, unsteady simulations of isolatebusigeneric CROR design using full 360 ° meshes
were computed. These large meshes are required to captidenne and installation effects. Advanced

grid techniques (chimera or sliding mesh) are used in omlenéible communication between the different
rotating parts (front and rear rotor) and the fixed partsfiédd area) [CFD31]. The unsteady pressure field
over the whole CROR enables to calculate the 1P-forces (paef#.3).

Fic. 4.3: Pressure coefficient field with incidence effect

4.2.2 Airinlet (F. Sicot, G. Dufour, J.-F. Boussugg

The air inlet of a jet engine plays a key role on engine opétabit channels the flow to the fan in such a
way that it should be as smooth and uniform as possible. Tdrerthe region between the nacelle tip and the
fan should be long enough to smooth out any disturbance amdiniformity of the flow. The current trend

is to reduce this length to reduce the weight and drag of thellgand increase overall performances. One
of the most critical operating point is take-off in the pnese of cross-winds which can generate detached
flow at the nacelle tip and lead to high distortions on the Tdrese distortions must be minimized and CFD
can help engineers to estimate flow distortion on the fan ammtdve the nacelle design. First studies [3]
were performed at CERFACS for the nacelle alone. New studahsding the fan started in 2011 (Fig. 4.4).

4.2.3 Jetin cross-flow (J-C. Jouhaudy. Hallez)

Aerothermal flows involving a jet in cross-flow are very commiin aeronautics. A classical example is the
nacelle anti-ice system where a hot jet in cross-flow intsradth the wall of a turbo-fan engine nacelle.
An accurate description of the thermal boundary conditieressential in this case : heat fluxes at the wall
have a strong influence on the flow/structure interactioms]hn accurate thermal boundary condition for
the fluid flow is obtained by coupling the fluid solver with a h&ansfer solver in the walls [CFD96].
The compressible LES solver AVBP has been used to solve tleflitwy and the heat transfer problem
inside the scoop top wall has been addressed with the hedtiction solver AVTP (see Fig. 4.5a). The
organization of communications between these two codeanidlad with the open source PALM library.
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FIG. 4.5: Coupled simulation between LES (AVBP solver) and taop temperature field (AVTP solver).

The compressible LES solver AVBP has been used to solve tleflitwv and the heat transfer problem
inside the scoop top wall has been addressed with the heduction solver AVTP (see Fig. 4.5a). The
organization of communications between these two codeandlad with the open source PALM library.

4.2.4 Jet noise (H. DeniapA. Fosso-Pouangg, J.-F. Boussugg

The noise associated to the turbulent mixing of a jet withatmbient fluid is one of the most complicated
case to simulate. It requires advanced numerical ingrésliggh-order schemes, non reflecting boundary
conditions, inlet turbulence generation) to be able towaptery small pressure fluctuations associated to
sound sources. During the past years, a lot of efforts hase Bene to implement such ingredients into the
elsA software. The far-field acoustic calculation is parfed with KIM (ONERA) using a FW-H method.
The method was validated on academical test cases [9] armhisuged for aeroacoustics computations.
We studied the influence of many numerical parameters orsaickd single jet test casdf{ach = 0.9 and

Re = 4.010%). A key point for a jet noise simulation is to accurately i@ghuice the turbulence activity at
the nozzle exhaust which is related to the inlet perturbatidhis can be achieved (see Fig. 4.6a)) when
perturbations are correctly discretized ; in that case diselts are insensitive to the amplitude magnitude
(see Fig. 4.6b). In addition to single jet simulations a g@aconfiguration has been studied with the
PPRIME institute (Poitiers). Currently, aerodynamicsuitssagree very well with experimental data. A
new activity on supersonic jet noise also started six moatjtswhere the 6th order compact Lele scheme
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FiG. 4.6: Noise computation of a subsonic jet.

was adapted to simulate shocks.

4.2.5 Airfoil noise (H. Deniau G. Dufour, J.-F. Boussugg

Broadband noise generation and radiation from rotatingdsladue to the ingestion of turbulence is a
topic of major interest for fan manufacturers. It becomess thain broadband noise source when the
ingested turbulence is at least stronger than two or thred #heorelative mean flow on the blades. In
that context, turbulence-interaction noise due to isatroyrbulence impacting a thick cambered airfoil has
been simulated for the first time at high Reynolds numbBg(= 6.5 10°) by a compressible Large Eddy
Simulation (LES) accounting for the installation effectie full wind-tunnel has been simulated by a two
dimensional Unsteady Reynolds-Averaged Navier-Stoké®AWNS) simulation that provides the realistic
boundary conditions for the LES on a restricted domain erdéédn the potential core of the wind-tunnel
jet (Fig. 4.7a). Radiative boundary conditions are appéiemind the LES domain to prevent reflection or
drift of flow parameters. Synthetic turbulence is injectétha inlet of the LES domain. Comparison with
experimental data shows excellent agreement for the neveé&nd directivity if the sources are restricted
to the leading edge area (Fig. 4.7b). Yet LES also shows satreer@ise sources at the trailing edge caused
by a large recirculation bubble close to the leading eddéiyig some large vorticity up to the trailing edge,
and a late transition on the suction side [CFD27, CFD53].

4.2.6 Landing-gear noise (J-C. GiretJ-C. Jouhaud J.-F. Boussugg

Understanding and predicting aerodynamic noise genarigtivowadays of a great importance. Particularly,
since huge progresses have been made on the noise redd¢tidrofan engines through high bypass ratios,
the design of new aircraft requires the prediction and itieeithe reduction of airframe noise (landing gear
and high-lift devices), which is a major source in approashditions.

A requirement for such simulations is the ability to handiemplex geometries. Most numerical
aeroacoustics studies have been performed on structuidtesas it enables the use of high-order schemes.
However, meshing a complex geometry with a block-structumesh can be at least difficult and at worst
impossible. In order to overcome such limitations, ovegsigts or unstructured meshes can be used. This
study focuses on the use of unstructured meshes with a parzon accuracy issues.
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FiG. 4.8: 3D LES simulation of a rod-airfoil interaction. Connig@an with experiment.

The rod-airfoil test case performed by Jaaital. at ECL [11] is a good benchmark for airframe noise : it
produces a quasi-tonal noise due to the periodic sheddingrtites at the rod and the broadening of the
spectra due to the impingement of the developed turbuleké wa the airfoil. This test case has then been
used in numerous studies to validate numerical methodsifivarme noise (Fig. 4.8a). A simulation of
the rod-airfoil configuration has been performed using AVBIfRe far-field acoustic propagation has been
achieved using a Ffowcs Williams and Hawkings (FW-H) angliogplemented in KIM (Fig. 4.8b).

4.3 Software engineering

4.3.1 Hybrid grid computations (G. Puigt, M. Montagnac, J.-F. Boussugg

RANS simulations based on structured grids / structurecesdthve proved their efficiency for a long
time and are used routinely in industry. Even with advanceshing techniques like chimera grids or
non abutting block interfaces, a meshing strategy must b@tad, which is strongly linked with mesh
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expertise and with predefined mesh shapes choices follaveingnical CADs. Structured grids are suitable
to maintain mesh lines aligned with the flow anisotropy, e&gly in the boundary layer where the variables
are mainly varying in the direction normal to the wall. Moveq structured numerical techniques help to
improve the global performance and robustness of the stedtapproach. The structured mesh generation
process must be performed by experts and the solution caorbputed very accurately and quickly when
the mesh lines are aligned with the flow.

Nowadays, an industrial tendency is to increase the CAD ¢exitp in order to compute flows with a
higher accuracy. For planes, one can for instance congidantl computation between engine and nacelle
or flows around landing gears. For turbomachinery, passiat tneatments are added to increase the
stability area of the propeller system and cannot be mesimly d-or those examples, the global structured
mesh strategy fails at a reasonable human cost and it istbiaacomplex CAD must be computed with
unstructured capabilities. The unstructured mesh gdparptocess is very efficient but the prize to pay
lays in the global accuracy of the computation : it is veryidifit to impose mesh lines which are aligned
with the flow and the accuracy can finally be lower than forctrced grids. This point has been highlighted
as a conclusion of the 4th Drag Prediction Workshop held me 2009 : “More scatter from unstructured
methods than from structured grid methods. Suspect thisoi® due to grid than to code.” A way to
overcome this drawback is to authorize unstructured gratepwsed of different element shapes with
hexahedra and prisms in the anisotropy flow region, tetr@hements where the flow is isotropic and
pyramids in the buffer region from four-nodes element faoethree-nodes element faces. This is what is
called ahybrid mesh approacim the literature but we prefer to call themixed-elements grid€ompared
with a structured grid, an unstructured equivalent indueesemory overhead due to connectivity and
indirect memory addressing and since the global mesh ateiis left away, it is difficult to implement
efficient algorithms such as implicit schemes.

An interesting approach seems finally to associate bothnigohs. Therefore, we consider meshes
composed at the same time of structured blocks and unsteactnixed-elements zones : this is what we
call ahybrid approach This approach corresponds to the current Airbus needsgatbgy) who would
like to benefit from the two worlds at the same time.

In that context and in collaboration with ONERA, CERFACSiall participates to the development of
unstructured capabilities in elsA. We are now able to siteURANS three-dimensional unstructured grids
on parallel platforms. Advanced validations on industiaifigurations are on-going. The next step consists
in handling hybrid grids. CERFACS is involved in the numatiteatment of interfaces between structured
zones and unstructured ones. This is a consequence of tlessihpity to implement identical numerical
schemes for structured and unstructured zones. Thistgatam be related to coupling algorithms.

4.3.2 High Performance Computing (M. Montagnag

The emergence of large-scale HPC computing platforms basedulticore and manycore technologies,
processor-based CPU and hybrid CPU / GPU, involves the matldn of the legacy software to ensure
optimal use of these capabilities in the future. CERFACSw®lved in these two aspects. The first point
is on hardware accelerators and especially GPU. elsA has fiie#ed on GPU platforms after rewriting
some parts of the code in CUDA-C. Results show an accelertator of about ten between one GPU card
and one core of an Intel Westmere processor. Many GPU cardsecaddressed for parallelism but more
validations are required to make conclusions.

The second point focuses on multicore hardware architectirsimplified model of elsA has been
developed in order to assess many different techniquesathmto maximize both the individual CPU
performance and the shared-memory multicore performanbis. effort will continue in the project
SONATE+.

164 Jan. 2010 — Dec. 2011



COMPUTATIONAL FLUID DYNAMICS

4.3.3 Flow Simulation Data Manager (M. Montagnag

In an industrial context, experts in numerical calculagiaieliver computational frameworks to their end-
users to design products. Obviously, these multidiscplinframeworks include many third-party tools
and legacy codes, which exchange data. Airbus France hetogded a proprietary software architecture to
enable code coupling and multi-physics simulations. Sihese simulations often include an aerodynamics
solver, elsA has been introduced as a python module in thindwork. The purpose of the main module,
called the Data Manager, is to contain all information attbesimulation. Each code that has to be included
in this framework requires a proxy that converts the datdéData Manager to the native format of the
code and conversely. Since the CERFACS CFD team sometimeghesAirbus tools to conduct numerical
simulations, a proxy module was developed and successiplbjied to simple scenarios. The steering
application is written in python : the data manager moduleta@ios in particular all meshes and initial
solutions read from a database, the elsA proxy module mdkéseae data comprehensible by the elsA
module (aerodynamic solver).
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Aviation and Environment







1 Introduction

The aircraft emissions have an impact on atmospheric chigmasd on the radiative balance of the
atmosphere. For example, contrails formed by condensafiamter vapor onto exhaust aerosols and soot
particles trigger the formation of cirrus clouds. Emissiaf nitrogen oxides perturb the natural chemical
cycles and lead to ozone production or destruction depgratiriocal air mass composition and insolation.
These ozone perturbations along with the emissiord$@{, water vapour and ice particles formation, soot
particles, sulphuric aerosols from the burning keroseme gh additional contribution to the green house
forcing.

The most recent evaluations of those effects show the existef an amplification factor of about 2 to 3
for green house potential factor from aircraft emission :adewoule ofCO, emitted from a jet airplane is a
factor of 2/3 more efficient for green house forcing than alsinmolecule emitted at ground level.

Given the exponential increase of the air traffic it is aptited that the aircraft emissions will double by
year 2020 compared to present. The air traffic would then bajarrplayer of the climate change. There is
no doubt that in future negotiation processes for the litiaiteof green house gas emissions aviation sources
will be a central issue. It is therefore important that thgutations that could be imposed on aviation be
based on well-sound scientific studies.

The main objective of the scientific investigations conddatvithin the Aviation Environment team is to
better quantify the chemical and radiative atmosphericaictgp of aviation at the various scales from the
aircraft near field to the global atmosphere. An integrateluation of the different steps that involves
the emission transformations must be performed, from tlse@as and particulate species generation in
the combustion chambers, their chemical and microphysigatformations in the aircraft near field, their
vertical and horizontal dilution in the far wake along thentrail path, up to the formation of corridors
by the fleets and their transport by the general circulatibthe atmosphere. At each of those steps the
chemical and radiative atmospheric perturbations mussbessed.

During this last 2 years we have made significant model dpweémts and we have now all the ingredients
needed to evaluate the chemical and radiative impact ofadiirexhausts. At small and mesoscale the
numerical models NTMIX and so-NH are used. They both include the microphysic needdddoribe
the ice particle formation and evolution several hoursraiftgection in the atmosphere. The NTMIX
model also includes the gas-phase and heterogeneous ehagtiemes to compute the evolution of the
nitrogen species and their partitioning. During the pedodered by this report, emphasis was placed on
the evaluation of the role of atmospheric turbulence on theekbpment of contrails and on the importance
of the aircraft type (number of engines) in the contrail pnties.

For the larger scale, a study on the climate impact of tramiafpon modes has been conducted with the
CNRM. Despite a rather simplified parameterization of trtBative impact of contrails, it is found that the
non-C' O effects are essential when attempt is made to quantify theeimce of aviation on climate. At the
time horizon of the end of the century, the forcing by cofgrand contrail-currus and the ozone formation
by aviation NOx release encompass the greenhouse effeetsodihe CO- release by aviation. Those
results have been published in the Atmospheric ChemistdyRinysic Discussion journal. In addition,
within the SWAFEA project, we have evaluated the possibheogpheric impact of the use of agrofuels
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instead of regular kerosene. The agrofuels are expectegldase less soot particles and NOx emissions.
If those assumptions are right the aircraft using agrofbieud have slightly less atmospheric impact, but
uncertainties are large due to very limited data existingmissions by engines using agrofuels.

In addition, a new project has been initiated to evaluateathn@ospheric impact of the solid propellants
used by the Ariane V and VEGA rockets, and by the SOYOUZ rottkatt uses kerosene as a propellant.
In the case of rockets using solid propergol a significanttioa of the chlorine from the propellant is
released in form of chlorine radicals and gas@és, ClO, Cl,, that can locally destroy the atmospheric
ozone. Evaluations of these effects have been performddaviimple chemistry-diffusion model. The
results obtained show a significant ozone destruction nedfip above the launch site and are consistent
with observations reported for the US shuttle launcheshéndase of Soyouz, preliminary calculations
show that a moderate ozone destruction can be found in ther gatosphere due to the water vapour
emissions whereas negligible effects are expected in therlstratosphere. The impact of soot emissions
and the possible formation of ice in the stratosphere resrtaibe evaluated.

We have developed numerous cooperations within the pressearch activities. With the CNRM for the
use of Meso-NH and ARPEGE/Climat and MOCAGE models, with the LSCErmplementation of our
plume parameterization, with the ONERA for the near aitdiafd simulations, and at the european level
within the SWAFEA project coordinated by ONERA to study thgpact of alternate fuel to the kerosene.
Further, the “RTRA Sciences et Technologie pouréiAnautique et 'Espace” is supporting the ITAAC
project that is coordinated by CERFACS and IMFT, and inctudesearch teams from the CNRM, the
IMFT, the ISAE, the LAPLACE laboratory and the SAFIRE unit.

The study of the possible impact of rocket launches on th@spimeric ozone content has been supported
by the CNES.

The next sections detail the results obtained within theogerovered by this report.
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2 Simulations of aircraft wakes and rocket
launch emissions

2.1 Wake simulation in the vortex regime (R. Paoli, J. Picot, O.
Thouron, D. Kolomenskiy)

2.1.1 Interactions between jets and wing vortices (D. Koloenskiy, R. Paoli)

Wing-tip vortices have a major influence on the dynamics efdemsation trails. Numerical simulation of

their initial development requires an adequate approxandab boundary layers on the wing surfaces. On
the other hand, important hydrodynamic instabilities adéeuhe wake on a much larger scale. Therefore, it
seems reasonable to decompose the simulation in an upstmraain comprising the solid boundaries, and
a downstream domain that only contains the vortex wake.drughstream domain, a RANS computation
is performed. Its outputs are then used as inflow conditionaf LES computation in the downstream
domain.

RANS, full domain
_2 4|~ - -RANS inflow + LES of the wakg
—Chow et al., experiment
--= Craft et al., numerical simulatign

VOross
1.072

R R 1 P o.sse2

= 08444

36 ] 0.4306
.7

-3.2 R ——

0.2168
0.003

-0.1 O 0‘.1 0‘.2 0}3 014 O‘.5 O‘.G 0.
Fic. 2.1: Left : minimum static pressure coefficient along thetex centreline. Right : instantaneous
crossflow velocity field (colour) and particles location t&o

A wind-tunnel experiment with a NACA 0012 wing (Chow et al99r7) has been used to test these
techniques. It was found, in agreement with previous stuffizaft et al., 2006), that RANS computations
may overestimate the rate of decay of the trailing vortexe Thoice of turbulence model is crucial.
Satisfactory results have been obtained with a differeR&ynolds stress model in the very near field.
Downstream, an LES computation supplied with the requirdidw condition can provide an accurate
prediction of the vortex wake properties. This is shown inffigg2.1(left), which shows the minimum static
pressure coefficient in the vortex core as a function of thedimensional distance from the trailing edge.
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FIG. 2.2: Spatial distribution of ice crystals for differentraispheric situations : from left to right : no
turbulence, mild turbulence and strong turbulence.

Figure 2.1(right) displays a snapshot of the crossflow \idield obtained in the LES computation and

the location of passive tracer particles that were injeatatie inflow plane to simulate the engine exhaust

emissions. Similar approach will be used to compute the eosation trails behind an airliner.

— J.S. Chow and G. Zilliac and P. Bradshaw. Turbulence measemts in the near field of a wingtip vortex.
NASA Technical Memorandum 110418, 1997.

— T.J. Craftand A. V. Gerasimov and B. E. Launder and C. M. EhiRson. A computational study of the
near-field generation and decay of wingtip vortices. Inbf Heat and Fluid Flow.27, 684-695, 2006.

2.1.2 Influence of turbulence on the vortex evolution (J. Pat, R. Paoli, O.
Thouron)

The objective of this study was to understand the effectdrabapheric turbulence on the evolution of a
contrail in the far-field wake up to 5 minutes after emissi@rgtex regime). In order to get statistically
steady conditions and avoid the decay of kinetic energy tiwes, turbulence was sustained by means of a
stochastic low wavenumber forcing scheme by Paoli and $2009), which allows the nonlinear cascade
to determine fluctuations at smaller scales. Large-eddulaimns were performed using NTMIX with ice
crystals tracked using a Lagrangian approach and thelicitiaditions obtained from a pre-simulation
covering the first 10 seconds after emission (jet regimegui@ 2.2 shows the spatial distributions of
particles colored with ice crystals radius at the end of fhaukation for three atmospherics situations :
no turbulence, mild and strong turbulence, respectivetg figure indicates that turbulence strongly affects
the structure of the contrail by increasing mixing with aertiiair. This leads to a homogenization of ice
crystals with a strong reduction of the gap between the psiraad secondary wakes (which are almost
indistinguishable in the strong turbulence case). In &fditmixing with supersaturated air enhances the
process of condensation of water vapor with the formatiotaafer ice crystals especially in the upper
secondary wake.
A follow-up of this study will be to analyze the dissipatiohtbe contrail up to a wake age of a few hours
(diffusion regime) using these data to initialize the Mekb&tmospheric code.
— R. Paoli and K. Shariff. Turbulent Condensation of DropldDirect Simulation and a Stochastic Model
Journal of the Atmospheric Sciences, Vol. 66, pp. 723-78092
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FiG. 2.3: Large-eddy simulations of atmospheric turbulencKilmimeter scale : Snapshots of potential
temperature fluctuations (left) and spectra of turbuleneke energy (right)

2.2 Wake simulation in the diffusion regime (O. Thouron, R. Paoli,
D. Cariolle)

2.2.1 Direct simulation of the atmospheric turbulence (O. Tlouron, R. Paoli)

The objective of this study was to understand the propenfeatmospheric turbulence in the upper
troposphere lower stratosphere (UTLS) at scalé@¢f Km), which are of interest for the dispersion of
contrails in the diffusion regime. Large-eddy simulatiaristratified turbulence have been carried out in
cubic computational domains that are representative dfqrarof the UTLS. The forcing scheme by Paoli
and Shariff (2009) used to sustain turbulence was implesdeimt MesoNH, the mesoscale model of the
atmospheric research community jointly developed by CNRIl lzaboratoire d’&rologie.

Preliminary studies have been carried out to determine pitienal resolution required by the physics of
the problem : (i) for typical atmospheric density gradiesthall-scale turbulence simulations with 1 cm
resolution showed that isotropic turbulence can be acHieypeto scales of about 10 m; (ii) using LES in
100m?, 200m? and 400m® cubic domains it was shown that resolution®f1 m) is necessary to insure
the turbulence model represents correctly sub-grid saatéuthtions.

Based on these tests, simulation of 2 km and 4 km cubic domém wmiform 10 m, 20 m and 40
m resolution have been performed. Three large-scale ®mballevels have been considered, which are
representative of ‘strong’, ‘mild’ and ‘weak’ turbulence eetrieved from available measurements in the
UTLS (Wroblewski et al., 2010), see Fig. 2.3(left).

This work allowed the establishment of optimal numericalfagguration to study stratified turbulence in the
UTLS. As suggested by Waite (2011) the resolution has todednithan buoyancy scale (which depends on
turbulence intensity) to correctly represent the turboderin addition, it was shown that for typical UTLS
turbulence the minimum vertical domain size must be at &&in to ensure that turbulent eddies are not
confined. The outcome from these simulations gave a firstibotibn to the understanding of stratified
turbulence in the UTLS at the scales of interest to aviafldre analysis showed that at scales of 10 to 100
km the slopes of kinetic and potential energy spectra gseclw -5/3 as turbulence intensity increases, and
that lowering the turbulence intensity leads to steepgreslaand smaller vertical extensions of turbulent
eddies (see Fig. 2.3(right)). Finally, this study allowetting up MesoNH and preparing the computational
framework for large-scale simulations of atmosphericulebce (4 Km computational domains with 2 m
resolution, grid size of 8 billions points) that will be ciaad out in 2012 on massively parallel computers of
PRACE and INCITE infrastructures.

— Waite, M. L. Stratified turbulence at the buoyancy scale (088602, 2011
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— Wroblewski, D. E., Cd, O. R., Hacker, J. M., and Dobosy, R. J. Velocity and Tentpeza
Structure Functions in the Upper Troposphere and Lowertdipaere from High-Resolution Aircraft
Measurements J. Atmos. Sci., 67, 1157-1170, 2010.

2.3 Impact of rocket launches on atmospheriaD; (D. Cariolle, A.
Poubeau, R. Paoli, O. Thouron)

2.3.1 Simulation of a rocket jet (A. Poubeau, R. Paoli)

The first objective of this study is to obtain large-eddy dations using the AVBP code of the jet generated
by a rocket booster. The results of these simulations (abwsiltitudes) will then be used as an input to
the Meso-NH code to determine the influence of rocket enissim the atmosphere at large scale.

Some two-dimensional simulations were run in order to sealuthe parameters (boundary conditions,
artificial viscosities...) and have a first idea of the stnoethat should be observed at the exit of the nozzle.
The computational domain is composed of the nozzle, whoisevas connected to a box representing the
atmosphere. A tentative approach was to inject high presaurat the entrance of the nozzle at a high
pressure. This configuration rapidly showed its limits, ahack was formed right at the entrance of the
nozzle due to the high pressure imposed as a boundary aamditisolution to this problem was to add a
large tank that would discharge gas through the nozzle tatthesphere. The following step was to run a
simulation that would correspond to the case of the rocketdhat an altitude of 20 km (where the ozone
concentration is maximum). The fact that the nozzle verifiesone-dimensional isentropic relations made
it possible to set the boundary conditions using the avigldhta. The result presents all the characteristics
of an under-expanded jet. However, the turbulence in thengibayer could not be observed in this 2D
configuration.

Following these results, some three-dimensional simaratwere performed using the same parameters
(figure 2.4, left). To be closer to the actual case, the aecit@id in the nozzle was replaced by a gas
thermodynamically equivalent to the real gas (with the saey and R). Again, the results show a highly
supersonic, under-expanded jet, as it can be seen on figu(aght).

The next objective is to validate these simulations by thdysbf the spreading and the centerline property
decay rates of jets for which experimental data exist in iteedture. Then the chemistry will be added to
represent fully the exhaust plume.

Atmosphére

Py = 432 bar
Ty = 2431 K s

-

FIG. 2.4: Computational domain (left) and Mach number in a lardjnal cut (right)
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2.3.2 Simulations of the plume dilution and its impact on theatmosphere (D.
Cariolle, O. Thouron, R. Paoli)

The space industry now provides an important component efstitietys infrastructure and economy.
It plays a key role in several sectors such as telecomminisatbroadcasting, or earth observation.
Rockets are the vectors of space activities with the rocahdh being the most visible manifestation
of a space mission. During a launch, the burning of massiveuats of propellants within minutes leads
to vast emissions of chemically and/or climate-forcing.(radiatively active) gases and particles into the
atmosphere, resulting in perturbations of atmospherienated composition and radiative balance. Gases
and particles are emitted either directly from engines @dpced as secondary products of processes
occurring in rocket plumes. The principal compounds emtitig the european launcher Ariane 5, Vega,
Soyuz are carbon dioxid€’(O;) and water vapourH{-0), chlorine compoundsHC1, chlorine radicals)
for Ariane and Vega, nitrogen oxide&’(O and N O-, jointly referred to asVOx), carbon monoxide (CO),
aluminium oxide @i, O3) particles for Ariane and Vega and soot particles for Soyuz.

CO5 and H2O are powerful greenhouse gases. The other exhaust prodaatsteclimate forcers but they
play an influential role in atmospheric chemistry, espéciatlorine and nitrogen oxides who are involved
in the production and destruction of ozone, an importamate forcer.

In a 'clean’ atmosphere without anthropogenic emissiomene is mainly produced by photodissociation
of molecular oxygen and the main reactions that controldtecentration are the following :

O- + hv — O(GP) + O(P) (A < 242nm)
O(SP) + 02 — 03
O(SP) + O3 — Oy + O

When reactive emissions are introduced, like the chlorirezisg from propergol combustion, the ozone
content is reduced by the following catalytic cycle :

Cl + 03 — ClO + 02
ClO + 0 — Cl + O
Bilan: O3 + O — 209

In that context we have studied the impact on stratosphedo® of a launch of a rocket using propergol,
like Ariane, Vega or the U.S. Titan. Emphasis has been plaodtie regional impact above the launch site
and on the ozone destruction within a few hours after thedaumhis period is critical since the rocket
exhausts are still very large and their impact on ozone isimamx. To this end we have developed a
transport-chemistry model which computes the chemicalpmsition of the plumes during their dispersion
phase. The transport is introduced with a diffusion modedyiindric geometry. The chemical scheme is
composed of 29 species and about 80 reactions which acamthefmain reactions of thex, NOz, Clx
and H Oz species. The models solves the system :

dC;/dt = ... — div(K.grad(C;)) — KC;C; + ... (2.2)

whereC; are the concentrations arid the diffusion coefficient. The resulting set of equationisisgrated
using the chemical solver described in section 3.1. FigsBdws the ozone evolution after Titan 4 launch
at midnight at 15 et 40 km. At sunrise, at 6 am, the ozone iglhaiestroyed within the launcher plume.
The ozone destruction reaches abitift at 15 km and almost all the ozone is removed within the plume at
40 km. Those pictures are in good agreement with in-situ oreasents in the lower stratosphere obtained
by aircraft in the plume after a Titan 4 launch. The local azdestruction persists over a day before it is
completely mixed with the surrounding atmosphere.

This work is still in development, next steps will focus oe thitialisation of the radical concentration using
outputs from the AVBP code (see section 2.3.1), on the athreyipimpact of rockets that use kerosene and
on the improvement of the representation of transport seEeby atmospheric turbulence.
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SIMULATIONS OF AIRCRAFT WAKES AND ROCKET LAUNCH EMISSIONS
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FiG. 2.5: Time evolution of the ozone content after an Titan 4&wat 15 et 40 km.
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3 Large scale atmospheric composition

3.1 Introduction of chemistry into large-scale atmospheric models
(D. Cariolle, R. Paoli)

All the models that include atmospheric chemistry need topad numerical solver to integrate the
transport-chemical continuity equations. This is usudlye by the integration of successive operators
working on the integration of the transport equation fokkmlrby the calculation of the evolution of the
chemical species. For instance, with the MOCAGE CTM froratdé-France, the model first solves the
evolution of the species due to advection with a semi-lagjeanscheme, followed by the chemical evolution
of species solved using a semi-implicit solver. Both of theshemes do not assure mass conservation and
hence may introduce drifts in the numerical integrationchitdould become large for long term multi-year
simulations. To study the properties of some advection dmical solvers we have developed within
the SOLSTICE project a reduced 2D model that mimic the eimiubdf the atmospheric composition on a
latitude-longitude plane from pole to pole. On that geosndte model solves the coupled set of continuity
equations :

Where(C; are the species concentrations dndhe velocity. To integrate the transport part of the above
equation, the divergence of the fluxes, we have used the alcslbpe scheme’ which adopts a volume

finite formulation, is characterised by its mass conseswatand assures the positivity of the solution if a

slope limiter is used. For the integration of the chemistay @f the equation we have developed a semi-
implicit scheme which is mass conserving and is preconutibto insure positivity in most cases. The

discretisation writes as follow :

(CiHt = /dt = —6K;;CiCTH! — (1 — 5)Kijc;+1cf (3.2)

The C**! concentrations are obtained by inversion of the matrixiobthfrom the above equation. The
matrix is of the order on the number of species. On scalar ctenp we use the direct DGES software
from the Scalapack library to invert the system. In a prediany version the value @fwas fixed according
to the user’'s knowledge of the stiffness of the system, buta# found that a much stable solution was
obtained by evaluating its value using the species coratimts at time. Best results were obtained with
the formulation :§ = C%/(C} + C}), coupled to the determination of the time stépfunction of the
curvature of the solution.

We have first tested the above choices in the framework ofédaaed model. The chemical system is
composed of30 species representative of tiaer, HOxz, NOx and Clx chemistry in the stratosphere.
The model performed very well, Fig. 3.1 shows for instaneedbncentration of thé/ OC| radical after
more thanl1000 iterations of the system. As can be seen the solution esHildimentations of the field,
which are a result of the combination of advection and cheynil the atmosphere this sort of situation is
encountered for air masses at the boundary of the ozonerhdie stratosphere. The chemical solver was
then introduced in the CNRM general circulation model. igrglary results show a satisfying behaviour,
although with a numerical cost which will be only affordalifieghe model is integrated in parallel mode
on a scalar computer. The solver was also tested with suatéise LATMOS chemical transport model
applied to the atmosphere of Mars.
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FiG. 3.1: Distribution of the concentration 6f OC'l computed by the reduced model

3.2 Afinite volume model for the advection of tracers on a sphere (D.
Cariolle, A. Praga, L. Giraud).

In the context of three-dimensionnal tracer advection ersgihere, as discussed in the previous section, we
are studying finite-volume schemes on an area-preservidglgre objective is to develop an efficient mass
conservative scheme with a good scalability on HPC thatheiltoupled to the chemical solver described
in section 3.1. In order to avoid the problem of convergerfda@longitudes at the poles, the adopted grid
conserves an equally spacing of the latitudes but, fromteqta pole, reduces progressively the number
of points on each latitudinal circle. The number of point aclelatitude is chosen to obtain model cells
that have approximatively the same surface, so that forengrelocity vector the maximum possible time
step is uniform all over the globe. Grid properties are sesfigcifying a reference cell at the equator. In
our preliminary tests , a cell of°lby 1° was used.

On that grid the bidimensionnal advection is done by sudwessansports in each direction. For each one-
dimensionnal case, we use a finite volume scheme, a startfaahe in the climate modelling community.
We chose a Van Leer’s second-order scheme, which is accarateconservative by construction.
Comparison with others schemes such as Prather's or Godun@kes it interesting in terms of the
accuracy/storage ratio. With slope limitations, we alseuea positivity of the solution, a property that
is required for subsequent coupling with the chemical solve

Afirstimplementation was done as a sequential version indlalhe scheme was integrated on a standard
test suite where winds and concentrations have analytaaisns. This allows us to check the performance
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AVIATION AND ENVIRONMENT

of the scheme in terms of accuracy and shape preservatideh) ate important properties for the modelling
of atmospheric flows.

For example, Fig. 3.2 shows the result of a 2D advection foaasSian shape concentration distribution.
Winds were set as to create a vortex centered on the Equaidr.dtid cell is represented as a single point
and colorised according to its concentration. We can sadhthacheme preserve the filament shape, even
after several rotations.

Solution numerique Solution numerique Solution r

FiG. 3.2: Evolution of a Gaussian concentration advected byexarentred at the equator. Left : initial
state, middle : after 600 iterations, right : after 1000&t&ms.

In this reduced grid, the address of neighbour cells arardddy analytical formulas. This property will be
used for building a massively parallel code in Fortran 9@bas domain decomposition. For that purpose,
the grid will be partitioned at two levels. First, a threetses division arises naturally when building the
grid. Then the remaining partitioning will be done accoglin the number of processors. The next steps
will be the introduction of a chemical scheme similar to tie ased in chemical transport models in order
to study the scalability of the code for representative afpheric situations.

3.3 Atmospheric impact of alternate fuel for aviation : the SWAFEA
project (D. Cariolle, R. Paoli)

Tropospheric ozone is a gas with a significant contributiiné greenhouse forcing, and is an oxidant that
can hump living species and human health at high concemisatOzone is formed in the troposphere via
several chemical cycles involving methane, NMH and VOC mzeand the nitrogen oxides. Consequently,
emissions of nitrogen oxides tend to increase the ozoneatiom As such the aircraft NOXG'O and
NMH emissions contribute to the ozone production, esplgcalicruise altitude near the tropopause in the
northern hemisphere. Current evaluations report thattatéuof the ozone at the tropopause in the North
Atlantic corridor is due to the NOx injection by the currentemercial fleet.

In the SWAFEA project CERFACS has investigated the possibfgact of the use of alternate fuels on
the ozone formation. This has been done using the MOBIDIC B&tqzhemical model using emissions
scenarios at the horizon 2026 constructed by AIRBUS baseghsremissions compiled by SAFRAN for
current and alternate jet fuels. The scenarios are basedftio torecasts and evolution of the fleet, and are
constructed using the ELISA tool that combines air traffitadfleet composition, distribution of routes,
and calculation of emissions along each mission.

The MOBIDIC model solves the transport-chemistry contipn@quations as a function of latitude and
height. The chemistry scheme used in MOBIDIC includes thinmas-phase reactions driving th&Oz,
HOzx, ClOz, BrOx catalytic cycles, with 32 transported long-lived specis] 32 short-lived species
computed using steady-state assumptions. The gas-phasécahrates have been upgraded according to
the recommendations of the JPL-2003-25 report. For theeptetsudy the chemical scheme of MOBIDIC
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FiG. 3.3: Reduction in the ozone formation due to the use ofradterfuels at the 2026 horizon

has been extended to include ethane, PAN @it C'Os. The NMH emitted by aircraft are assumed to
follow an oxidation cycle with rates identical to ethane,iethis a fair approximation given the rather
short lifetime of NMH in the upper troposphere. The MOBIDIGde| uses a dynamical forcing (wind
components and temperature) from a transient climate soasfahe ARPEGE-Climat model which takes
into account the evolution of trace gases having an impacadiation and chemistry.

The impact of using alternate fuels is first seen on the NOxogpiheric content. At the 2026 horizon the
NOx content would decrease by about 2% at cruise altitudaérNH (about 3 pptv). Consequently less
ozone would be produced by the NOx aircraft emissions, ane@#ecrease of 200 ppt is calculated at the
tropopause level at mid-latitudes. In relative terms thenezproduction would decrease by about 2.4% |,
with little seasonal and latitudinal variations (see Fig)3

We can conclude that the used of alternate fuel (50% blendroffuel and Jet A-1 kerosene) should have
a very modest impact on the ozone atmospheric content. Aegpto our model calculation, the ozone
production at the 2026 time horizon would decrease by abdu¥@when alternate fuel is used. This is a
very small number that is at least one order of magnitude dhet variations due to natural variability
or changes that are expected to follow the decrease in th®stheric chlorine loading. In addition, this
results is quite uncertain because the NOx index of emidsioalternate fuel appears to be very variable
from one engine type to another, and also according to theeposgime used. Thus, the NOx emission
reduction is a result of a delicate balance directly rel&dtie details of the fleet scenario. Most of the NOx
decrease seems however to be related to the lowest fuelroptisa in the alternate scenario compared to
the reference one.
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