Transferability in the future climate of a statistical downscaling method for precipitation in France

G. Dayon¹, J. Boé¹, and E. Martin²

¹Climate Modelling and Global Change Team, CERFACS/CNRS, Toulouse, France, ²GAME/CNRM, Météo-France, CNRS, Toulouse, France

Abstract A statistical downscaling approach for precipitation in France based on the analog method and its evaluation for different combinations of predictors is described, with focus on the transferability of the method to the future climate. First, the realism of downscaled present-day precipitation climatology and interannual variability for different combinations of predictors from four reanalyses is assessed. Satisfactory results are obtained, but elaborated predictors do not lead to major and consistent across-reanalyses improvements. The downscaling method is then evaluated on its capacity to capture precipitation trends in the last decades. As uncertainties in downscaled trends due to the choice of the reanalysis are large and observed trends are weak, this analysis does not lead to strong conclusions on the applicability of the method to a changing climate. The temporal transferability is then assessed thanks to a perfect model framework. The statistical downscaling relationship is built using present-day predictors and precipitation simulated by 12 regional climate models. The entire projections are then downscaled, and future downscaled and simulated precipitation changes are compared. A good temporal transferability is obtained only with a specific combination of predictors. Finally, the regional climate models are downscaled, thanks to the relationship built with reanalyses and observations, for the best combination of predictors. Results are similar to the changes simulated by the models, which reinforces our confidence in the realism of the models and of the downscaling method. Uncertainties in precipitation change due to reanalyses are found to be limited compared to those due to regional simulations.

1. Introduction

The coarse resolution of current global climate models (GCMs; generally between 150 and 250 km, see Table 9.1 in Stocker et al. [2013]) does not allow for a realistic representation of local physiographic features, such as orography and coasts, which play a crucial role in shaping local climates. It is especially problematic for impact studies, as impact models generally require relevant meteorological forcings at kilometric resolutions. To bridge the resolution gap between GCMs and impact models, spatial downscaling techniques have been developed.

Dynamical downscaling (DD) is generally based on high-resolution regional climate models (RCMs) forced at their boundaries by GCMs. Relatively large ensembles of regional climate projections are now available (e.g., the ENSEMBLES European project [van der Linden et al., 2009] and more recently CORDEX [Jacob et al., 2013]). These data sets are still much less complete than equivalent multimodel ensembles of global climate simulations as the Coupled Model Intercomparison Project Phase 5 (CMIP5). It is therefore still difficult to fully address some scientific questions in impact studies using only RCMs, such as the estimation of the uncertainties associated with internal variability. Indeed, multiple members for a given RCM are seldom available. Another weakness of DD is that bias correction generally remains necessary before impact modeling, which raises important methodological issues [Muerth et al., 2013].

Statistical downscaling (SD) is based on developing an empirical statistical relationship between large-scale climate variables and the local variables of interest for the impact study. Various SD methods have been developed during the last few decades (see review by Maraun et al. [2010], and references therein). For precipitation over France, the focus of this study, several SD methods have been developed for specific regions [Obled, 2002; Timbal et al., 2003] and others have dealt with the whole country as Radanovics et al. [2013]. SD techniques have for main advantage to be computationally inexpensive. It is therefore possible to downscale a large ensemble of GCMs, which is generally necessary to deal correctly with the different uncertainties involved in impact studies (e.g., from climate models, scenarios, and internal variability).
The SD relationship is built with present-day observations and generally applied to GCM projections, assuming implicitly the temporal transferability of the SD relationship to the future climate. This transferability assumption, common to all downscaling methods to some extent, is the main theoretical weakness of SD [Wilby et al., 1998; Schmith, 2008]. To be valid, it requires that all the mechanisms that impact precipitation changes in the future climate are captured by the SD method. A first evaluation of SD methods generally consists in downscaling an atmospheric reanalysis to assess the ability of the method to capture correctly the observed present-day variability [Timbal et al., 2003; Radanovics et al., 2013]. The implicit rationale is that a method that is not able to capture current climate variability will be unable to correctly capture future changes, and therefore will not be transferable to the future climate.

A first step to better assess the temporal transferability of the SD method could be to evaluate its ability to reproduce observed low-frequency variations. If the observed trends are large, and especially if they are at least partially caused by anthropogenic forcing, it can be a good test of the ability of the SD method to capture contrasted climate states [Maurer and Hidalgo, 2008]. Limited magnitude or temporal inhomogeneities in observed trends in predictors from reanalyses may however be problematic in practice. Another approach is proposed by Gutiérrez et al. [2013]. They build their SD relationship including only the coldest observed years in the training period and then assess its transferability to the warmest observed years. The observed differences in temperature between the coldest and warmest years in the historical period are still however generally lower than the expected future warming. Additionally, the physical processes involved in the context of interannual variability and anthropogenic climate change may be different.

The consistency between statistical downscaling and dynamical downscaling or direct GCM results in the future climate is also an interesting clue on the transferability of the SD method to future climate conditions [Spak et al., 2007; Timbal et al., 2008; Boé et al., 2009], but in case of divergence, it is impossible to know whether the error lies in the SD method or not.

As it is impossible to evaluate the capacity of the SD method to capture the future climate change signal based on observations, some authors have tried to evaluate the capacity of their method to reproduce future climate change using climate model results as pseudo-observations [Vrac and Stein, 2007; Frias and Zorita, 2006; Beuchat et al., 2012]. In this framework, the statistical downscaling method is built using present-day model results instead of real observations. Then, the corresponding future climate simulation is downscaled and results from downscaling can be compared to the results directly simulated by the model. This approach belongs to the family of perfect model frameworks whereby a model is considered to be the truth and therefore its results perfect, in order to test some methodological hypotheses when the necessary observations do not exist (e.g., in the future climate). Although still rare in the SD studies, perfect model frameworks are more and more used in different fields of climate science. For example, in paleoclimatology, approaches similar to perfect model frameworks are commonly used to evaluate paleoclimate reconstruction methodologies through pseudoproxy experiments (see Smerdon [2012], for a review). Potential decadal climate predictability is generally assessed within a perfect model framework both for dynamical predictions, e.g., Boer [2004] and Collins et al. [2006] or statistical predictions [Hawkins et al., 2011]. Ribes et al. [2013] use a perfect model framework in the context of detection and attribution of climate change.

In the SD context Vrac and Stein [2007] and Beuchat et al. [2012] use a GCM (RCM) to provide the low-resolution predictors (high-resolution predictands) considered as perfect pseudo-observations to develop the SD method in the present climate. The SD method is then applied to the GCM projection. Downscaled precipitation changes are finally compared to precipitation changes directly simulated by the RCM. Because of potential inconsistencies between the GCM and the RCM, one cannot necessarily expect the SD of the GCM and the RCM to provide exactly the same results, and therefore potential differences cannot be strictly attributed to the SD method. Frias and Zorita [2006] develop their SD method using results of a GCM as pseudo-observations for predictors and predictands and compare the future changes in downscaled precipitation to those directly simulated by the GCM. A potential limitation of this approach is the poor representation of precipitation in low-resolution GCMs.

A perfect model framework for SD simply allows testing whether the main mechanisms that control future precipitation changes in a given climate model are captured by the SD method. As the mechanisms leading to precipitation changes in a given model are not necessarily realistic, results of the perfect model...
framework do not necessarily apply to the real world. As in every study based on climate models, we have to rely on the hypothesis that despite some potential issues in individual climate models, collectively, they are able to capture correctly the most important features of future climate change. It is crucial to apply the perfect model framework to an ensemble of models rather than a single one in order to obtain robust results. Even if transferability to the future climate in the perfect model framework does not guarantee transferability in the real world, it is clear that between two SD methods with similar performances in the present climate when evaluated against observations, much less confidence should be given to a method that does not perform well in the perfect model framework.

A perfect model framework using multiple RCMs is developed in this study. Using RCMs allows the ability of the SD method in capturing high-resolution precipitation changes to be tested.

As the transferability of a SD method ultimately depends on the processes that it captures and therefore on the predictors, in this study, new predictors compared to previous work (e.g., Boé and Terray, 2007) are tested. The objective is to better capture the impact of atmospheric moisture and local thermodynamic processes (e.g., change in atmospheric stability) in precipitation changes. The predictors related to these processes might not be as well constrained in reanalyses as predictors such as sea level pressure more traditionally used in downscaling methods. Therefore, their representation in reanalyses might be more uncertain. As additionally, uncertainties in downscaling results associated with reanalyses have been seldom evaluated, even for classical predictors, our SD method will be tested using predictors from four atmospheric reanalyses.

After a description of the data sets and models used, the SD method developed in this study is introduced (section 2). Four reanalyses are then downscaled with this method using different combinations of predictors, and the results are evaluated against present-day observations, in terms of climatology, interannual variability, and trends (section 3). The temporal transferability of the method to the future climate is then assessed using a perfect model framework with a large ensemble of RCMs, and the best set of predictors is selected (section 4). The same RCMs are finally downscaled as for real case applications, and the different uncertainties are quantified in section 5.

2. Data and Downscaling Method

2.1. Data

This study is focused on the spatial statistical downscaling of daily precipitation over France. Precipitation comes from the near-surface analysis Safran [Quintana-Seguí, 2008; Vidal et al., 2010]. Safran uses surface observations collected by Météo-France and is based on an optimal interpolation algorithm with first guess fields coming from an atmospheric reanalysis. Safran provides the near-surface atmospheric variables at the hourly time step on an 8 km grid over France necessary to force the Isba-Modcou hydrometeorological system [Habets et al., 2008]. Based on Quintana-Seguí [2008] and Vidal et al. [2010], potential errors in Safran precipitation are assumed to be negligible compared to the other uncertainties involved in this work.

Low-resolution predictors necessary for SD come from four atmospheric reanalyses. The National Centers for Environmental Prediction - National Center for Atmospheric Research reanalysis (NCEP) [Kalnay and Kanamitsu, 1996] is a previous generation reanalysis that has widely been used in the climate community, including many SD studies. The atmospheric model has a horizontal resolution of about 200 km with 28 vertical levels. Data are available from 1948 to present on a 2.5° grid. In the Twentieth Century Reanalysis (20CR) [Compo et al., 2011], only surface pressure is assimilated allowing the reanalysis to be conducted on a much longer period (from 1871 to 2010) compared to classical reanalyses that assimilate much more data (other surface variables, radiosondes, and satellite observations).

Two new generation reanalyses are also used in this study. The European Center for Medium-Range Weather Forecasts (ECMWF) reanalysis-Interim (ERA-Interim) [Dee et al., 2011] is based on an atmospheric model with a horizontal resolution of about 79 km and 60 vertical levels. ERA-Interim covers the period from 1979 to present. Predictors used in this work have a horizontal resolution of 1.5°. The Modern-Era Retrospective Analysis for Research and Applications (MERRA) [Rienecker and Suarez, 2011] uses the National Aeronautics and Space Administration (NASA) global data assimilation system. A major goal of MERRA was to achieve significant improvements in precipitation and water vapor climatology compared to earlier reanalyses [Rienecker and Suarez, 2011]. MERRA data are available on the native grid of the model with a resolution of 1° × 2°. MERRA covers the same period as ERA-Interim. It will be interesting to see whether MERRA and
ERAI lead to substantial improvements of SD results compared to a previous generation reanalysis as NCEP and how 20CR compares to the other systems that assimilate a much larger variety of observations.

Results from 12 regional climate simulations over Europe at a 25 km resolution from the ENSEMBLES project [van der Linden et al., 2009] on the 1961–2050 period are used in this study. ENSEMBLES RCMs are forced on the historical period by observed greenhouse gases concentration and after 2000 by the special report on emissions scenarios (SRES) A1B scenario [Nakicenovic et al., 2006]. Table 1 details the RCMs used in this study and the GCMs that provide their respective boundary conditions. Subsequent statistical tests are based on the hypothesis that the simulations are independent.

2.2. Analog Method

Statistical downscaling is based on the idea that the local climate variables depend on the large-scale climatic state and local features such as orography. Following this idea, an empirical statistical relationship between the high-resolution climate variable(s) of interest (or predictands, precipitation in our study) and the relevant low-resolution variables (or predictors) is developed with observations on a so-called training period. The statistical relationship can then be used to derive the high-resolution predictands on any period for which low-resolution predictors, for example, projected by a GCM, are available. A recent review of statistical downscaling methods for precipitation in the climate change context is given by Maraun et al. [2010].

The analog method [Lorenz, 1969; Zorita et al., 1995] is used in this study. It has been widely used, for example, for weather forecasting [Obled, 2002; Horton et al., 2012] but also in SD context [Timbal and McAvaney, 2001] or even for decadal prediction [Hawkins et al., 2011]. On the training period, each observed predictor state at a time step \( t \) \( (P_{t}(t)) \) is chronologically associated with a corresponding observed high-resolution predictand state \( (\hat{P}_{t}(t)) \). Then, knowing the predictor state in a climate simulation to be downscaled at a given time step \( t_{2} \) \( (P_{t}(t_{2})) \), the most similar observed predictor state in the training period is searched \( (P_{t_{3}}(t_{2})) \). Finally, the associated predictand state \( (\hat{P}_{t_{3}}(t_{2})) \) is selected as an estimation of the high-resolution predictand state corresponding to \( (P_{t_{2}}(t_{2})) \): \( \hat{P}_{t_{2}}(t_{2}) \simeq \hat{P}_{t}(t_{2}) \). The main methodological choices of the analog method consist in the selection of the predictors and the definition of a criterion to measure the similarity of predictor states. Its main limitation is its inability to produce a local state that has never been observed in the training period. As our impact study will end in the mid-21st century and because of the large variance of daily precipitation, it is assumed that this issue will have a limited impact.

The similarity criterion to define the analog is the Euclidian distance (as in Ben Daoud et al. [2011]) for all the predictors, except for sea level pressure for which the Teweles and Wobus score (TWS) is used [Guilbaud and Obled, 1998; Obled, 2002]. TWS measures the similarity in terms of horizontal pressure gradients, which are directly associated with the geostrophic wind strength. Preliminary tests showed that for the analog method tested in this study, the interannual variability of precipitation over France is generally better reproduced with TWS for sea level pressure (SLP) than with the Euclidian distance (not shown). The annual climatological mean over the 1979–2010 period is removed before calculating the distances.

A relatively large domain is used for the calculation of the similarity criterion for SLP. For the other predictors, the domain is smaller and centered on France (Figure 1). Tests with domains of different sizes have been...
Figure 1. Analogy domains used for the atmospheric predictors and orography (in colors, meters). The domain (L) is used for sea level pressure and the domain (S) for the other predictors.

made for the choice of the analogy domains, by comparing the downscaling results obtained with the different domains, based on interannual correlations and seasonal biases (not shown). No systematic approach to explore all the possible domains has been followed as in Radanovics et al. [2013], and the chosen domains therefore cannot be said to be optimal. The search for the analog is restricted to the same season as the target date. A moving window of ±30 days is used in this study, as in Ben Daoud et al. [2011]. The most similar analog is then simply found by minimizing the sum of the standardized distances corresponding to each predictor.

2.3. Predictors

Different combinations (Table 2) based on seven predictors are tested: precipitation (PRCP), the sea level pressure (SLP), the 2 m air temperature (TAS), the lifted condensation level (LCL), the specific humidity at 850 hPa (HUS), the module of moisture flux at 850 hPa (QFX), and the totals total index (TTI).

The most basic combination of predictors is based on SLP, a predictor of large-scale circulation, and TAS used in this context as an indicator of specific humidity at saturation, as in Boé et al. [2009].

As humidity may be a limiting factor for precipitations [Trenberth, 1998], its changes may play an important role in precipitation changes. Globally, the change in specific humidity is expected to be roughly equal to the change in specific humidity at saturation and therefore almost proportional to temperature change.

| Table 2. Combination of Predictors Tested for the Statistical Downscaling Method in This Studya |
|-----------------|-----|-----|-----|-----|-----|-----|-----|
| PRCP | SLP | TAS | LCL | QFX | TTI | HUS |
| C1 | X | | | | | |
| C2 | | X | X | | | |
| C3 | | X | | X | | |
| C4 | | X | | X | | |
| C5 | | X | X | | X | |
| C6 | | X | X | X | | |

aPRCP: precipitation. SLP: sea level pressure. TAS: 2 m air temperature. LCL: lifted condensation level. QFX: the module of moisture flux at 850 hPa. TTI: totals total index. HUS: specific humidity at 850 hPa.
Figure 2. (a–d) Interannual correlation between seasonal downscaled precipitation and observed (Safran data set) precipitation for six combinations of predictors from four reanalyses. The box plot represents the spatial distribution of the biases over France. The lines show the 25th, 50th, and 75th quartiles. The whiskers extend to either 1.75 times the interquartile range or the maximum (minimum).

[Trenberth et al., 2003], but it is not true regionally, and, in particular, over Europe and France, as the summer relative humidity decreases there in many models [Sherwood et al., 2010]. Therefore, knowing the change in temperature is not sufficient to fully anticipate the change in specific humidity, hence the use of HUS as predictor.

Figure 3. Same as Figure 2 for seasonal relative biases in downscaled precipitation.
This decrease in relative humidity may have impacts on precipitation on its own, as condensation becomes more difficult to reach. For example, the decrease in relative humidity leads to a rise of the height to which an air parcel has to be lifted adiabatically to reach saturation (or LCL). The higher the LCL is, the more difficult it is to reach condensation and thus the more unlikely precipitations are. As a result, a strong link exists over France between precipitation and the LCL in summer [Boé, 2012]. The LCL is estimated here as being proportional to the surface dew point depression, following Lawrence [2005]. The link between LCL and precipitation is expected to hold in other areas, but its potential importance in the climate change context is expected to depend on the future evolution of relative humidity.

Even if the moisture flux only depends on large-scale circulation and atmospheric humidity, which are taken into account by other predictors, the moisture flux at 850 hPa is also included in some combinations of predictors.

A simple indicator of atmospheric stability, the TTI, is also tested. Atmospheric stability is indeed particularly important for precipitation, especially in summer over Europe, because of the more convective nature of precipitation [Trenberth, 1999]. The higher the TTI is, the greater the atmospheric instability is and as a result, the most likely thunderstorms are. Boé [2012] has shown a strong link between precipitations over France in summer and the TTI. Moreover, because of changes in the vertical temperature and humidity profiles with climate change, the TTI is expected to evolve in the future climate. The TTI is defined as follows:

\[ \text{TTI} = (\text{T}_{\text{a}500} - \text{T}_{\text{a}850}) + (\text{T}_{\text{d}850} - \text{T}_{\text{a}500}) \]

\( \text{T}_{\text{a}500} \) and \( \text{T}_{\text{a}850} \) are respectively the air temperature at 500 hPa and 850 hPa. \( \text{T}_{\text{d}850} \) is the dew point temperature at 850 hPa.

Finally, precipitation (PRCP) is also tested as a potential obvious predictor for local-scale precipitation [Maurer and Hidalgo, 2008]]. However, precipitation biases are generally particularly important in reanalyses [Kalnay and Kanamitsu, 1996; Simmons et al., 2010] and climate models [Boberg et al., 2009; Kelley et al., 2012], which may be problematic in the statistical downscaling context.

3. Evaluation of the SD Method With Present-Day Observations
3.1. Climatology and Interannual Variability

A first step to evaluate the SD method is generally to downscale an atmospheric reanalysis and to compare the downscaled variable (precipitation in our case) to observations, in terms of temporal sequence (e.g., temporal correlations) and basic statistical properties (e.g., climatological means).

As reanalyses do not provide a perfect estimate of the atmospheric state, it is in fact not simply the SD method that is evaluated but a combination of the SD method and a reanalysis. In order to evaluate the impact of reanalyses in this context, four reanalyses (NCEP, 20CR, MERRA and ERAI) are downscaled on the training period (1971–2010) with a pool permutation technique as in Timbal et al. [2003]. Analogs are searched excluding the current year in order to avoid artificial skill due to temporal autocorrelation. Downscaled precipitations are then compared to Safran. Consistently with previous studies [e.g., Radanovics et al., 2013; Lafayse and Hingray, 2014], the highest interannual correlations between downscaled and observed precipitations are obtained in winter (median correlation over France close to 0.8, Figure 2a) and the lowest in summer (median correlation close to 0.6, Figure 2c), independently of the predictors and reanalyses used. In France, precipitation is predominantly driven by large-scale flow in winter [Plaut et al., 2001; Sanchez-Gomez and Terray, 2005; Boé and Terray, 2008] and by local convection in summer, the former being more easily captured by statistical downscaling than the latter. The spatial spread in correlations is also much larger in summer than in winter.

In terms of median over France, the highest correlations are always obtained with precipitation as predictor (C1) for MERRA (Figure 2). It is not the case for the other reanalyses. For example, C1 never leads to the highest correlations for ERAI, and only in autumn for NCEP. Precipitations in reanalyses are therefore not necessarily the best predictor for local precipitation. It is consistent with the fact that precipitation in reanalyses is generally poorly constrained by observations and strongly depends on model physics [Rienecker and Suarez, 2011].

For the discussion of the correlations obtained with the other combinations of predictors, C2 (SLP and TAS as predictors) is considered as the reference, as the other combinations are derived from it by addition of
predictors. In winter, the addition of moisture flux (C4) leads to the largest increase in correlations relatively to C2 (Figure 2a), independently of the reanalysis. In summer, the addition of LCL as predictor (C3) leads to the largest improvements in correlations for ERAI, and NCEP to a lesser extent, while TTI (C5) leads to the largest increase in correlation for MERRA (Figure 2c). This result is consistent with the seasonal variations of the dominant processes leading to precipitation over France. An impact of LCL and/or TTI is also noted for ERAI and MERRA in spring and autumn (Figures 2b and 2d). The impact of TTI and LCL is much more limited for 20CR, but as 20CR only assimilates surface pressure, TTI and LCL are not expected to be well constrained in this reanalysis.

It is important to note that the differences in correlations associated with the different combinations of predictors are generally small. Moreover, the results obtained with the different reanalyses are not necessarily consistent. For example, in summer, C6 generally outperforms C5 for ERAI but not for MERRA (Figure 2c). The interreanalyses differences in correlations for a given combination of predictors are in the end often greater than the differences due to predictors for a given reanalysis. It makes it difficult to choose a specific combination of predictors in a robust way. With regard to reanalyses, overall, the best performances are often obtained with the new generation reanalyses MERRA and ERAI. At the exception of winter, when 20CR is on par with the other reanalyses, 20CR generally leads to smaller correlations, when local processes, not as well constrained in 20CR, are important for precipitation. Yet, given the breadth of data assimilated by the other reanalyses compared to 20CR, the relatively good performance obtained with 20CR is noteworthy, as this reanalysis has the advantage to be available on a much longer period.

Regarding climatological means (Figure 3), precipitation as predictor leads to important biases, especially with MERRA (−15% in summer and −10% in winter). It is interesting to note that the best performances correlation-wise were seen with MERRA and precipitation as predictor (Figure 2). Most reanalyses show large biases in precipitation over France, with MERRA and NCEP generally showing the largest biases (Figure 4). Note that in summer, when the bias in precipitation in MERRA is especially large, the bias in downscaled precipitation from MERRA is also especially large. Not surprisingly, the SD method with precipitation as predictor cannot fully overcome the biases in reanalysis precipitation. Biases in downscaled precipitation obtained with the other combinations of predictors are generally much smaller. Overall, taking into account the four seasons, the lower biases are obtained with the C5 (SLP, TAS, QFX, and TTI) and C6 (SLP, TAS, QFX, TTI, and HUS) combinations. With ERAI, for example, the median biases over France are always smaller than 5% for C6 and C5. The combinations C2 (SLP and TAS) and C3 (SLP, TAS, and LCL) lead to limited biases in summer and winter but to larger ones in intermediate seasons.

Given the fact that precipitation as predictor (C1) does not necessarily lead to higher correlations between downscaled and observed precipitation, and leads to serious climatological biases, this combination is not investigated further in the manuscript. The addition of TTI, LCL, and QFX to the reference combination based on SLP and TAS generally leads to improvements in terms of interannual correlation and biases. The improvements however remain rather limited, and it is therefore impossible to discard any combinations of predictors except C1 simply based on the evaluation of present-day interannual correlations and biases.

Many SD methods for precipitation over France have been developed, based on different approaches: e.g., weather typing [Boé et al., 2009], analog methods [Obled, 2002; Radanovics et al., 2013; Chardon et al., 2014], or a combination of a weather generator and k-nearest neighbor approach [Mezghani and Hingray, 2009]. A large variety of predictors has been used in those SD methods, most of studies using large-scale circulation variables as main predictor (sea level pressure or geopotential height, possibly at different levels, or wind) and additional variables such as temperature [e.g., Boé et al., 2009] and/or variables related to
humidity [e.g., Mezghani and Hingray, 2009; Radanovics et al., 2013]. The results of the different studies are not easy to compare, because some of them are focused on specific regions while others deal with the entire France, and the skill scores used to evaluate the methods vary (here we use interannual correlation while other studies as Radanovics et al. [2013] and Chardon et al. [2014] use continuous rank probability score). Lafaysse and Hingray [2014] provide an interesting intercomparison of the SD methods (or variants with different predictors) described in Obled [2002], Boé et al. [2009], and Mezghani and Hingray [2009] in the Durance basin. They obtain interannual correlations between 0.7 and 0.9 in winter and between 0.2 and 0.6 in summer depending on the methods and locations in summer, which is similar to what we obtain in the Durance region (not shown), even if our method is not optimized for this specific region. Our interpretation of the current literature and of the results described in this section is therefore that the skill of current SD techniques over France is rather similar when evaluated against present-day observations in terms of climatology and daily to interannual variability, despite the variety of methods and predictors used. Even if the statistical method, the choice of the domain, and the predictors, can lead to slight improvements, no major differences in performance are to be expected.

3.2. Trends

It has been shown that the SD method is able to capture between 25% and 65% of the interannual variance in precipitation depending on predictors and seasons. It does not imply that they are suitable to capture lower frequency variations in precipitation and most importantly the ones potentially caused by global warming [Maraun et al., 2010], as the processes involved or their respective importance may be different. This is why SD methods are also commonly evaluated on their capacity to reproduce low-frequency-observed variations and in particular trends [Maurer and Hidalgo, 2008].

Seasonal trends are calculated over the training period (1971–2010) on observed and downscaled precipitation. The statistical significance of observed trends is tested with the nonparametric Mann-Kendall test [Kendall and Gobbons, 1990]. The potential autocorrelation of precipitation is taken into account in the test following Hamed and Ramachandra Rao [1998].

Trends in downscaled precipitation with the C6 combination of predictors for the four reanalyses are compared to observed trends. The across-reanalysis minimum and maximum at each point of downscaled trends are shown in Figure 5. Negative trends are observed over the Alps and south western France in winter, over the Alps in autumn, and in northern France in spring. Positive trends are observed in southeastern France and over central France in summer.

The spread in downscaled trends due to reanalyses is generally very large. The minimum-maximum range is for example greater than 1.2 mm/day (a value seldom seen for observed trends) in winter around the Mediterranean basin and in spring in southern France. A minimum-maximum range as large as 2.5 mm/day is noted over southeastern France in autumn. Note that the large spread in downscaled precipitation cannot be attributed to a single outlier reanalysis (not shown). The same analysis was done for the C2, C3, C4, and C5 combinations of predictors and similar results were obtained (not shown) except for C3. The large across-reanalysis spread seen in downscaled precipitation is likely due to temporal inhomogeneities and errors that may exist in reanalyses, for example, caused by the introduction of new instruments [Dee et al., 2011; Rienecker and Suarez, 2011] or changes in the observations network [Krueger et al., 2013]. Note that consistently with that idea, a large spread also exists in precipitation trends in reanalyses (not shown).

As hoped for, the observed trends generally fall within the minimum-maximum range of downscaled trends. It is the case here for the C6 combination and the other combinations tested (not shown), except C3 (PSL, TAS, and LCL). Indeed for C3, the observed trends are clearly outside the across-reanalysis range of downscaled precipitation trends throughout the country in summer (Figure 6 compared to Figure 5k).

Except for northwestern France and the Mediterranean coast, where observations are close to the maximum downscaled trends, trends obtained with C3 are more negative than observed ones, independently of the reanalysis. In particular, maximum downscaled trends are negative in central France (between −0.2 and −0.6 mm/day), whereas they are positive in Safran (between 0.2 and 0.6 mm/day). These spurious negative trends can be attributed to the use of LCL as predictor as they are not seen with C2 (SLP and TAS as predictors, not shown), which is similar to C3 except that LCL is not included as predictor. A quick visual inspection of LCL in reanalyses and of the variables used to compute it, suggests that it could be due to
Figure 5. Linear trends in seasonal precipitation over the 1979–2010 period (in mm/day). Four reanalyses have been downscaled with the C6 combination of predictors. (a–d) Across-reanalysis minimum downscaled trends. (e–h) Across-reanalysis maximum downscaled trends. (i–l) Observed trends (Safran data set). Dots show where observed trends are significant with $p < 0.05$ following the Mann Kendall test.
temporal inhomogeneities in surface relative humidity (not shown). LCL and therefore the C3 combination will not be used subsequently. Note, however, that with a proper representation of LCL in a future reanalysis, LCL could become an interesting predictor for summer precipitation downscaling.

The ability of the SD method to capture observed trends is often seen as an interesting indicator of the potential transferability of the SD method under climate changes. However, in our application, the observed trends in precipitation are weak and seldom significant and a large spread in downscaled precipitation trends exists because of reanalyses. Given this large spread due to reanalyses, to go further, it would be necessary to be able to separate the error in downscaled trends that is due to the SD method from the error that is due to errors in the predictors from reanalyses, but it is not possible, as observations to evaluate most of the predictors do not exist. In the end, no strong conclusion can be reached. Except for C3, the others combinations of predictors tested cannot be discriminated and their temporal transferability has not been demonstrated.

In this section, the evaluation against present-day observations of the downscaling results obtained with different sets of predictors has led to the rejection of two sets: C1 that only uses precipitation as predictor because it leads to large climatological biases and C3 that includes LCL because it leads to too unrealistic trends in summer.

4. Evaluation of the SD Method in the Future Climate Through a Perfect Model Framework

In this section, a perfect model framework is introduced to assess the transferability to the future climate of the SD method. In this framework, as a first step, the SD relationship is developed within the model world. Predictors and precipitation come from a RCM simulation, on the same training period used in the previous sections (1979–2010). Then, the entire regional climate projection (1961–2050) is downscaled based on the SD relationship between RCM predictors and RCM precipitation. Finally, it is possible to compare changes in downscaled precipitation to the changes directly simulated by the RCM, at their native resolution of 25 km, to assess the capacity of the SD method to correctly reproduce future precipitation changes and therefore the temporal transferability of the SD relationship within the RCM world. In order for the results of our study to be robust and not dependent of the specificities of a single regional model, our perfect model framework is applied to an ensemble of 12 RCMs (see Table 1). The term “downscaling” is somewhat unsuitable in the perfect model framework as predictors and precipitation are in fact at the same resolution (25 km). Note also that in real case downscaling, with the statistical relationship built between reanalyses and Safran precipitation, the resolution of downscaled precipitation is 8 km and therefore finer than the one in the
perfect model framework. However, as the difference in resolution (25 km versus 8 km) is limited, we do not expect that it alters the relevance of the results obtained within the perfect model framework for real case downscaling. All the combinations of predictors that were not eliminated after the evaluation against present-day observations described in the previous sections (i.e., C2, C4, C5, and C6) have been tested in the perfect model framework. Results are only shown for the combination C6 (SLP, TAS, QFX, TTI, and HUS) in Figure 7, as it is the only combination that leads to changes in the perfect model framework sufficiently similar to those simulated by RCMs (not shown).

As an ensemble, the RCMs simulate an increase in precipitation of 10% in the northern half of the country in winter and drier conditions in southwestern France (Figure 7e). The intermodel standard deviation is especially large around the Mediterranean basin (around 15%, Figure 7m). The strongest changes are seen in summer with a large decrease in precipitation (up to 20%) over the entire France, with maximum values in the south (Figure 7g). The largest intermodel standard deviation is also noted in summer (Figure 7o) over the entire country and particularly in southeastern France.

Figure 7. Seasonal relative precipitation changes (%) between the 1961–1990 and 2030–2050 periods. Ensemble means: (a–d) simulated, (e–h) obtained by statistical downscaling within the perfect models framework using the C6 combination of predictors. Ensemble standard deviation across models: (i–l) simulated, (m–p) obtained by statistical downscaling as in Figures 7e–7h. Dots show where the differences between simulated and downscaled changes following a paired t test are significant with p < 0.05.
Figure 8. Ensemble mean differences (%) between relative precipitation changes in summer, as simulated and as obtained with the perfect model framework for three combinations of predictors. Dots show where the differences are significant following a paired t test at the 5% level. The combinations of predictors are (a) PSL-TAS-QFX-HUS; (b) PSL-TAS-QFX-TTI; and (c) PSL-TAS-QFX-TTI-HUS.

The ensemble mean changes given by statistical downscaling with C6 in the perfect model framework are displayed in Figures 7e–7h. The main features of simulated precipitation changes are well captured by the SD method. In all seasons, the pattern of simulated changes is very well reproduced by the SD method (spatial correlation: December-January-February: 0.94, March-April-May: 0.88, June-July-August: 0.78, and September-October-November: 0.83). The magnitude of changes is also generally well captured. Most notably, the strong decrease in summer precipitation is very similar in direct and downscaled model results. Changes in spring precipitation (Figures 7b and 7f) are also very well reproduced. The largest significant differences between downscaled and simulated precipitation changes are seen in autumn in the southeastern France. Radanovic et al. [2013] and Chardon et al. [2014] work suggests that the analogy domain used in our study is not optimal for this particular region, at least in the present-day climate context. Tests with analogy domains more adapted to this specific region did not lead to substantial improvements in downscaled precipitation changes (not shown). Some processes leading to precipitation changes in autumn in southeastern France may not be captured correctly by the predictors tested in our study.

Relatively large areas with significant differences between downscaled and simulated precipitation changes following a paired t test are also noted in winter in the east of the country, but these differences remain small relatively to the ensemble spread in precipitations changes (the differences are not significant with a standard t test), and in the end, have therefore little importance for practical applications.

The intermodel spread in downscaled precipitation changes (Figures 7m–7p) is very similar to the one in simulated precipitation changes (Figures 7i–7l), indicating that the SD method captures the complete range of RCM behaviors and leads to a reliable estimation of RCM simulation uncertainties, which is also important for practical applications.

To better understand which predictors are especially important to capture future precipitation change, tests have been done by removing successively individual predictors from C6. The TTI and the specific humidity at 850 hPa have been found to be important in that context. Without TTI as predictor in C6, the future decrease in precipitation simulated by the RCMs is clearly underestimated (Figure 8a). In all the RCMs analyzed in this study, the atmospheric stability in summer increases (i.e., the TTI decreases), which is consistent with a decrease in convective precipitation. The decrease in TTI is partly related to the decrease in the lapse rate.
Without the specific humidity at 850 hPa as predictor in C6, the decrease in downscaled summer precipitation is greater than the decrease simulated by the RCMs (Figure 8b). Specific humidity can be a limiting factor for precipitation [Trenberth, 1999], and it is therefore not surprising to find such an impact. Indeed, an increase in specific humidity is robustly simulated by climate models and is related to the large increase in specific humidity at saturation with temperature (as given by the Clausius-Clapeyron relation). Even if locally, the change in specific humidity may be smaller than the increase in atmospheric water holding capacity (i.e., the relative humidity may decrease), as it is the case over France in many RCMs [e.g., Boé and Terray, 2014], specific humidity still increases, with a potential impact on precipitation.

Very interestingly, TTI and HUS as predictors were not associated with large differences in downsampling results during summer in the present climate (for example, compare the results of C6, C5, and C4 in Figure 2). These variables however lead to large differences in terms of future climate change signals, as shown with the perfect model framework. This is an illustration of the limitation of classical approaches for the evaluation of downsampling methods based only on present-day observations. It is also interesting to note that the lowest interannual present-day correlations between downscaled precipitation and observations were found in summer. Despite that, Figure 7 show that summer changes are especially well captured. It is another illustration that present-day performances are not necessarily a very good indicator of performances in the climate change context.

Given data availability at the beginning of the study, ENSEMBLES regional climate models driven by the SRESA1B scenario have been used for the analyses described in this section. The CORDEX regional climate simulations based on the new Radiative Concentration Pathway (RCPs) scenario [Meinshausen et al., 2011] are now available. There is no specific reason to expect that the conclusions of this section would be much different with the new RCM projections.

5. Real Case Statistical Downscaling of Future Climate Projections

5.1. Mean Precipitation Changes

The evaluation of the different sets of predictors, against present-day observations (section 3) and within the perfect model framework (section 4), has led to the selection of a single combination of predictors, C6 (SLP, TAS, QFX, TTI, and HUS). In this section, the real case application of the SD method with C6 to downscale the ENSEMBLE RCMs is presented. The SD relationship is built with the four reanalyses as predictors and Safran for precipitation, as in section 3 and on the same training period. Then the 12 RCMs described in Table 1 are downscaled on the 1961–2050 period with C6.

It is interesting to compare real case downscaled precipitation changes to downscaled precipitation changes in the perfect model framework (section 4) and to directly simulated changes. Differences between real case and perfect model downscaled precipitation can be attributed to differences in the links on the learning period between predictors and precipitation in the models and in the observations, as future predictors are identical in the two cases. In the perfect model framework, the present-day links between predictors and precipitation come from the RCMs, and therefore might be biased.

The consistency between real case and perfect model precipitation changes would therefore greatly reinforce our confidence in the realism of simulated present-day links between predictors and precipitation, more generally in the RCMs and therefore in the relevance of the perfect model framework to the real world, and in the end, in the results of real case statistical downscaling.

Future precipitation changes between the 2030–2050 and 1961–1990 periods are plotted in Figure 9 and have to be compared to the changes depicted in Figure 7. Results obtained with ERAI as well the maximum and minimum at each point among the results obtained for the four reanalyses are shown.

Note that precipitation changes obtained with ERAI (Figures 9i–9l) are in good agreement with the across-reanalyses and across-RCMs ensemble mean of downscaled changes (not shown). The dipolar structure of winter precipitation changes in France is very consistent between downscaled and direct results (see Figures 7 and 9). In summer, the magnitude of real case downscaled changes is also in good agreement with simulated and perfect model changes. The greatest differences between simulated and real case downscaled precipitation changes are seen in the southeast of the country in autumn. It was expected since the SD method is not able to reproduce correctly simulated changes within the perfect model framework in this region in autumn (Figures 7d and 7h).
Figure 9. Seasonal relative changes in downscaled precipitation (%) between the 1961–1990 and 2030–2050 periods. The SD method with the C6 combination of predictors is built for the four reanalyses, and the 12 RCMs from the ENSEMBLES project are downscaled. The multi-RCM average is then computed. (a–d) Across-reanalysis minimum. (e–h) Across-reanalysis maximum. (i–l) Results obtained for ERAI.
As real case downscaled changes are very similar to the changes in the perfect model framework, it can be deduced that the present-day links between predictors and precipitation are consistent in RCMs and observations. This result reinforces our confidence in the realism of RCM simulations and in the relevance of the perfect model results to the real world. Moreover, the difference between the resolution of predictors and precipitation on the learning period between real case and perfect model downscaling does not lead to important differences in future precipitation changes. The high resolution of predictors in the perfect model approach compared to the typical resolution of reanalyses did not bias the results of the analysis.

The range of future downscaled precipitation changes associated with the choice of the reanalysis is limited but not negligible (Figures 9a to 9h). Even if the spatial pattern is robust to the choice of the reanalysis, differences in magnitudes greater than 5% are often seen (e.g., in summer or in winter in northern France). As explained in section 3, uncertainties in reanalyses are a serious issue for the present-day evaluation of SD methods, especially as far as trends are concerned. Even if it is not negligible, the impact of reanalyses in the uncertainties of future precipitation changes appears here less crucial. Indeed, the spread associated with reanalyses has to be thought of with regard to the other uncertainties involved, and, in particular, the intermodel spread in precipitation changes, which is very large (Figures 7i–7p).

5.2. Uncertainties

A decomposition of variance [Déqué et al., 2007, 2011] is now used to quantify more precisely the contribution of reanalyses to the total uncertainty and its relative importance against uncertainties from RCM simulations and stochastic uncertainties. As the local precipitation state is not entirely controlled by the large-scale predictors, for the same predictors state, several corresponding equally probable local precipitation states may exist. Following Lafaysse et al. [2011], this uncertainty is called here stochastic. Lafaysse et al. [2011] have shown its importance in the French Alps for the present-day evaluation of SD methods. Here the stochastic uncertainty is assessed by including a random step to the downscaling algorithm described in section 2. Instead of selecting the best analog day (in terms of predictors similarity), the 10 best analogs are preselected, and then, each day, five analogs are randomly chosen among those 10, to obtain five members, judged as equally probable and to correspond to the same predictors state.

Note that what is called uncertainties due to RCM simulations in this study is somewhat complex because of the experimental design of ENSEMBLES regional projections, used here as an ensemble of opportunity. As only one member is generally available for each RCM/GCM combination, it is not possible to separate cleanly the uncertainties due to model formulation and due to internal variability (which is itself both related to the internal variability of the RCM and to the internal variability of the GCM used for boundary conditions). Therefore, uncertainties from RCM simulations include three types of uncertainties: uncertainties from RCMs, GCM boundary conditions, and internal variability. Moreover, as the same RCM may be forced by several GCMs and the same GCM may force several RCMs (Table 1) the estimation of RCM simulation uncertainties may be somewhat biased, as all the configurations are not totally independent.

Three sources of uncertainties in the mid-21st century downscaled precipitation changes are evaluated. Let $P_{\text{rms}}$ be the projected relative changes in precipitation on a grid cell obtained after the statistical downscaling of the RCM simulation $m$, for the reanalysis $r$, and the member corresponding to stochastic uncertainties $s$:

1. $m = 1 – 12$: according to the RCM simulation;
2. $r = 1 – 4$: according to the reanalysis; and
3. $s = 1 – 5$: according to the member.

We therefore have $12 \times 4 \times 5$, i.e., 240 precipitation projections over France. Each contribution to the total variance is then calculated as in Déqué et al. [2007]. The total variance of $P$ can be decomposed in seven contributions:

$$\text{Var}(P) = M + R + S + MR + RS + MR + MRS$$

(1)
Table 3. Percentage of Variance in Relative Precipitation Changes Explained by the RCM Simulations (M), the Reanalyses (R), and the Stochastic Variations (S), and the Multifactor Terms (MR, MS, RS, and MRS)

<table>
<thead>
<tr>
<th></th>
<th>M</th>
<th>R</th>
<th>S</th>
<th>MR</th>
<th>MS</th>
<th>RS</th>
<th>MRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>DJF</td>
<td>70.3</td>
<td>4.4</td>
<td>0.5</td>
<td>3.8</td>
<td>4.9</td>
<td>0.5</td>
<td>15.6</td>
</tr>
<tr>
<td>MAM</td>
<td>74.8</td>
<td>1.6</td>
<td>0.4</td>
<td>4.1</td>
<td>4.9</td>
<td>0.4</td>
<td>13.9</td>
</tr>
<tr>
<td>JJA</td>
<td>62.0</td>
<td>5.4</td>
<td>0.5</td>
<td>5.9</td>
<td>6.6</td>
<td>0.5</td>
<td>19.1</td>
</tr>
<tr>
<td>SON</td>
<td>62.3</td>
<td>7.7</td>
<td>0.7</td>
<td>4.5</td>
<td>5.7</td>
<td>0.5</td>
<td>18.7</td>
</tr>
</tbody>
</table>

A dot (.) subscript represents the mean with respect to the corresponding indices.

\[
M = \frac{1}{12} \sum_{m=1}^{12} (P_{m..} - P_{. .})^2 \\
MR = \frac{1}{48} \sum_{m=1}^{12} \sum_{r=1}^{4} (P_{mr} - P_{m..} - P_{..r} + P_{. .})^2 \\
MRS = \frac{1}{240} \sum_{m=1}^{12} \sum_{r=1}^{4} \sum_{s=1}^{5} (P_{mrs} - P_{mr} - P_{rs} - P_{m..} + P_{m..} + P_{. r} + P_{. .} - P_{. .})^2
\]

M is the contribution of RCM simulations to the total variance, R the contribution of the reanalyses, and S of stochastic uncertainties. The other terms represent the interactions. For example, MR is the interaction effect between RCM simulations and reanalyses. All the possible combinations of RCM simulations, reanalyses, and members are available in our case, such as the estimation of each contribution can be directly calculated. The RCM simulations (a combination of an RCM and a GCM for boundary conditions) are considered as independent here. The mean contributions over France of each source of uncertainty to the total variance of relative precipitation change between 2030–2050 and 1961–1990 are given in Table 3.

RCM simulations are the largest source of uncertainties (up to 75%). As shown previously in Figure 9, reanalyses are a nonnegligible source of uncertainties (contribution between 5% and 10%). The part of variance associated with stochastic uncertainties only is, independently of the season, very small (around 0.5%). The second main contributor to the total variance is the full interaction term (MRS). The other interaction terms that include RCM simulations are close to 5%. The interaction terms associated with reanalyses and stochastic uncertainties are very small, close to 0.5%, as the stochastic term alone.

It can be concluded that the RCM simulation uncertainties, that include structural uncertainties from the RCMs, from GCMs through boundary forcing and from internal climate variability play the most important role in future downscaled precipitation change. Note that the estimation of stochastic and reanalyses uncertainties are expected to depend on the SD method and on the predictors. For example, a similar decomposition of variance for the C2 combination of predictors (SLP and TAS) leads to a smaller contribution of reanalyses (between 1% and 5%, not shown), presumably because there are fewer predictors in C2 and they are probably less uncertain than some predictors in C6 like TTI. Even with C6, the reanalyses are not a crucial source of uncertainty for future precipitation change.

6. Conclusion

In this study, a statistical downscaling methodology for precipitation over France based on the analog method has been presented. First, several combinations of predictors have been tested in the present climate with four reanalyses (NCEP, 20CR, ERAI, and MERRA). For most combinations of predictors, the SD method leads to a good reproduction of the climatology and interannual variability of precipitation on the training period. It is difficult to select a particular combination of predictors based on this evaluation, as the differences due to the choice of the reanalyses are often greater than the differences associated with the choice of predictors. The evaluation of the SD method and predictors on their ability to capture observed present-day trends has not led to strong conclusions. The observed trends in precipitation are indeed small and seldom significant, and a large spread in downscaled trends due to reanalyses exists. Still, it has been
possible to reject a predictor (LCL), because it led to too unrealistic trends, probably because of temporal inhomogeneities in reanalyses. As for most predictors, observations with a correct spatiotemporal coverage do not exist, one has to rely on reanalyses for predictors to build the SD method. When evaluating the SD method against observations as we did, it is in fact not only the SD method that is evaluated but a combination of the SD method and a given reanalysis. The substantial differences in downscaling results associated with reanalyses in that context suggests that the role of reanalyses should not be underestimated when evaluating the SD method.

The transferability to the future climate of the SD method has been assessed using a perfect model framework. In the perfect model framework, the downscaling method is developed with predictors and precipitation from a present-day RCM simulation. The RCM is then statistically downscaled, and downscaled future precipitation changes can be compared to precipitation changes simulated by the RCM. The downscaling method is able to reproduce the ensemble mean change in precipitation simulated by 12 RCMs from the ENSEMBLES project but only with a specific combination of predictors. This result gives a better confidence on the transferability of the downscaling method with these predictors to the future climate. The successful combination of predictors includes the sea level pressure, the temperature at 2 m, the moisture flux at 850 hPa, the TTI, and the specific humidity at 850 hPa. Tests have shown that the TTI and the specific humidity were important to correctly capture the simulated decrease in summer precipitation over France. It highlights the importance of changes in atmospheric moisture and stability in that context. Regarding TTI changes, there is a competition between the increase in moisture (leading to an increase in TTI) and the decrease in the vertical temperature gradient (leading to a decrease in TTI). The decrease in the vertical temperature gradient dominates, as the TTI decreases in all the RCMs studied, which is associated with a decrease in summer precipitation over France. Regarding changes in specific humidity, because of the Clausius-Clapeyron relation, the specific humidity at saturation strongly increases with temperature and so does the specific humidity, although to a lesser extent. As humidity may be a limiting factor of precipitation under some conditions, the increase in humidity somewhat mitigates the decrease in summer precipitation due to other factors.

The same RCMs have also been downscaled as for real case application, thanks to the observed statistical relationship between predictors and precipitation. The results of real case downscaling are very close to those of perfect model downscaling and very similar to directly simulated precipitation changes. This result highlights the realism of the relationship between predictors and precipitation in the RCMs, enhancing our confidence in RCM results and in the relevance of the perfect model framework to the real world.

Finally, the respective importance of different sources of uncertainties in future downscaled precipitation change has been studied with a decomposition of variance. Uncertainties from RCM simulations, i.e., uncertainties from RCMs, GCM boundary conditions, and from their respective internal variability are found to be the dominant source of uncertainties. The importance of reanalyses in that context is much smaller. Consequently, for an impact study, it does not seem crucial to develop several variants of the SD method based on different reanalyses for the calibration on the learning period and then downscale climate projections with all these variants to sample the uncertainties associated with the reanalyses.

From a more general perspective, our study illustrates some important methodological issues for SD. First, even if uncertainties in reanalyses are not crucial for future climate change, they are important in the context of the development and evaluation of SD methods in the present climate. In our case, the reanalyses do not necessarily simply agree on the best combination of predictors. The optimization of the SD method with a single reanalysis is therefore likely to be reanalysis dependent and might lack robustness.

Our results also illustrate the issues that exist in evaluating a statistical downscaling method intended to be applied in the climate change context using only present-day observations. The skill in the present climate is not necessarily a good indicator of the skill in the future climate. In our case, combinations of predictors leading to very similar and satisfactory results in terms of present-day climatology, interannual variability, and trends are associated with important differences in future precipitation changes. Our results show the interest of a perfect model framework with multiple models to better evaluate the transferability through time of a statistical downscaling method, even if the transferability to the future climate in the perfect model framework is not an absolute guarantee of the transferability in the real world.
Our results also suggest that one must remain cautious when trying to estimate the uncertainties associated with different downscaling methods. Different SD methods are often considered as equally realistic in the future climate simply because they lead to similarly good results in the present climate. Differences in future downscaled changes are consequently interpreted as uncertainties. We have seen that equally realistic methods with regard to present-day evaluation can lead to different results for future changes in the perfect model framework. To our opinion, for SD methods with equally good results in the present climate, those that do not show transferability to the future climate in the perfect model framework should be given much less weight or even discarded for impact studies. Using only the SD methods that demonstrate their ability in a perfect model framework in the climate change context would likely seriously reduce what is generally seen as uncertainties due to SD but are probably, to a large extent, errors. As a matter of fact, interestingly, our final SD method applied in real case configuration, i.e., with the SD relationship built with observations and reanalyses and tested for temporal transferability in the perfect model framework, leads in the end to results very similar to dynamical downscaling. It is possible only if the present-day links between predictors and downscaling used in the perfect model framework and in the real world (used in real case downscaling) are consistent. It highlights the robustness of downscaling results to the choice of the downscaling framework in this study.

The assessment of the downscaling method presented in this work has been focused on precipitation, because it is the most important variable for our future hydrological application. Our ultimate objective is indeed to study the impacts of climate change on the continental hydrological cycle in France using a physically based hydrometeorological model, based on statistically downscaled CMIP5 models. This will be the object of a future study.
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