Internal variability and model uncertainty components in future hydrometeorological projections: The Alpine Durance basin
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Abstract A multiplicative mult-model ensemble of hydrological simulations covering the 1860–2099 period has been produced for the Upper Durance River basin (French Alps). An original quasi-ergodic analysis of variance was applied to quantify uncertainties related to General Circulation Models (GCMs), Statistical Downscaling Models (SDMs) and the internal variability of each GCM/SDM simulation chain. For temperature, GCM uncertainty prevails and SDM uncertainty is nonnegligible. Significant warming and in turn significant changes are predicted for evaporation, snow cover and seasonality of discharges. For precipitation, GCM and SDM uncertainty components are of the same order. A high contribution of the large and small-scale components of internal variability is also obtained, inherited, respectively, from the GCMs and the different replicates of a given SDM. The same applies for annual discharge. The uncertainty in values that could be experienced for any given future period is therefore very high. For both discharge and precipitation, even the sign of future realizations is uncertain at a 90% confidence level. These findings have important implications. Similarly to GCM uncertainty, SDM uncertainty cannot be neglected. The same applies for both components of internal variability. Climate change impact studies based on a single SDM realization are likely to be no more relevant than those based on a single GCM run. They may lead to poor decisions for climate change adaptation.

1. Introduction

Long-term water resources management at local and regional scales must account for the high potential impact of global change on the hydrological cycle. Hydrological scenarios required for climate change impact studies are commonly obtained by simulation with Hydrological Models (HMs) from future meteorological scenarios. To allow for a relevant impact assessment, meteorological scenarios have to fulfill some constraints imposed by the strong nonlinearity and the high spatial and temporal variability of hydrological processes (e.g., strong dependence of temperature, radiative fluxes, precipitation, etc., on elevation and aspect in mountainous environments). Therefore, the meteorological scenarios have to be unbiased (e.g., with respect to space and seasonality) and to have high spatial and temporal resolution. Because such requirements are not fulfilled by General Circulation Model (GCM) outputs, meteorological scenarios are classically obtained with regional downscaling models. Regional Climate Models (RCMs) can be used to physically increase the resolution. However, they still often require a postprocessing step to remove remaining biases and reach the required resolution [Teutschbein and Seibert, 2012]. Statistical Downscaling Models (SDMs) are also frequently used for this. They generate meteorological scenarios using statistical relationships between local-scale meteorological variables and some large-scale atmospheric predictors [e.g., Maraun et al., 2010]. Because they are not computationally expensive, SDMs are commonly used to downscale a large number of climate model outputs. Future hydrological scenarios are classically obtained with a sequence of separate models (e.g., GCM/SDM/HM) used to cover from larger scales to smaller scales and hydrological impacts, for any greenhouse gas and aerosols emission scenario. As summarized by Dobler et al. [2012], very different sources of uncertainties are involved when such a simulation chain is applied. They include scenario uncertainty, model uncertainty, and uncertainty due to the internal variability of the simulation chains.

Scenario uncertainty is related to the poorly known future of greenhouse gas and aerosols emissions due to the highly uncertain trajectory of the future socioeconomic development of human societies. Model
uncertainty is due to the limitations of the model structure and parameterization used to represent geophysical processes. Different models usually simulate different responses to the same forcing data. This clearly concerns GCMs, SDMs, and HMs: GCMs exhibit different sensitivities to perturbations of atmospheric composition, SDMs present different local meteorological responses to large-scale atmospheric fields, and HMs produce different hydrological responses to local meteorological conditions. Additional uncertainty may also arise from interactions between the different models of the simulation chain [e.g., Yip et al., 2011]. These different model uncertainty sources will be referred to hereafter as “GCM uncertainty,” “SDM uncertainty,” “HM uncertainty,” and “Model interaction uncertainty.” Model uncertainty and scenario uncertainty are usually explored by multimodel experiments [e.g., Dequé, 2007; Chen et al., 2011] and by the comparison of projections resulting from several scenarios [IPCC, 2007].

The internal variability of simulation chains is expected to represent the natural variability of regional climate at decadal or multidecadal time scales. This variability has long been observed even in a stationary climate. In a nonstationary climate, this variability can remain high above the trend related to a given forcing (e.g., greenhouse gases and aerosols) [e.g., Hawkins and Sutton, 2011]. For a given simulation chain, a part of internal variability can be attributed to the chaotic variability of the climate at large scales. Mainly produced by the GCM itself, it can be estimated from the variability obtained from GCM experiments over a long time period for a stationary climate [Raisanen, 2001] or nonstationary climate [Hawkins and Sutton, 2009; B. Hingray and M. Saïd, 2014].

The local-scale component of internal variability corresponds in this case to the dispersion between these replicates. These different model uncertainty sources will be referred to hereafter as “GCM uncertainty,” “SDM uncertainty,” “HM uncertainty,” and “Model interaction uncertainty.” Model uncertainty and scenario uncertainty are usually explored by multimodel experiments [e.g., Dequé, 2007; Chen et al., 2011] and by the comparison of projections resulting from several scenarios [IPCC, 2007]. The local-scale internal variability corresponds in this case to the dispersion between these replicates.

Although simulation chains (GCM + SDM + HM) have been applied in numerous studies worldwide for projections over a large range of spatial scales, the different sources of uncertainties have not been equally investigated in recent literature. Table 1 summarizes some recent works on basins influenced by snowmelt. The uncertainties associated with emission scenarios and with GCMs (and RCMs when used) have been accounted for in a number of studies by multimodel analyses. However, GCM uncertainty and large-scale internal variability were generally not separated (except by Chen et al. [2011] or by Harding et al. [2012]). In contrast with GCMs, the uncertainties related to SDMs are usually ignored. In Table 1, only 6 studies out of 56 performed projections based on several SDMs although some recent studies suggest a large dispersion of projections due to the choice of downscaling method [Coulibaly, 2009; Teutschbein et al., 2011; Chen et al., 2011]. The uncertainty produced by errors of hydrological model is also rarely investigated.

For recent years, long time series are available for the large majority of GCM experiments. GCM experiments from the ENSEMBLES-Stream2 European research project cover for instance 240 years from the preindustrial period (1860–2000) to the end of the 21st century [Johns et al., 2011]. Therefore, long time series of regional hydrometeorological variables can be obtained for multiple model experiments with appropriate GCM/SDM/MH chains. These ensembles of experiments provide a major opportunity to significantly improve the estimation of internal variability and model uncertainty components.

The purpose of this paper is to estimate and compare the role of four sources of uncertainty for hydrometeorological projections in a mesoscale alpine catchment: GCM uncertainty, SDM uncertainty, and large and small-scale components of internal variability. The analysis is based on a multireplicate multimodel ensemble of climate experiments produced as part of RIWER2030 research project [Lafaysse, 2011; Hingray et al., 2013].

The study area and data set are described in section 2. Models and climate experiments are presented in section 3. Evaluations are carried out for each model of the simulation chain and then for the whole...
Table 1. Future Hydrological Projections in Regions Influenced by Snow

<table>
<thead>
<tr>
<th>Authors</th>
<th>GGES</th>
<th>GCM</th>
<th>RCM</th>
<th>SDM</th>
<th>HM</th>
<th>Basin/Region</th>
<th>Area (km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harding et al. [2012]</td>
<td>3</td>
<td>16</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Colorado (USA)</td>
<td>600,000</td>
</tr>
<tr>
<td>Immerzeel et al. [2012]</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Langtang (Nepal)</td>
<td>360</td>
</tr>
<tr>
<td>Das et al. [2011]</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Sierra Nevada (USA)</td>
<td>46,080</td>
</tr>
<tr>
<td>Chen et al. [2011]</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>Manicouagan (Quebec)</td>
<td>24,610</td>
</tr>
<tr>
<td>Teutschbein et al. [2011]</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>Vatolahmaa (Sweden)</td>
<td>293</td>
</tr>
<tr>
<td>Gollikos et al. [2011]</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>Spencer Creek (Ontario, Canada)</td>
<td>160</td>
</tr>
<tr>
<td>Senatore et al. [2011]</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>Crati (Calabria, Italy)</td>
<td>1332</td>
</tr>
<tr>
<td>Kerkhoven and Gan [2011]</td>
<td>4</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Athbasca et Fraser (Rocky M, Canada)</td>
<td>133,000–230,000</td>
</tr>
<tr>
<td>Kingston et al. [2011]</td>
<td>8</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Mekong (China)</td>
<td>795,000</td>
</tr>
<tr>
<td>Larson et al. [2011]</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Ste Marie (Montana, Canada)</td>
<td>544</td>
</tr>
<tr>
<td>MacDonald et al. [2011]</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Ste Marie (Montana, Canada)</td>
<td>544</td>
</tr>
<tr>
<td>Vicuna et al. [2011]</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Limari (Chile)</td>
<td>238–656</td>
</tr>
<tr>
<td>Jung and Chang [2011]</td>
<td>2</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Willamette (Oregon, USA)</td>
<td>62–29,700</td>
</tr>
<tr>
<td>Chang and Jung [2010]</td>
<td>2</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Willamette (Oregon, USA)</td>
<td>62–29,700</td>
</tr>
<tr>
<td>Veijalainen et al. [2010]</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>Vuoksi (Finland)</td>
<td>2430–61,000</td>
</tr>
<tr>
<td>Tisseuil et al. [2010]</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>51 basins, France</td>
<td>10–51,500</td>
</tr>
<tr>
<td>Driessen et al. [2010]</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Oourthe (Belgium)</td>
<td>16</td>
</tr>
<tr>
<td>Boyer et al. [2010]</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Five basins, Quebec</td>
<td>269–22,000</td>
</tr>
<tr>
<td>Liu et al. [2010]</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Tarim (China)</td>
<td>362,000</td>
</tr>
<tr>
<td>Weber et al. [2010]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Upper Danube and tributaries (Switzerland, Germany)</td>
<td>165–77,000</td>
</tr>
<tr>
<td>Cherkauer and Sinha [2010]</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Michigan Lake (USA)</td>
<td>500–2000</td>
</tr>
<tr>
<td>Magnusson et al. [2010]</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>Dischma et Inn (Valais, Switzerland)</td>
<td>43–1945</td>
</tr>
<tr>
<td>Bayoy et al. [2009]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Dischma et Inn (Valais, Switzerland)</td>
<td>43–1945</td>
</tr>
<tr>
<td>Samurs et al. [2009]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Hii (Japan)</td>
<td>920</td>
</tr>
<tr>
<td>Batters and Sennikovs [2009]</td>
<td>1</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>Four basins, Latvia</td>
<td>904–3220</td>
</tr>
<tr>
<td>Young et al. [2009]</td>
<td>1</td>
<td>14</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>Sierra Nevada, California</td>
<td>80,000</td>
</tr>
<tr>
<td>Hao et al. [2009]</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>All France</td>
<td>500–100,000</td>
</tr>
<tr>
<td>Huss et al. [2008]</td>
<td>2</td>
<td>3</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>Zinal (Valais, Switzerland)</td>
<td>7–18</td>
</tr>
<tr>
<td>Dankers and Feyen [2008]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>More than 200 basins in Europe</td>
<td>22,400</td>
</tr>
<tr>
<td>Arora et al. [2008]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Chenab (India)</td>
<td>22,400</td>
</tr>
<tr>
<td>Minville et al. [2008]</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Chute du Diable (Quebec)</td>
<td>9700</td>
</tr>
<tr>
<td>Li et al. [2008]</td>
<td>2</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Fleuve Jaune (China)</td>
<td>121,000</td>
</tr>
<tr>
<td>Moore et al. [2008]</td>
<td>1</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Mlaren Lake (Sweden)</td>
<td>8500</td>
</tr>
<tr>
<td>Wiely and Palmer [2008]</td>
<td>1</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Cedar and Toft (near Seattle, USA)</td>
<td>152</td>
</tr>
<tr>
<td>Stahl et al. [2008]</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Bridge (Britannic Columbia, Canada)</td>
<td>152</td>
</tr>
<tr>
<td>Raisanne [2008]</td>
<td>1</td>
<td>20</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Global-scale snow cover</td>
<td>loc.</td>
</tr>
<tr>
<td>Lopez-Moreno et al. [2008]</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>Izas (Pyrenees, Spain)</td>
<td>116,000</td>
</tr>
<tr>
<td>Maurer [2007]</td>
<td>2</td>
<td>11</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Four basins in California (USA)</td>
<td>4000–9350</td>
</tr>
<tr>
<td>Heiche et al. [2007]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Nahr Ibrahim (Lebanon)</td>
<td>341</td>
</tr>
<tr>
<td>Caballero et al. [2007]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Adour-Garonne (France)</td>
<td>2700</td>
</tr>
<tr>
<td>Baltas [2007]</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Trail Valley Creek (Arctic)</td>
<td>8300</td>
</tr>
<tr>
<td>Pahl et al. [2007]</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Aare, Broye, Orbe (Switzerland)</td>
<td>169</td>
</tr>
<tr>
<td>Hingray et al. [2007]</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Mauvoisin (Switzerland)</td>
<td>1260</td>
</tr>
<tr>
<td>Schaffi et al. [2007]</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Clackamas (Oregon, USA)</td>
<td>118</td>
</tr>
<tr>
<td>Graves and Chang [2007]</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Llanganuco (Peru)</td>
<td>86</td>
</tr>
<tr>
<td>Juen et al. [2007]</td>
<td>4</td>
<td>mean</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>11 basins, Switzerland</td>
<td>39–185</td>
</tr>
<tr>
<td>Horton et al. [2006]</td>
<td>2</td>
<td>3</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>Okanagan (Britannic Columbia, Canada)</td>
<td>8000</td>
</tr>
<tr>
<td>Merritt et al. [2006]</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Tana (Finland)</td>
<td>16,000</td>
</tr>
<tr>
<td>Daniels and Christensen [2005]</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Five basins, Switzerland</td>
<td>44–77</td>
</tr>
<tr>
<td>Singh and Bengtsson [2004, 2005]</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Satluj (India)</td>
<td>22,275</td>
</tr>
<tr>
<td>Dibike and Couliby [2005]</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>Chute du Diable (Quebec)</td>
<td>9700</td>
</tr>
<tr>
<td>Keller et al. [2005]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Sntis (Switzerland)</td>
<td>1500</td>
</tr>
<tr>
<td>Kunstmann et al. [2004]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Ammer (Germany)</td>
<td>710</td>
</tr>
<tr>
<td>Jasper et al. [2004]</td>
<td>4</td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>Thur and Ticino (Switzerland)</td>
<td>6 local sites in Finland</td>
</tr>
</tbody>
</table>

*Number of Greenhouse Gas Emissions Scenarios (GGES), General Circulation Models (GCMs), Regional Circulation Models (RCMs), Statistical Downscaling Models (SDMs), and Hydrological Models (HMs) used to assess the uncertainties. Multiscenarios or multimodels analyses in bold.*
components for the RIWER2030 ensemble of projections are quantified and discussed as a function of projection lead time in section 5. Section 6 presents our conclusions.

2. Study Area and Data Set

Projections were developed for the Upper Durance river basin, a 3580 km² basin located in the southern French Alps. Its outlet is at Serre-Ponçon lake, which is regulated by a large dam operated for hydropower production by Electricité de France (EDF). The river discharges are mostly natural upstream of the lake. Rainfall and snowfall spatial variability is usually high inside the catchment, due to the complex topography, the sensitivity to oceanic disturbances in the western part, and the influence of the Mediterranean Sea in the eastern and southern parts. With elevations ranging from 700 to 4100 m, the catchment produces highly seasonal flows: minimum and maximum discharges are observed in winter and spring, respectively, mainly due to snow accumulation and melt. Nevertheless, major floods can be observed in the fall due to thunderstorms producing large amounts of liquid precipitation.

Projections of the multireplicate multimodel ensemble are obtained from $N_S = 6$ multivariate SDMs forced by the outputs of $N_e = 11$ GCMs experiments [Lafaysse, 2011; Hingray et al., 2013]. GCM experiments come from $N_p = 5$ GCMs out of which in three cases, an ensemble of three runs is available. The GCMs, SDMs, and corresponding references are listed in Tables 2 and 3. For each GCM/SDM couple, an ensemble of $N_k = 100$ stochastic generations is available, resulting from the stochastic generation process associated with each SDM (see section 3.2). Each meteorological scenario covers the whole period 1860–2099 and was used as input to the physically based ISBA-Durance (Interaction Soil-Biosphere-Atmosphere) hydrological model developed for the Upper Durance River catchment [Lafaysse et al., 2011]. This gives a total of $N_S * N_e * N_k = 6600$ times series of 240 year multivariate meteorological and hydrological scenarios.

3. Models and Evaluations

The different models are presented and evaluated below. The evaluation was performed to test their ability to reproduce, over a reference period, a number of statistics for key climatic or hydrometeorological variables. The aim was to identify which models were suitable for the simulation of relevant future projections and if weights could be eventually assigned to each with respect to their relative skills.

3.1. General Circulation Models

3.1.1. GCM Climate Experiments

GCM experiments are outputs from the STREAM2 experiment of the ENSEMBLES European project [Johns et al., 2011]. GCMs were run for the 1860–2000 historical period with observed anthropogenic forcings only (greenhouse gases, aerosols and ozone concentrations, and land use fraction) and the 2000–2099 future period with the SRES-A1B emission scenario [Nakicenovic et al., 2001]. Solar and volcanic forcings were held constant. The variations in simulated time series therefore have only two possible causes: the anthropogenic forcings and the large-scale internal variability of GCMs. Internal variability is obtained in climate
experiments with constant greenhouse gases, aerosols, and ozone concentrations, constant solar and/or volcanic forcing, and when the GCM run is not nudged by observed sea surface temperatures. This configuration is roughly that of STREAM2 experiments for the 1860–1979 historical period, for which the evolution of anthropogenic forcings is sufficiently small to be considered not influential on the variations of a number of climatic variables. This assumption seems to be reasonable as the simulated atmospheric circulations (described for instance by the occurrence of a number of weather types) do not present statistically significant trends over these 120 years [Lafaysse, 2011] and thus appear to be independent of the anthropogenic forcings over this period.

### 3.1.2. GCMs Evaluation

GCMs are expected to simulate the main statistical properties of large-scale atmospheric conditions correctly over a long historical period. The evaluation can focus on the climatological mean state of some variables, their daily distribution, seasonal cycle, interannual variability, or long-term trends [Gleckler et al., 2008; Santer et al., 2008; Errasti et al., 2011; Brands et al., 2011]. In the context of a regional-scale impact study, evaluation criteria are usually chosen to test the ability of GCMs to reproduce large-scale variables suitable for downscaling. As the synoptic-scale atmospheric circulations are known to be the primary factor of local meteorological variability at middle latitudes, we tested GCM ability to reproduce the observed occurrence frequencies of a selection of weather types for a given reference period [e.g., Demuzere et al., 2009; Michelangeli et al., 2011].

We use four weather types for each season (December-January-February (DJF), March-April-May (MAM), June-July-August (JJA), September-October-November (SON)). They were identified with the frequencies of a selection of weather types for a given reference period [e.g., Michelangeli et al., 1995]. The winter weather-type composites are given in Figure 1. For other seasons, the same four weather patterns can be identified, with less intense gradients. The GCM daily sea level pressure anomaly fields are interpolated on the same grid and projected on the ERA-40 EOF, allowing us to assign a weather type to each simulation day (minimizing the Euclidian distance to each weather-type centroid in the EOF space).

For several GCMs, simulated frequencies obtained over the 1960–1979 reference period are significantly different from those observed for the same period. However, even if the GCM were perfect, observations and simulations are not expected to be equal due to internal variability. In the present case, the occurrence frequencies of each weather type were therefore also computed for all other 20 year subperiods of the 1860–1979 historical runs. Figure 2 illustrates that 1960–1979 observed frequencies are included in the range of simulated frequencies. This occurs here for nearly all seasons and weather types. The only significant error is an imbalance between the occurrences of summer weather types in the IPCM4 model. Differences identified between simulated frequencies and observations can therefore not be assigned to GCM errors. This also precludes the identification of better-performing or poorer-performing GCMs within our selection.

### 3.2. Statistical Downscaling Models

#### 3.2.1. SDMs Description

As summarized in Table 3, different versions of three multivariate SDMs are used in this work. They all are variants of the K-nearest neighbors (K-nn) resampling approach widely used for the generation of daily
Analogs of a state vector for the current generation day are searched for on the basis of similarity criteria in the historical database. The state vector used for this identification is based on daily atmospheric and/or surface weather variables, referred to as predictors. The needed surface variables observed for one of the K-nn are then used as a weather scenario for the generation of the simulation time step. In the following, predictors are estimated from the National Centers for Environmental Prediction (NCEP) atmospheric reanalysis [Kalnay et al., 1996], and predictands are surface variables from the Système d’Analyse Fournissant des Renseignements Atmosphériques à la Neige (SAFRAN) meteorological reanalysis [Durand et al., 2009], which provides temperature, precipitation amount and phase, relative humidity, wind speed, and shortwave and longwave radiation for 23 mountain regions in the French Alps for elevation bands with a resolution of 300 m and seven aspect classes, spanning the period from 1959 to 2006. In the K-nn approach, the only critical limitation for the generation of weather scenarios is the availability of observation data in the archive. The type and the time and space resolutions of surface meteorological variables available in the archive actually determine the type and the time and space resolutions of the generated weather scenarios. Weather scenarios generated in the present work therefore share the same characteristics as those of SAFRAN. The three SDMs were calibrated for the 1981–2005 period. In all cases, analog days are identified in the calibration period, with a search restricted to the days belonging to the same season as that of the target day (moving full window of 2 months). For the three SDMs, the identification of a weather scenario for a given day results from a stochastic process (e.g., random selection of an analog among the K-nn days). Different series of daily weather scenarios can therefore be generated. In the following, 100 series are generated for each SDM to represent the small-scale internal variability. These 100 replicates cover the 1959–2006 period, when the model is forced with NCEP, and the 1860–2099 period, when it is forced with GCM outputs.

In the ANALOG model [Hingray et al., 2013], the K-nn days are identified on the basis of large-scale fields of four meteorological variables: the geopotential heights for 1000 and 700 hPa for two dates (days D and D+1). The choice of spatial domain, variables, levels, and dates is the result of a detailed performance analysis [e.g., Bontron, 2004]. The Teweles and Wobus [1954] distance is used as a similarity criterion to measure the distance between days in terms of the spatial shapes of the fields. The ANALOG model is similar to the version used by EDF since the 1990s for operational probabilistic precipitation forecasts [Obled et al., 2002]. For the present application, the day used in the scenario is randomly selected from the 10 nearest neighbors.

In the three versions of DSCLIM, the analog day is also drawn randomly from the 10 nearest neighbors. The nearest neighbors are identified within the days belonging to the weather type of the target day [Boe et al., 2006]. In the historical version, 10 weather types defined from daily sea level pressure fields and daily precipitation patterns over France are used for each season (DJF, MAM, JJA, SON). In DSCLIM10, the similarity criterion used to identify the 10 nearest neighbors is the Euclidian distance and the predictors are four regional precipitation indices obtained for each day with regression laws from the distances between the day and the centroids of the 10 weather type clusters. In DSCLIM11, the state vector also includes the mean large-scale temperature of the day. In DSCLIM21, weather types and precipitation indices are defined from the geopotential at 850 hPa and the spatial covariance of 500 hPa geopotential fields is included in the predictors vector. These three model versions were selected from complementary analyses by Lafayse [2011].
In both versions of D2GEN, the K-nn are identified from daily indices of regional precipitation and temperature [Mezghani and Hingray, 2009]. These indices are generated by stochastic-independent processes from daily atmospheric synthetic predictors. For regional precipitation, two Generalized Linear Models are used: one to model occurrence probability of daily precipitation (a binomial distribution with the logistic link function), and the other to model the distribution function of precipitation amount in case of wet days (a gamma distribution with the log link function). For D2GEN10, the predictors are mean sea level pressure and zonal and meridian geostrophic wind speeds at 700 hPa. For D2GEN32, relative and specific humidity predictors at 700 hPa are included, respectively, in the occurrence and amount models. For both versions of the model, regional temperature is modeled from the daily air temperature at 700 hPa with a first-order autoregressive model. These predictors were chosen on the basis of earlier downscaling studies in the Swiss Alps [Brandsma and Buishand, 1997; Mezghani, 2009]. One analog day is resampled from the 10 nearest neighbors selected in the previous step. Regional precipitation and temperature indices are used to rescale the SAFRAN high-resolution precipitation and temperature data of this analog day.
In both ANALOG and DSCLIM, in order to follow the temperature increase induced by anthropogenic forcings independently of atmospheric circulation changes, the local temperatures resampled from the analog day are corrected according to the difference between the large-scale temperature of this day and that of the target day. For the three SDMs, daily adjustments of some SAFRAN variables are also carried out to account for the differences in temperature between the target day and the analog day. The phase of precipitation is reestimated: precipitation is assumed to be liquid if the simulated temperature is greater than 1°C and solid otherwise. Incoming longwave radiation is also reestimated according to temperature differences as proposed by Etchevers (2000).

3.2.2. SDMs Evaluation
An extensive evaluation of the six SDMs was done by Lafaysse [2011]. The performance of each SDM was first evaluated on its ability to reproduce, for all meteorological variables available in SAFRAN analyses, their main statistical properties (e.g., seasonality, mean spatial structure, statistical distribution) as well as auxiliary statistical features determinant for hydrology (e.g., precipitation intermittency, wet and dry period persistence). The ability of each SDM to reproduce the observed time variations of the variables ("chronological" evaluation) was also investigated. The analysis was done for variables aggregated over different time scales (e.g., daily, monthly, seasonal, annual values). A good "climatological" performance was obtained for all SDMs for all considered statistical properties. More contrasted characteristics were obtained for the "chronological" evaluation which is more severe. Here model performance is illustrated for the reproduction of winter and summer precipitation (respectively, 23% and 22% of the total annual precipitation).

For each simulated time series of winter (respectively summer) precipitation, we calculated over the 1959–2005 period and summer precipitation (respectively, 23% and 22% of the total annual precipitation).

For each simulated time series of winter (respectively summer) precipitation, we calculated over the 1959–2006 the correlation with the observed series ($R$) and the ratio between the corresponding simulated and observed standard deviations ($Q_{sdv}$). These two criteria evaluate, respectively, the ability of the model to reproduce the observed time variations and interannual variability of the seasonal variable. Taylor diagrams of Figure 3 present for each SDM the 100 sets ($R$, $Q_{sdv}$) corresponding to the 100 simulated time series. First, the results highlight the high variability of both scores from one replicate to the other. This interreplicate variability is induced by the day-to-day small-scale internal variability of the SDMs mentioned in section 1, for the same large-scale forcing. As highlighted by Figure 3, a large variety of meteorological time series is also obtained for aggregated variables (e.g., seasonal precipitation here). Note that a direct consequence is that a robust evaluation of the SDM performance cannot be based on a single generation. Despite slight differences (e.g., lower correlations for DSCLIM10 and DSCLIM11 in summer), the results are very similar for all six SDMs. Their ability to reproduce climatological statistics of winter and summer precipitation is satisfactory ($Q_{sdv}$ often close to 1, whatever the season). Note that unbiased results are a priori easy to obtain with statistical downscaling methods: this is the case for any simple bootstrap method using the data archive.

The chronological evaluation is more severe. For the present case, correlations are quite high in winter (from 0.7 to 0.9) but rather low in summer (from 0.2 to 0.6), resulting from a significantly lower explanatory power of SDMs in this season. These results are similar to those of other studies in the region. Large-scale atmospheric circulations used by the SDMs are known to be fairly good predictors of the synoptic-scale disturbances that prevail in winter. Conversely, summer precipitation is primarily due to local convective events, which are difficult to relate to large-scale fields.

In the present study, SDMs are applied for the generation of future scenarios. They have therefore also to present a good temporal transferability. The chronological evaluation carried out here gives a rough idea of it as different climate conditions are observed throughout the evaluation period (1959–2005). A more stringent evaluation should concern climatological temporal scales, where time variations are those of the decadal or multidecadal means of the surface variable as a result of significantly different climate conditions. This evaluation is however not possible due to the limited length of available observation data. Nevertheless, we tried to evaluate the temporal transferability by applying the models for a period (1959–1981) different from the learning period (1981–2005). Quite substantial biases appeared for some models and specific months (DSCLIM10, D2GEN10, D2GEN32) suggesting lower transferability for those models [Lafaysse, 2011]. Biases were however found to potentially result from time heterogeneities in predictors and predictands. These heterogeneities are well known in SAFRAN analyses [Vidal et al., 2010] and in NCEP (or ERA40) reanalyses [Sturaro, 2003; Sterl, 2004]. For instance, values of humidity variables in NCEP reanalyses are significantly higher for the 1959–1981 period than for the last few decades without physical explanation. This can partially explain a large overestimation of precipitation by D2GEN32 for 1959–1981.
Therefore, a clear discrimination between data heterogeneities and poor model transferability was not possible here. At this stage, we cannot exclude from our analysis the models suspected not to be transferable. However, our results suggest that the scientific validity of transferring such algorithms over time is not guaranteed. A better evaluation methodology should be investigated to address the challenge of data heterogeneities, with a selection of learning days picked through the entire period but based on the variability of predictors [e.g., Raje and Mujumdar, 2010]. Another possibility could be to use the simulations of a Regional Climate Model as pseudo-observations to calibrate and evaluate SDMs [e.g., Frias et al., 2006]. This method does not suffer from data heterogeneities and would allow us exploring a wider variety of climate contexts than those contained in the past few decades.

3.3. Hydrological Model

3.3.1. Model Description

The hydrological model for the Upper Durance river basin was developed and evaluated by Lafaysse et al. [2011] and is referred to as ISBA-Durance. SAFRAN meteorological analyses are used to force the ISBA physically based Soil-Snow-Vegetation-Atmosphere interaction scheme [Boone et al., 1999; Boone and Etchevers, 2001]. Energy and mass balances are computed for three snow layers and three soil layers in order to simulate snow accumulation, settling and melt, rainfall interception by vegetation, evaporation from bare soil, evapotranspiration, infiltration, liquid water freezing and melt, surface runoff, and soil drainage. This scheme is used operationally on an 8 km grid covering the entire French territory for hydrological forecasting and many other applications [Habets et al., 2008]. In our case, the scheme is applied to an irregular discretization based on 639 relatively homogeneous hydrological units defined by subbasin contours, elevation bands, aspect classes and the ice-covered or ice-free character. The scheme allows simulation of ice melt over glacier ablation areas. A groundwater module with two storage reservoirs was also implemented to simulate water retention by aquifers. Full details are given in Lafaysse et al. [2011].

3.3.2. Model Evaluation

As shown in Lafaysse et al. [2011], this model gives satisfactory results for the simulation of the seasonal and interannual variability of daily discharges, the timing and intensity of the spring snowmelt floods, the rising
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**Figure 3.** Taylor diagrams for the annual time series of seasonal basin precipitation (1959–2006). Correlation coefficient between simulated and observed time series and ratio between simulated and observed standard deviation. The colors correspond to the different SDMs, with 100 points per SDM (100 replicates per SDM). The two diagrams correspond to (a) winter (DJF) and (b) summer (JJA).
limb and recessions of autumn floods, and winter low flows. The model has been shown to be robust over a 46 year simulation period. The scores are stable when the model is transposed outside the period for which groundwater module calibrations were performed and it reasonably reproduces the observed negative trends of late spring flows when driven by SAFRAN analyses over the period 1959–2006. These results, the physical basis of the model and the successful transfer of the ISBA scheme to various climatic contexts in the world [e.g., Lejeune et al., 2007; Biancamaria et al., 2009; Boone et al., 2010], suggest that the model should provide reasonable hydrological scenarios when used in a modified climate context.

3.4. Complete Simulation Sequence

The different models of the whole simulation chain were evaluated independently in the previous section. In this section, we first evaluate the ability of the different SDM + HM chains to generate relevant hydrological scenarios. The hydrological evaluation is next presented for the whole GCM + SDM + HM chains.

Due to the nonlinearities already mentioned in section 1, forcing a hydrological model by SDM outputs requires consistency between all meteorological forcing variables (e.g., relevance of the simulated intervariable correlations). The resampling step in each SDM automatically ensures this consistency for at least each generation day, i.e., subdaily space-time patterns of all local meteorological variables are necessarily physically consistent as they correspond to an actual specific day in the observation period. Unrealistic time sequences over several consecutive days and/or weeks would be the only possible limitation of the generation process. One way to evaluate the space-time and intervariable consistency of meteorological series is to proceed with a hydrological evaluation [e.g., Bourqui et al., 2011]. Hydrological simulations obtained from the stochastic meteorological replicates are evaluated against a reference hydrological time series obtained by simulation from the meteorological observations. The observed discharge series is not used for the reference so as not to bias the evaluation through intrinsic errors introduced by the hydrological model. Results of this evaluation are presented in Figure 4 for two particular SDMs and six recent years. In spite of a high interreplicate variability, their median fits the daily variations of the reference discharge time series quite well. Their seasonal and interannual variations are particularly well reproduced. For instance, the simulation chain captures the significant differences between the 2001 and 2005 spring floods, which were a result of very different amounts of precipitation falling as snow. The Nash and Sutcliffe [1970] efficiency between generated and reference discharges ranges from 0.67 to 0.83 depending on the SDM and the evaluation period (1959–1981 or 1981–2005). For comparison, the Nash-Sutcliffe efficiency between reference and observed discharges is 0.85. Hydrological errors associated with SDMs are thus similar to those associated with the hydrological model, indicating good intervariable consistency of generated weather scenarios. Keeping in mind that the only variables used for these hydrological simulations are large-scale geopotential fields, these results are very satisfactory. A significant part of this success is of course due to the high seasonality of flows and to the important low-pass filter role of the catchment; however, the nonlinearities of hydrological processes can also reduce or amplify some errors in the meteorological scenarios. For instance, the precipitation bias of some SDMs for the 1959–1981 period is enhanced for discharges and the interannual variance is overestimated by some SDMs. One of the processes involved is the positive feedback loop induced by a precipitation increase, which enhances snow accumulation, reduces annual evaporation and therefore leads to a larger increase of discharges [Lafaysse, 2011].

The final step consists of forcing the SDMs by GCM outputs and generating hydrological scenarios for a reference period. The evaluation possibilities have the same limitations as in section 3.1.2. They should concern only climatological averages and account for the internal variability of the GCMs. With the whole simulation chain, no significant biases were found in the seasonal cycle of discharges (see Figure 7 for the 1980–1999 period).

4. Future Projections

As the performance of different GCMs was estimated to be fairly similar in previous evaluations, it is difficult to exclude or give higher confidence to future projections obtained with any specific GCM. This also applies to results obtained with SDM models. Different GCM/SDM combinations can however provide significantly different future projections. We first present changes in the 20 year interannual mean of different hydrometeorological variables obtained between 1980–1999 and 2080–2099 for all replicates (100) generated for all GCM/SDM simulation chains. For selected simulation chains, we also present the time evolution of these
changes over the whole 1860–2099 simulation period. The total uncertainty of changes and of the different components of uncertainty is estimated quantitatively as a function of lead time in section 5.

4.1. Distribution of Changes
The cumulative distribution functions (CDFs) of changes from 1980–1999 to 2080–2099 are presented in Figure 5 for mean annual temperature, mean annual precipitation and mean seasonal precipitation for winter and summer.

In terms of temperature, major warming is obtained at the annual-scale and simulated temperature changes appear to be rather consistent from one simulation chain to another. The inter-GCM dispersion is relatively high and the inter-SDM dispersion is nonnegligible. The small-scale internal variability corresponds to dispersion between the 100 replicates obtained for each chain. As shown by the spread of each CDF, it appears to be negligible. The same results are obtained for changes in seasonal temperature, even if larger increases are obtained for summer and fall and lower increases for winter (not shown). In general and regardless the season, the simulated warming for the 2080–2099 projection lead time is very high for all simulation chains.

Results are rather different for precipitation. Depending on the simulation chain considered, annual precipitation is projected to increase or decrease. The same applies for changes in seasonal precipitation. In winter, the sign of the change is also very uncertain. Depending on the simulation chain, the CDFs indicate that a precipitation increase is very likely (median change of CDF up to ~25%), very unlikely (median change up to ~50%) or as likely as a precipitation decrease. For the other seasons, the sign of the change corresponds more often to a precipitation decrease, but a large dispersion of CDFs is still obtained and some combinations again suggest a significant precipitation increase. The inter-GCM dispersion is high. This can be explained mainly by the large differences simulated in the evolution of atmospheric circulation. The highest precipitation decreases, for IPCM-3 in winter and for CNCM33-1 and DMIHE5C-3 in autumn, are for example linked to a clear decrease in the frequency of the south-westerly flows over France, a regime which is usually wet for this region [Lafaysse, 2011]. While GCMs are generally considered to be the most significant source of uncertainty, inter-SDM dispersion seems to be roughly as large. Simulated changes can be very different not only for different SDMs but even for different versions of a given SDM. This is the case for DSCLIM-10 and DSCLIM-11 (shift of about 20% of the CDF for all GCMs), based on different large-scale atmospheric predictors (dynamical predictors are used in DSCLIM-10 and dynamical + thermodynamical predictors in DSCLIM-11). The same applies to D2GEN-10 and D2GEN-32. The strong predicted increase of
winter precipitation in D2GEN32 is linked to the predicted increase of specific humidity in all GCMs, a predictor ignored in other SDMs. Small-scale internal variability appears lower than inter-GCM or inter-SDM dispersion but is not negligible.

Future hydrological projections were simulated by the ISBA-Durance hydrological model from previous meteorological scenarios. As a result of the predicted temperature increase, the snow-rain transition elevation increases, leading in turn to a decrease in the portion of snowfall in the total basin precipitation (not

Figure 5. Cumulative distribution functions (CDFs) of mean changes in annual temperature (°C) and mean changes in annual, winter (djf), and summer (jja) precipitation (%) between 2080–2099 and 1980–1999, for all GCMs (different colors) and SDMs (different plots). CDFs correspond to the 100 replicates generated with each GCM/SDM modeling chain.
Important changes are thus expected for snowpack-related hydrological variables. Figure 6 (right, middle right) presents the CDFs of simulated changes between 2080–2099 and 1980–1999 in snow cover duration (SCD) for medium and high elevations. The simulated decrease ranges from $-30\%$ to $-80\%$ at 1650 m. The amount of change is largely dependent on the rate of warming from the GCM/SDM chain. At 2550 m, the simulated decreases range from $-10\%$ to $-50\%$. At this elevation, due to the higher sensitivity of changes in snowpack to changes in precipitation, the influence of SDM is higher than at midelevations and large differences are obtained between DSCLIM10 and DSCLIM11 or between D2GEN10 and D2GEN32, consistent with the conclusions for precipitation. Globally, despite the high dispersion of projected precipitation, the predicted snow cover decrease is consistent between simulation chains as a consequence of the small dispersion between chains for temperature increase. Small-scale internal variability is very low, in line with results obtained for temperature. Inter-GCM and inter-SDM dispersion seems to be of the same order, consistent with results obtained for precipitation and temperature. Note also that the predicted snow cover decrease is relatively homogeneous for different elevations and aspects as illustrated in Figure 9 for one specific simulation chain. Snowpack characteristics simulated at the end of the 21st century correspond to those simulated at the end of the 20th century for elevations 400–800 m lower, depending on the simulation chain.

The predicted increase in annual evaporation is important for all simulation chains (Figure 6, middle left). Dispersions obtained between chains mainly reflect those for temperature warming, as a result especially of the strong dependence of the annual evaporation on the snow cover extent (evaporation is much more efficient on snow-free surfaces). Small-scale internal variability is again very low.

As annual discharges result from both annual precipitation and evaporation, most chains simulate a large decrease for this variable (Figure 6, left). The dispersion between projections is consistently larger than that predicted for precipitation or evaporation only (changes in discharges range from $-45\%$ to $+20\%$ with a higher increase for the particular IPCM4-3/D2GEN32 combination). Inter-SDM and inter-GCM dispersions are again of the same order and small-scale internal variability is again rather large. A more consistent signal between models is obtained for other hydrological variables. For instance, the seasonality of river flows would be strongly reduced by the decrease in snow cover extent and duration. The spring snowmelt flood is expected to be less intense and to occur earlier in the season regardless the simulation chain, even if the different changes in precipitation can modulate the magnitude of these changes (Figure 7). The evolution of autumn discharges, mostly determined by direct rainfall-runoff processes, is rather different from one chain to the other.

The dispersion among meteorological and hydrological projected changes provide insight on the uncertainty sources and on their relative contribution to total uncertainty. From previous graphs, we could for instance discuss the inter-GCM and the inter-SDM dispersions as well as the small-scale internal variability obtained for each GCM/SDM chain. However, these graphs may be misleading due to large-scale internal variability of each simulation chain. Let us temporarily neglect the small-scale internal variability component of the projections. Let us thus only consider, for each simulation chain, the multireplicate median projection of the chain (the 50th percentile of each CDF in the graphs). For a given chain, this median projection is actually the combined result of: (1) the mean response of the chain to the climate change scenario under consideration and (2) the large-scale internal variability of the chain results. The effect of large-scale internal variability can be estimated by the dispersion between the different projections that would be obtained from different runs of the GCM of this chain. In the present case, the effect of large-scale internal variability seems to be large for changes in precipitation and discharge as highlighted by the large differences obtained for the three GCM runs of DMIEH5C or MPIEH5C or IPCM4.

4.2. Time Evolution of Estimated Changes

Another possibility to evaluate the importance of large-scale internal variability is to plot for the studied variable the time evolution of its 20 year interannual mean over the 1860–2099 simulation period. These time evolution plots are presented in Figure 8 for annual temperature, annual, winter and summer precipitation, for all replicates of a given GCM/SDM chain (Figure 8c) and the multireplicate median of different chains with the same GCM (Figure 8b) or with the same SDM (Figure 8a). The graphs first reveal the large dependence of decadal variations in all variables on the internal variability of atmospheric circulation regimes (see for instance the temporal covariations of precipitation in Figure 8b, where the different SDMs are driven by one particular GCM) and the chaotic noise in Figure 8a, where one particular SDM is driven by all GCMs). They also
show that large-scale internal variability highly depends on the variable. For temperature, it appears to be very low, at least when compared to the predicted warming for the future century. Similar results are obtained for snow cover variables and annual evaporation, highly influenced by temperatures (not shown). For precipitation, large-scale internal variability is conversely very large, i.e., at least as large as estimated changes. The same applies for annual discharge. Large-scale internal variability can also depend on the season, being for instance much larger for winter than for summer precipitation.
5. Uncertainty Contributions Analysis

The different uncertainty sources in the projections reported here were highlighted in the previous section. Their relative contributions to total uncertainty in projections are explored in the present section. The quantification of total uncertainty also allows computing confidence intervals of estimated changes. These analyses are done as a function of projection lead time, from 2000 to 2099. The quantification of total

Figure 7. Mean seasonal cycle of simulated river flows for two periods (1980–1999 and 2080–2099); each curve is the multireplicate median cycle obtained from the 100 replicates generated for a particular GCM/SDM chain. (a) Cycles obtained with DSCLIM-10 forced, respectively, by the 11 GCMs. (b) Cycles obtained with the six SDMs forced by run 1 of DMIEH5C.
uncertainty and of the different uncertainty components is carried out using the Quasi-Ergodic ANOVA framework presented by B. Hingray and M. Saïd (submitted manuscript, 2014) and summarized in Appendix A. It was applied in the present work to assess the different components of model uncertainty and internal variability for the different change variables discussed in section 4 (change in 20 year interannual mean temperature, precipitation, evaporation, discharge, snow cover duration). The total variance $T(t)$ of the change variable for a given future projection lead time $t$ is given by the sum of the following variance components:

$$T(t) = G(t) + S(t) + E(t) + LSIV(t) + SSIV(t)$$

where $G(t)$, $S(t)$, $E(t)$, $LSIV(t)$, and $SSIV(t)$ correspond, respectively, to the GCM uncertainty, SDM uncertainty, residual uncertainty, and large and small-scale internal variability. The residual term is attributable to GCM/SDM interaction effects. The magnitude and total uncertainty of one given change variable are characterized by the multichain mean of its climate change response (see Appendix A) at $t$ and its total variance.

Figure 8. Evolution of the 20 year running mean of simulated annual temperature (°C), annual, winter (djf), and summer (jja) precipitation (mm) over the period 1860–2099 for a selection of scenarios. In the top (a) and middle (b) plots, each time trajectory is that of the multireplicate median value obtained for each 20 year period from the 100 replicates simulated for a particular GCM/SDM chain. (a) Median trajectory of DSCLIM-10 forced by all GCMs. (b) Median scenario of all SDMs forced by run 1 of DMIEH5C. (c) Median, 5th and 95th percentiles of the 100 replicates of DMIEH5C-1/DSCLIM-10 modeling chain. The years indicated on the time axis are the midpoints of the corresponding averaging future period.
5.1. Model Uncertainty and Internal Variability Components

The left plots of Figures 10 and 11 present for different variables the mean climate change response $\mu(t)$ and the limits of the interval $\mu(t) \pm 1.645 \sqrt{T(t)}$. The size of each colored zone is a function of the fraction of total uncertainty explained by each uncertainty component.

For all considered variables, total uncertainty increases with lead time. The main contribution for this increase is that of model uncertainty, because both components of internal variability are constant or roughly constant over the whole period. The right plots of Figures 10 and 11 present the relative contributions of the different model uncertainty and internal variability components to the total uncertainty variance. These relative contributions vary significantly for different projection lead times and variables. For the first three decades, the combined contribution of small-scale and large-scale internal variability is clearly predominant for all variables. It then decreases with lead time as model uncertainty increases. For temperature and snow cover duration, it drops sharply to less than 10% at the end of the century, becoming negligible compared to model uncertainty. For evaporation, it also decreases rapidly down to roughly 20% in 2090. For annual precipitation and annual discharge, it is still roughly 50% of total uncertainty in 2090. For summer precipitation, this contribution is smaller (40%) but for winter, it is even greater than 65% (these seasonal differences are consistent with the differences in the variability of 1860–2099 trajectories already presented for both variables in Figure 8).

For all variables, large-scale internal variability is greater than small-scale internal variability (excepted for summer precipitation). For temperature, the contribution of small-scale internal variability to total internal variability (and in turn to total uncertainty) is even negligible regardless the time horizon. For all other variables (excepted for snow cover duration at 1550 m), it is significant: for annual precipitation, discharge and evaporation, small-scale internal variability represents about 30% of total internal variability and more than 10–20% of total uncertainty at the end of the century. An interesting result is obtained for seasonal precipitation, for which the contribution of small-scale internal variability to total internal variability is roughly 20% for winter while exceeding 50% for summer. This results from the much lower predictive power of large-scale predictors obtained for summer as discussed in section 3.2.2 and shown in Figure 3.

As already mentioned, the contribution of model uncertainty to total uncertainty increases over the whole simulation period for all variables. The contribution of the GCM/SDM interaction term is significant but of second order compared to the contributions of GCM and SDM uncertainty. For temperature, snow cover duration, and evaporation, GCM uncertainty is the main contribution after 2050. The contribution of the SDM is however significant. It is up to 20% in 2090 and often equivalent to that of GCM for the middle of the century. For annual and seasonal precipitation, especially in summer, the contribution of SDM is higher than that of GCM. For annual discharge, the contribution of SDM uncertainty is even higher, resulting from the opposite effects of the respective SDMs on temperature and precipitation leading to an amplification of their effects on discharge (e.g., D2GEN32 leads to one of the smallest warming results, but to the wettest future scenarios regardless the driving GCM).
Figure 10. (left) Multichain mean climate change signal \( \mu(t) \) and total uncertainty in RIWER2030 projections for (a) 20 year mean annual temperature, (b) annual, (c) winter, and (d) summer precipitation as a function of prediction lead time (reference period: 1980–1999). The total colored area covered by all uncertainty components corresponds to \( \mu(t) \pm 1.645 \sqrt{T(t)} \) where \( T(t) \) is the total uncertainty variance. For each model uncertainty and internal variability component, the vertical extent of the corresponding area is proportional to the fraction of total uncertainty explained by the component. This fraction is obtained from the ratio (standard deviation of uncertainty component)/(standard deviation of total uncertainty). (right) Fraction of total uncertainty variance explained by each uncertainty component. Dark blue: GCM uncertainty, green: SDM uncertainty, cyan: residual/GCM-SDM interaction (R/MI), red: large-scale internal variability (LSIV), yellow: small-scale internal variability (SSIV).
Figure 11. The same as Figure 10 for projections of changes in (a) evaporation, (b) mean annual discharge, and Snow Cover Duration for two elevation ranges ((c)1500–1800 m and (d) 2400–2700 m). See Figure 10 for caption details.
5.2. Confidence Intervals
In the left plots of Figures 10 and 11, the total area corresponds to the 90% confidence interval of the change variables, assuming the latter have a normal distribution. The lower (respectively upper) limit of this interval therefore corresponds to the value which has a 95% chance of not being exceeded. A significant nonzero change at a 90% confidence level is obtained when the zero value is outside this confidence interval. This is quickly the case for temperature, evaporation and snow cover duration after 2020–2030 because total uncertainty is low compared to the mean predicted change. For snow cover duration at the low elevation range, both the mean decrease and the total uncertainty are roughly twice than for the high elevation range. Conversely, the zero value of change is within the confidence interval for annual and seasonal precipitation and annual discharges. Except from winter precipitation, a different conclusion would be obtained if only the model uncertainty (i.e., blue and green areas) were considered: Although the sign of the mean expected effect of climate change is consistent between models, the internal variability adds a sufficiently large noise to compensate this effect. Therefore, and mainly as a consequence of internal variability, no assertion can be done on the sign of the future changes of mean interannual precipitation and discharges. This does not exclude that the 21st century climate will possibly exhibit significant changes relatively to the observed recent precipitation and discharge variability, but these changes are not predictable. In other words, the large internal variability associated to precipitation and discharge will be able to temporarily either aggravate, moderate or even reverse the long-term impact of climate change on these variables.

6. Discussion and Conclusions
6.1. Methodology and Interpretation of Results
The multireplicate multimodel ensemble of hydrometeorological projections obtained for the 1860–2099 period allows for the estimation of several sources of uncertainties: those related to model errors (GCM, SDM, GCM/SDM interaction) and those related to the internal variability of climate (large and small scale).

For a given projection lead time, estimating the total uncertainty of projections and the contribution of the different uncertainty components from the sample of projections may be misleading when the number of projection replicates is low and internal variability high. A robust quantification has been carried out in the present work using the Quasi-Ergodic ANOVA framework presented by B. Hingray and M. Said (submitted manuscript, 2014), based on the quasi-ergodic assumption for transient climate simulations. In our results, the contribution of the different uncertainty components to total uncertainty is highly dependent on the variable and on projection lead time. For temperature, GCM uncertainty prevails and, as opposed to internal variability, SDM uncertainty is nonnegligible. Significant warming and in turn significant nonzero changes are expected for evaporation, snow cover, and seasonality of discharges. For precipitation, GCM and SDM uncertainty components are of the same order. A high contribution of the large and small-scale components of internal variability is also obtained, inherited, respectively, from the GCMs and the different replicates of a given SDM. The same applies for annual discharge. The uncertainty in values that could be experienced for any given future period is therefore very high. For both discharge and precipitation, even the sign of future realizations is uncertain at a 90% level, under the A1B emission scenario. These finding have important implications.

1. Consistent with other recent studies [e.g., Chen et al., 2011], SDMs have been found to produce a significant contribution to model uncertainty. Large dispersion may come from different SDM structures but also from different sets of predictors of the same SDM. Impact studies based on a single SDM, or on a single set of predictors for a given SDM, are likely to be of little value.

2. Depending on the studied variable, the contribution of internal variability to total uncertainty can be also very large. In the present case, the large internal variability associated to precipitation and discharge will be able to temporarily but significantly either aggravate, moderate or even reverse the long-term impact of global warming. Neglecting internal variability in impact studies is therefore expected to lead to erroneous estimates of possible climate changes.

3. The small-scale component of internal variability, as simulated for instance by SDMs, has hardly ever been accounted for in impact studies. However, impact studies based on a single SDM realization (or small ensembles) are likely to be no more relevant than those based on a single run of available GCMs (or small
ensembles). When they are intended to provide information for climate change adaptation, they may lead to poor decisions. In the present case, significant nonzero changes were obtained for variables mainly driven by temperature warming (snow cover decrease and discharge seasonality). Such modifications are obviously of interest for adaptation issues. However, results also suggest that a relevant adaptation strategy should consider the possibility to adapt to internal variability of precipitation.

While our conclusions apply to the Upper Durance river basin, the dispersion associated with the different uncertainty sources studied is however likely to be encountered in other contexts and areas. As a significant large-scale warming is expected for most midlatitude regions, the robust decrease of snow cover and the associated modifications of evaporation and discharge seasonality are also expected in other high elevation basins of the Alps [e.g., Jasper et al., 2004; Bavay et al., 2009] or in other parts of the world [e.g., Maurer (2007), Sierra Nevada, California]. In low elevation regions, where snow events are rare, the river discharge modifications will be driven more directly by precipitation and soil moisture changes. For snow-free meso-scale catchments, the high internal variability of precipitation could prevail for all hydrological variables. However, for larger basins, we would expect a lower variability for precipitation changes and therefore a possibly more significant response in future projections. Large uncertainties may however still remain at these scales.

6.2. Accounting for Other Uncertainty Sources
The influence of additional uncertainty sources on the total uncertainty should obviously be investigated, especially those associated with greenhouse gas emission scenarios and with the choice of hydrological model. From recent works in Canadian basins with areas from 160 km² [Grillakis et al., 2011] to 24,600 km² [Chen et al., 2011], hydrological uncertainties seem, however, to be much lower than the other uncertainties. Another potentially important uncertainty source is related to the postprocessing procedure applied to remove the biases of GCM large-scale fields before applying SDMs [Ehret et al., 2012].

The possibility of partitioning the different uncertainty sources remains of course a challenging issue when multiple sources of uncertainty are considered. The QE-ANOVA framework applied here could also be easily extended to hydrological projections from multiple hydrological models. It could also be used to estimate emission scenario uncertainty (B. Hingray and M. Said, submitted manuscript, 2014).

6.3. The Potential to Narrow Uncertainty
Another critical question is the potential to narrow uncertainty. It will of course never be possible to remove uncertainties related to large and small-scale natural variability because they are intrinsic to the Earth system [Hawkins and Sutton, 2009, 2011]. Conversely, model uncertainties can be reduced by a better understanding of geophysical processes and resulting improvements of numerical models. In the present study, for instance, the high contribution of SDM uncertainty for temperature change actually reflects the influence of the different large-scale temperature predictors retained for the SDMs. The importance of this issue has been underestimated in the development of these SDMs. As all SDMs perform much better for temperature than for the precipitation, the main model development efforts have been focused on precipitation. More stringent tests need to be carried out for temperature in future SDM development work. They will likely narrow SDM uncertainty for this variable and for hydrological variables in snow-dominated catchments.

The total uncertainty is also expected to be reduced if only the “best” models are taken into account. However, appropriate evaluation methodologies will be required for a relevant selection of the “best” models. The selection could for instance be carried out on the basis of their robustness in temporal transposition. A number of other criteria could be critical, making this selection rather uncertain.

Appendix A
The Quasi-Ergodic ANOVA framework is based on the quasi-ergodic assumptions for climate simulation in transient climate. Ergodicity applies to a dynamic system for which any sequence of events will pass through all the values accessible to the system, provided the duration of this sequence is sufficiently long [Moulin-Ollagnier, 1985]. Under the ergodic assumption, the statistics are expected to be invariant whether calculated over the ensemble of events for a given time or over time for a given sequence of events.
For any projection lead time, the climate response of a given simulation chain is classically defined as the ensemble mean of all possible replicates of the chain. The Quasi-Ergodic ANOVA (QE-ANOVA) framework considers that if the climate response of a particular simulation chain varies over the period, this variation should be gradual and smooth, the higher frequency variations of the time series being due to internal variability alone. It assumes also that the internal variability remains constant over the period for temperature or that it varies as a linear function of the mean effect of the simulation chain for the other variables, for which relative instead of absolute changes are studied. These assumptions correspond to the quasi-ergodic assumption for climate simulation in a transient climate.

In this context, partitioning model uncertainty and internal variability components for any projection lead time then simply consists in extracting the noise-free signal from the time series of each simulation chain. The noise-free signal defines the climate change response of the chain and its possible evolution with time.

The climate change responses of all chains from the multimodel ensemble of projections can then be used to estimate the components of model uncertainty associated with the different models of the chains, i.e., uncertainty associated with GCMs and SDMs. It is additionally possible to estimate the uncertainty associated to the GCM-dependent deviations of each SDM. In the present case, these deviations combine the effects of systematic interaction between GCMs and SDMs plus the effects of random residuals (B. Hingray and M. Said, submitted manuscript, 2014). This component is here therefore referred to as the residual/model interaction component of model uncertainty.

The noise around the climate change response of each chain defines the internal variability of the chain. In the QE-ANOVA framework, all runs and replicates available from the ensemble of projections can be accounted for, even when the number of runs and replicates is not the same for the different chains. In the present case, a large number of members is available for each chain (100 * k where k is the number of GCM runs available for the chain). Simulations additionally cover a period as long as 240 years. This large data set allows partitioning of both large and small-scale components of internal variability. The estimation of the climate change response and the internal variability of the chain is in this case expected to be relatively robust even if internal variability is significant compared to the interchain dispersion of the climate change responses.
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