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1  Introduction

Ensemble approaches for climate projections have become 
ubiquitous. Because of large model-to-model variations 
and, generally, lack of rationale for the choice of a particu-
lar climate model against others, it is widely accepted that 
future climate change and its impacts should not be esti-
mated based on a single climate model (Wilby et al. 2004). 
If it is somewhat obvious that an ensemble of models 
should provide more information than a single one, it is not 
clear how to use that information optimally in practice.

Most studies to date, as well as the Intergovernmen-
tal Panel on Climate Change (IPCC) reports (e.g. Meehl 
et al. 2007), generally use the multi-model ensemble mean 
(MMEM) as the best estimate of climate change signals 
(Tebaldi and Knutti 2007). Yet, the rationale for the use of 
the MMEM in this context is not as clear as it may first 
seem (Knutti et al. 2010).

The MMEM approach lies, at least implicitly, on the 
idea that errors from different models are independent 
and tend to cancel-out (Tebaldi and Knutti 2007). In that 
context, the MMEM is supposed to converge to the truth 
as more models are added (the so-called “truth-centred” or 
“truth+error” paradigm). This view seems partially sup-
ported by the fact that in climate-related fields where veri-
fication is possible (e.g. seasonal prediction), the MMEM 
has been shown to generally outperform each (or at least 
most of) individual models (Hagedorn et al. 2005). Moreo-
ver, when looking at present-day observable features of the 
climate system (e.g. simulation of climatological features 
in the historical period), the MMEM tends to have a lower 
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provide equally credible projections. As this hypothesis is 
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realistic projections by giving more weight to more real-
istic models according to a relevant metric, if such a met-
ric exists. This alternative approach however raises many 
methodological issues. In this study, a methodological 
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It is intended to provide some useful elements of answer 
to these methodological issues. The basic idea is to take 
a random climate model and treat it as if it were the truth 
(or “synthetic observations”). Then, all the other members 
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metric. This posterior estimate can be compared to the syn-
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the approach. This general framework is applied to future 
summer temperature change in France. A process-based 
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root mean square error (RMSE) than the vast majority of 
individual models (Lambert and Boer 2001; Gleckler et al. 
2008). However, as put by Annan and Hargreaves (2011), 
the fact that, in average, the MMEM outperforms individ-
ual models can be explained by simple arithmetic: indepen-
dently of the reference, the mean of the squared errors of 
individual members is necessarily greater than the squared 
error of the MMEM. Moreover, as pointed by Sanderson 
and Knutti (2012), models are generally tuned towards par-
ticular observations, which could tend to favor a truth-cen-
tred behavior on the instrumental period (Yokohata et  al. 
2012). None of these points implies that the truth-centred 
paradigm applies to future climate projections, or that the 
MMEM necessarily provides the best estimate of future cli-
mate changes. Maybe not surprisingly, multimodel ensem-
bles often do not have the statistical properties one would 
expect if the “truth+error” paradigm were true (e.g. Jun 
et al. 2008).

As there is no reason to expect that the MMEM always 
provides the best estimate of climate change signals, non-
uniform model weighting could be useful. Even in the 
present climate context, when the tuning process may 
favor the “truth+error” behavior (Sanderson and Knutti 
2012), weighted averages have been shown to outperform 
the MMEM (e.g. Weigel et  al. 2008). Even if the pool of 
available observations is the same for all modeling cent-
ers, their tuning strategy may differ (e.g. focus on the basic 
mean state versus long-term trends versus major modes of 
variability like the El-Nino-Southern-Oscillation; focus on 
specific regions versus global perspective). Moreover, large 
portions of code may be shared by different models, even 
from different groups. As a result, models are not neces-
sarily perfectly randomly distributed about the truth even 
during the historical period.

Note that another paradigm has been proposed as an 
alternative to the truth+error one (Annan and Hargreaves 
2010). The so-called “statistically indistinguishable ensem-
ble” paradigm, more commonly used in the context of 
weather forecasting or seasonal prediction (e.g. Toth et al. 
2003) stipulates that truth and models are simply drawn 
from the same distribution. As said in the previously men-
tioned paper, the truth is then not expected to be at, or 
even close to, the MMEM. The idea of non-uniform model 
weighting is theoretically compatible with this paradigm 
(Annan and Hargreaves 2010).

As noted by Sanderson and Knutti (2012), the 
truth+error and statistically indistinguishable ensemble 
paradigms may both be relevant to characterize multi-
model ensembles of climate simulations. The tuning to 
a common target may favor a truth+error behavior in the 
present climate, while regarding future simulations, as tun-
ing to present-day observations does not necessarily impact 

the future climate change signal, the indistinguishable para-
digm may be more suitable.

If it is clear that moving away from the idea that all cli-
mate models are always equally credible, to favor some 
specific models considered as more realistic, may be use-
ful, in practice major difficulties arise (Knutti et al. 2010). 
The main one probably lies in the assessment of the rela-
tive credibility of future climate projections from different 
models. Which metric(s) should be used to decide which 
models can be selected and which models can be rejected 
in a given context? By metric, it is meant here a quantity 
calculated in past or present-day climate simulations, and 
therefore that can be, at least theoretically, estimated with 
observations (in a loose sense), and that is expected to 
be informative on the capacity of the models to correctly 
simulate a given aspect of future climate change. If the 
metric from a given model is closer to observations, then 
the future projection by this model is supposed to be more 
realistic.

A high level of subjectivity exists in the choice of a 
metric. The most basic metrics are probably based on pre-
sent-day climatologies. Such metrics have often been used 
(Giorgi and Mearns 2002; Tebaldi et  al. 2005) probably 
based implicitly on the idea that a better simulation of pre-
sent-day climatologies should be associated with more real-
istic simulated future changes. However, there is often little 
objective evidence that a good representation of present-day 
climatological conditions is sufficient (or even necessary) 
to capture correctly the climate response to anthropogenic 
forcing. A different approach lies in the use of process-
based metrics, metrics that are strongly physically and sta-
tistically associated with the future changes of the variable 
of interest. If one finds a physical process responsible for a 
large part of the spread in the response of climate models to 
anthropogenic forcing that can be evaluated in the context 
of present-day climate variability as in Hall and Qu (2006) 
or Boé and Terray (2008), it may be possible to derive a 
potentially useful process-based metric (Collins et al. 2012). 
Once one has identified a potentially useful metric, a statis-
tical method to combine the results of different models tak-
ing into account the information on the (supposed) realism 
of the models given by the metric has to be chosen.

Metric-based approaches to combine multiple models 
results therefore raise many important questions. How to 
assess correctly the respective interest of different poten-
tial metrics? What is the best statistical method to combine 
multiple models results based on a given metric? How to 
be sure in the end that the metric-based estimate of future 
climate change is not in fact less realistic than the MMEM? 
Unfortunately, it is not possible to answer those questions 
in the climate change context without observing future cli-
mate change, which is not very satisfying nor useful. In 
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this paper, we describe a methodological approach based 
on a perfect model framework that could provide some 
interesting and useful elements of answer to all the ques-
tions previously mentioned. The basic idea is to take a 
random climate model in the ensemble and treat it as if it 
were the truth (we will call data from this model, in both 
past and future climate “synthetic observations”) as done 
by Räisänen and Palmer (2001) in a somewhat different 
context, or Knutti et al. (2008), Räisänen et al. (2010) and 
Räisänen and Ylhäisi (2012). Then, the other members 
from the multi-model ensemble are used to derive thanks 
to a metric-based approach a posterior estimate of the cli-
mate change signal, based on the synthetic observations of 
the metrics. Finally, it is possible to compare the posterior 
estimate with the synthetic observation of future climate 
change to assess the overall interest of the approach. One 
cannot consider that the conclusions obtained thanks to this 
perfect model approach necessarily apply to real world, but 
as shown in this paper, this framework provides very useful 
insights.

The main objective of this paper is to describe and apply 
the perfect model framework to test different methodologi-
cal issues associated with non-uniform model weighting 
and similar metric-based approaches. Is it really possible 
to outperform the MMEM? Are some statistical approaches 
better than others in that context? What is the impact of 
observational errors or internal variability? What is the 
impact of the ensemble size? The methodology presented 
here is general, but will be applied to the specific case of 
summer temperature change over France, for which previ-
ous work has suggested a potentially useful metric (Boé 
and Terray 2014).

Data and the general methodology followed in this study 
are described in Sect.  2. The different statistical methods 

used to combine projections from multiple climate mod-
els are described in Sect. 3. A first evaluation of the differ-
ent methods within the perfect model framework is given 
in Sect. 4. The impact of model similarity on the previous 
results is assessed in Sect. 5 while the impact of observa-
tional errors are assessed in Sect. 6. In Sect 7, it is tested 
whether a simple climatological metric can provide use-
ful results. The performance of metric-based methods in 
extreme configurations whereby all models underestimate 
or overestimate the truth is tested in Sect.  8. Finally, the 
importance of internal variability in the context of metric-
based methods is tested in Sect.  9. Our conclusions are 
given and discussed in Sect. 10.

2 � Data and general methodology

In this paper, climate simulations from 22 global climate 
models from the CMIP5 (Coupled Model Intercompari-
son Project Phase 5) archive are analyzed (Table  1). The 
historical simulations and the projections based on the 
RCP8.5 scenario (Meinshausen et  al. 2011) are used. For 
some models and simulations, several members are avail-
able in the CMIP5 archive. Except where stated otherwise, 
analyses are done using one single member for each model 
(the first available member for all the variables studied). 
Throughout the paper, the present-day variability is charac-
terized using the 1961–2000 period. Future changes corre-
spond to differences between the means of 2080–2099 and 
1961–1990 periods.

The potential interest of a process-based metric (met) 
to constrain the projection of summer temperature change 
over France is investigated in this study. This metric, 
described in Boé and Terray (2014) is associated with 

Table 1   Climate models used 
in the study

Models in the reduced ensemble 
(RE) are in bold. The name of 
the modelling group is given in 
the first column 

Group Model Model Model

BCC bcc-csm1-1

CCCma CanESM2

CNRM-CERFACS CNRM-CM5

CSIRO-QCCCE CSIRO-Mk3-6-0

INM inmcm4

IPSL IPSL-CM5A-LR IPSL-CM5A-MR

LASG-CESS FGOALS-g2

MIROC MIROC5 MIROC-ESM

MOHC HadGEM2-CC HadGEM2-ES

MRI MRI-CGCM3

NASA-GISS GISS-E2-R

NCAR CCSM4

NCC NorESM1-M

NOAA-GFDL GFDL-CM3 GFDL-ESM2G GFDL-ESM2M

NSF-DOE-NCAR CESM1-BGC CESM1-CAM5 CESM1-WACCM
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cloud-temperature interactions. It has been shown to play 
an important role in the uncertainties of future summer 
temperature change over Europe. Note that those results 
have been obtained using the ENSEMBLES regional cli-
mate models (RCMs; Déqué et  al. 2012). The following 
analyses will show whether the interest of these metrics 
is not dependent of the modelling framework and whether 
they are also useful for the CMIP5 ensemble.

The metric met is the present-day interannual correla-
tion between summer temperature and cloud cover. A large 
inter-model spread in met in ENSEMBLES RCMs has 
been found. Models with a strong anti-correlation in the 
present climate simulate larger decreases in cloud cover 
over France in the future climate and larger surface temper-
ature changes. It suggests a similar behavior of cloud feed-
back in summer over France in the context of present-day 
interannual variability and future climate change.

All the quantities analysed in this paper (e.g. met, 
change in summer temperature) are scalar quantities. Tem-
perature and cloud cover have been first averaged over 
France (longitude between −5

◦ and 8
◦, latitude between 

42
◦ and 51

◦ and land area fraction greater than 70 %). In 
ensemble mean, a warming of 6.3  K is simulated over 
France in summer, with an intermodel standard deviation of 
2 K. More information on climate change in France as sim-
ulated by CMIP5 models can be found in Terray and Boé 
(2013). The intermodel correlation between met and future 
summer temperature change in France is −0.73. Note that 
the metric may not simply be a measure of local amplifica-
tion, as its anti-correlation with global temperature change 
is also large (−0.65).

In this paper, a perfect model framework is followed 
to assess the interest of metric-based approaches to con-
strain multi-model projections. The question we try to 
answer is the following: given an ensemble of models 
providing both historical and future climate simulations, 
are we able to predict the response of a different model 
in the future climate when only its historical simulation 
is known? In practice, one model of the grand ensemble 
is selected to provide synthetic observations. The values 
of the metric in the present climate, and the future sum-
mer temperature change simulated by this model are con-
sidered as the observed truth (synthetic observations). 
The results of all the other models of the ensemble are 
then combined, based on the different methods described 
in the next section, including metric-based methods, in 
order to compute a posterior estimate of France summer 
temperature change. Finally, the accuracy of this predic-
tion is evaluated by comparing the posterior estimate to 
the “truth”, the synthetic observation of future summer 
temperature change over France. By considering each of 
the 22 models successively as the truth, 22 test cases can 
be built, corresponding to ensemble sizes of 21 models. 

Skill scores, as the mean absolute bias and the correlation 
between predicted values and the truths can be computed 
on those 22 cases.

The impact of the ensemble size N on most results in 
this paper is tested. In that case, each of the 22 models is 
successively chosen to provide synthetic observations as 
previously, then N models are randomly selected among 
the 21 remaining models (there are 21!

N !(21−N)!
 possible dif-

ferent ensembles with an ensemble size of N). In practice, 
300,000 configurations (consisting in 1 model for synthetic 
observations and N models for prediction) are randomly 
built for each value of N, to reduce the computing time 
when N is small. The number 300,000 has been found to be 
largely sufficient to ensure that the results are robust.

3 � Methods to combine multiple models results

The problem that we are interested in is the following: 
given an ensemble of models that perform more or less 
well regarding a present-day characteristic of the climate, 
that is supposed to be indicative of the realism of the mod-
els in the future climate, how to combine their results to 
obtain the best possible posterior estimate of future climate 
change? In this paper, a few simple approaches, described 
in this section, are used.

Let’s pi the value projected by the model i (e.g. in this 
paper, future summer temperature change averaged over 
France in 2080–2099 compared to the 1961–1990 period), 
mi the value of met in the climate model i computed on the 
1961–2000 period, M the true value of met (i.e. the value of 
met in the model that provides the synthetic observations).

Let’s P the posterior estimate of future climate change, 
based on the combination of multiple models results. 
Finally, di is the distance defined a the standardized abso-
lute difference between the value of met in the model i and 
the “true” value (synthetic observation). N is the total num-
ber of models in the predictive ensemble (inferior or equal 
to 21 throughout the paper).

3.1 � Multi‑model ensemble mean and random approaches

For the multi-model ensemble mean (MMEM), the poste-
rior estimate is classically calculated as follows:

In the random approach (RANDOM),

where i is one model randomly chosen among the N models 
of the ensemble. It emulates the situation where only one 

(1)P =
1

N

N∑

i=1

pi

(2)P = pi
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model is used to make a projection, without prior knowl-
edge on the realism of this particular model.

Those are the two baseline approaches used in the paper, 
that have often been used in the literature, and against 
which the metric-based methods are tested.

3.2 � Weighted average

In the weighted average framework (WAVG), the posterior 
estimate is defined as:

The weights Wi(di) associated with the metric met in the 
model i are function of the distance di between the value of 
the metric in the model i and the truth.

Many approaches can be used to define the weight 
Wi(di) (e.g. bayesian model averaging with Bayes fac-
tor, Expectation-maximization algorithm, Min and Hense 
2006) Simpler approaches, based on pre-defined weight 
functions are also commonly used (e.g. Lenderink 2010). 
Here, a parametric function is chosen for the weights to 
explore different behaviors.

As shown in Fig. 1, the parameter α can be varied in order 
to obtain different shapes. For α = 0, all the models have 
the same weight (i.e. it is equivalent to MMEM). The larger 
α is, the faster the weights decrease with the distance to 
the observed metric and for small values of α, the weights 
decrease almost linearly with the distance.

(3)P =
1

∑N
i=1

Wi(di)

N∑

i=1

Wi(di) · pi

(4)Wi = e
(−α·di)

For different values of α, for N = 21, the WAVG 
approach is applied in our perfect model framework (Fig. 
1). WAVG based on met leads to improvements compared 
to MMEM (i.e. α = 0) for all the values of α greater than 
0 tested here. The mean absolute error first decreases with 
increasing α and then very slightly increases. The minimum 
error is obtained for α ≈ 3.5. In our application, much 
more weight has to be given to the models the closest to the 
metrics.

3.3 � The subset approach

A straightforward approach to combine multiple model 
results is simply to select the models that appear as espe-
cially realistic with regard to the metric involved, or to 
exclude the models that appear as especially unrealistic, 
and then to compute the ensemble mean for the selected 
models. This approach is named SUBSET in the following:

with m ≤ N, and pj corresponding to the j–ith model when 
the models are sorted in increasing order according to their 
distance to the true value of the metric.

This approach requires to select a priori a subset of m 
models, which is generally quite arbitrary except when 
models are clearly clustered in two groups around particu-
lar value of the metrics. The perfect model framework is 
interesting here as it allows the impact of the choice of m to 
be tested, and its optimal value for a given application to be 
defined for a subsequent real-world application.

(5)P =
1

m

m≤N∑

j=1

pj

Fig. 1   a Weights as a function 
of the standardized distance 
for different values of the α 
parameter. See Sect. 3.2 for 
details. The value of α tested are 
[0,0.1,0.5,1,1.25,1.5,1.75,2,2.5
,3,3.5,4,4.5,5]. The dashed line 
corresponds to α = 3.5. b Mean 
absolute error obtained with 
WAVG in the perfect model 
framework as a function of the 
α coefficient for N = 21 (22 
cases)
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Figure  2 shows the mean absolute error obtained with 
SUBSET, as a function of the size m of the selected subset. 
Note that the case m = 21 corresponds to the MMEM. In 
this test, N = 21 which corresponds to 22 possible cases, and 
the results are somewhat noisy. The results obtained with the 
subset approach are always better than MMEM. Even when 
only one model is chosen (the closest one relatively to the 
metric met), SUBSET leads to smaller errors than MMEM. It 
means that when an objective criterion based on an informa-
tive metric is used, even a single model could outperform the 
MMEM. The reduction of the absolute error compared to 
RANDOM which also uses a single model is major.

The best results are obtained for m = 4. Clearly in our 
case, it is better to keep only a few high rank models rather 
than to exclude a few low rank ones. This value of m is 
chosen for the subsequent analyses.

3.4 � Regression

In the regression approach (REG), the linear regression equa-
tion between the future changes in the variable of interest and 
the present-day values of the metric is computed for the mod-
els, and then used to estimate future climate change based on 
the observed value of the metric (e.g. Boé et al. 2009; Brace-
girdle and Stephenson 2012; Stegehuis et al. 2013).

The REG approach consists in solving the linear regres-
sion equation pi = a · mi + b + ǫ to obtain a and b. Then 
the posterior estimate is computed as P = a · M + b.

3.5 � The “close enough” approaches

In the SUBSET approach, the m closest models are always 
selected whether only a single model or 20 models are in 
fact really close to the synthetic observation. This approach 
might not be necessarily optimal.

What is called here the “close enough” (CE) approach tries 
to overcome this difficulty. It consists in selecting only the 
models that are judged as sufficiently close to the true value 
of the metric. If no such model exists, then the value given 
by MMEM is used as posterior estimate (based on the idea 
that in that case, there is no reason to give more weight to 
particular models and all models can be seen as equivalent). 
The choice to use the MMEM when no close-enough mod-
els are found is somewhat arbitrary. The other metric-based 
approaches described in this section could also be used in 
that context to exploit the relationship between the metric and 
temperature change, even if no model close to the truth can be 
found in the ensemble. The REG approach is therefore also 
tested in that context (see the CE+REG approach bellow).

A criterion must be chosen to define what a close-
enough model is. Even with a real perfect model, the simu-
lated value of a metric would not be expected to be iden-
tical to the observed one. The observed value of a metric 
may indeed suffer from potential observational errors or 
uncertainties and its estimation is impacted by internal var-
iability. In our perfect model framework, the definition of 
the acceptability of a model is based on a measure of inter-
nal variability. For real case applications, an estimation of 
the observational error could also be used.

Therefore for CE,

for the subset ng of models that satisfy the conditions:

If such models are found, the ensemble average on this sub-
set of models is taken. If no model satisfies these condi-
tions, then the MMEM is used.

σ(met) is an estimate of the impact of internal variabil-
ity on met. Because of the limited length of observational 
records, even for real world application, models generally 
would have to be used. For each of the models with more 
than five members on the historical period, we computed 
the single-model inter-member standard deviation of met 
and then we took the multi-model average.

The factor β controls here what is judged as “close 
enough”. A large β will lead to the selection of many mod-
els, but not necessarily sufficiently similar to the observa-
tions. Conversely, a small β makes it particularly difficult to 
find close enough models. Empirical tests have been made 
to choose the value of β (Fig. 3). There is no clear optimal 
value of β, as the results are somewhat noisy, but it is clear 
that β should not be too large nor too small (Fig. 3b). We 
chose a value of 0.6 because it is close to the optimum and 
it leads to the selection of a small number of models ng, 
compared to larger values of β (less than four in average, 

(6)P =
1

ng

ng≤N∑

i=1

pi

(7)|mi − M| ≤ β · σ(met)
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Fig. 2   Mean absolute error obtained for the SUBSET approach as a 
function of the number of models in the subset. Note that N = 21 cor-
responds to the MMEM. The results of the RANDOM approach in 
which a model is randomly chosen is also shown
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Fig. 3a). This value of β is therefore expected to be more 
adapted to small ensemble sizes.

Finally, a variant of the CE approach named CE-REG is 
introduced. CE-REG is similar to the CE approach except 
that when no close enough model is found, the value esti-
mated thanks to the REG approach is used rather than the 
MMEM. The rationale here is that even if no close enough 
model exists, the REG approach somewhat allows to approx-
imate virtually such a model by exploiting the statistical 

relationship between the metric and the climate change 
signal.

4 � Evaluation of the different methods and influence 
of the ensemble size

The skill of the different methods to combine multiple 
model results described in the previous section is now 

Fig. 3   a Mean number of 
“close enough” models found 
for different values of the β 
parameter. See Sect. 3.5 for 
details. b Mean absolute error 
obtained with CE in the perfect 
model framework as a function 
of the β coefficient for N = 21 
(22 cases)
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Fig. 4   Skill scores for the 
different methods to combine 
multiple model results assessed 
within the perfect model frame-
work for different ensemble 
sizes, based on all the models 
given in Table 1. a Mean abso-
lute error, b correlation between 
predicted values and truths, c 
percentage of cases for which 
the error obtained with the met-
ric-based approach is smaller 
than the error obtained with 
MMEM. The dotted red line 
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for which the errors obtained 
with the CE approach and 
MMEM are identical i.e. the 
percentage of cases for which 
no close enough model is found. 
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in Table 1. The same color code 
is used in the six panels and is 
given in (a), (b) and (d)
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assessed in the perfect model framework described in 
Sect.  2, for different ensemble sizes N (Fig.  4a–c). Three 
skill scores are used: the mean absolute error (MAE) com-
puted on the different test cases, the correlation between 
the posterior estimates and the true values (synthetic obser-
vations), and the percentage of cases for which the absolute 
error is smaller than the one obtained with MMEM.

First, the MAE for the different approaches and differ-
ent sample sizes are compared. Not surprisingly, MMEM 
clearly outperforms RANDOM, with a reduction of 0.7 
K of the MAE. Clearly, as widely acknowledged, it is 
not sound to use the results of a single model rather than 
MMEM, without a strong rationale. Interestingly, the MAE 
associated with MMEM is not very sensitive to the ensem-
ble size (for N > 4). From N = 4 to N = 21, the absolute 
error just decreases by 0.1 K. Therefore, regarding the 
MAE and for our particular application, large ensemble 
sizes are not particularly useful when only the ensemble 
mean is considered.

All the metric-based methods lead to a substantial 
decrease in the MAE compared to MMEM, for all sam-
ple sizes (expect SUBSET for N = 4 which is equivalent 
by construction to MMEM). All the metric-based methods 
(except SUBSET) for the smallest ensemble size (N = 4) 
even slightly outperforms MMEM for the full ensemble. 
Generally, the added value of those methods compared to 
MMEM becomes increasingly clear as the ensemble size 
increases.

For the largest ensemble size (N = 21), the approaches 
leading to the smaller errors are SUBSET and CE+REG, 
for which the reduction of MAE compared to MMEM is 0.7 
K. The gap in performance between the best metric-based 
approaches here and MMEM is therefore as large as the gap 
between MMEM and RANDOM, which clearly shows the 
potential interest of using metrics to constrain future cli-
mate change projections. The relative performances of the 
different metric-based methods vary with the ensemble size. 
SUBSET comparatively do not perform very well for small 
sample sizes. This approach is based on the selection of four 
models (the closest to the synthetic observations in terms of 
metric), and the selected models may be in fact far from the 
observed metric for small sample sizes. The CE approach, 
also based on the selection of a subset of models, better 
performs for small sample sizes than SUBSET because the 
selected models are necessarily close to the observation by 
construction. WAVG and REG better exploit the informa-
tion from all the models in the ensemble, which probably 
explains why they also perform better than SUBSET with 
small sample sizes. Note that the skill of the different met-
ric-based methods is not much different overall.

There are two different aspects to what is often sim-
ply called “improving multi-model climate projections”: 
reducing the error in the posterior estimate or reducing the 

uncertainty range associated with the posterior estimate. 
The reduction in the mean absolute error with the metric-
based approaches in the perfect model framework indi-
cates improvements related to both aspects. In fact, some 
approaches described in this paper do not provide a natural 
“confidence interval” associated with a given posterior esti-
mate (only MMEM, WAVG and REG can readily provide 
such an uncertainty range). The perfect model framework 
described in this study could be useful for real world-appli-
cation to derive an “empirical” estimate of the uncertainty 
range associated with a given posterior estimate, e.g. the 
MAE or more classically the standard deviation of the 
error.

The analysis of the correlations between posterior esti-
mates and synthetic observations of temperature change 
leads to very similar conclusions (Fig. 4b). Correlations as 
high as 0.75 are obtained for the best methods (here again 
CE+REG and SUBSET for large N). Note that the correla-
tions obtained for MMEM are not really meaningful. Nor-
mally, a value of 0 would be expected, but in the perfect 
model approach, the value of P given by MMEM and the 
truth Pt are not independent, and even perfectly anti-corre-
lated when N = 21: the larger the value of Pt is, the smaller 
is P estimated with MMEM, as it is computed on all the 
other models in the ensemble.

Figure 4c shows how frequently the different approaches 
outperform MMEM. RANDOM outperforms MMEM in 
roughly 35 % of the test cases, quite independently of N. 
For N = 21, CE outperforms MMEM roughly 60 % of the 
cases and gives the same results as MMEM by construction 
5 % of the cases. Even with N = 21, a close enough model 
cannot always be found, which suggests that this approach 
can benefit from larger ensembles.

All the other metric-based methods, quite independently 
of the sample size, roughly outperform MMEM in 60 % of 
the cases. Given the large differences in skill noted previ-
ously for MAE between MMEM and metric-based meth-
ods, such limited differences are at first somewhat sur-
prising. In fact, when the “truth” is close to the ensemble 
mean, which happens quite often given the distribution of 
projected summer temperature change in France, MMEM 
is naturally difficult to outperform. But when there are 
improvements compared to MMEM, they are often sub-
stantial and lead to large differences in MAE (see Sect. 8).

It is clear that the skill of the different methods (except 
SUBSET) generally becomes less and less impacted by the 
addition of models in the ensemble, but this effect is more 
or less pronounced depending on the method. For exam-
ple visual inspection suggests that no additional model 
beyond 21 will allow the MAE to be reduced significantly 
for the REG approach while it seems that the performance 
of SUBSET could continue to improve as more models are 
added.
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The analyses of this section demonstrate that metric-
based methods can potentially lead to major improvements 
in multi-model climate projections. There are in general as 
large differences between these methods and MMEM than 
between MMEM and the use of a single random climate 
model. CE+REG is generally the best approach, indepen-
dently of the sample size.

5 � Impact of models similarity

The 22 models used for the previous analyses are not nec-
essarily independent. In fact, some of them are very similar. 
For example, IPSL-CM5A-LR and IPSL-CM5A-MR just 
differ by the resolution, and therefore it is not expected that 
these two models lead to very different climate projections 
(except if some processes or parametrizations are crucially 
resolution-dependent).

If it is clear that model similarity may have an impact on 
the results described in the previous section, it is not nec-
essarily easy to anticipate which one. For example, model 
similarity may make it too easy to find a “close enough” 
model in the ensemble in the perfect model framework. It 
may also impact negatively the REG approach, as in that 
case the errors associated with the regression equation 
may not be independent. Model similarity is also likely to 
impact the results obtained with MMEM and RANDOM in 
the perfect model framework. In any case, model similarity 
makes the results obtained in the perfect model framework 
less relevant to the real world and is therefore not desirable 
in our perfect model framework.

To test the impact of models similarity on the previous 
results, a subset of models is selected. As models from the 
same modelling group generally have more in common 
(Masson and Knutti 2011), only one model by modelling 
group has been selected. We acknowledge that while this 
procedure has the advantage to be simple, it is also some-
what arbitrary, as some models from different groups may 
eventually have similarities as important as two mod-
els from the same group (e.g. they may share the same 
ocean model). It is therefore highly unlikely that even in 
our reduced ensemble the models are totally independent. 
Methods using a measure of model similarity based on their 
results could also have been used (as in Knutti et al. 2013 
or Caldwell et al. 2014) to reduce the ensemble. However, 
as these approaches require the definition of a relevant met-
ric of similarity, they would also involve a certain level of 
subjectivity. Note that some NSF-DOE-NCAR models are 
in fact very similar to CCSM4 from NCAR (some of them 
only differ by the stratosphere or the inclusion of a biogeo-
chemistry component). We choose to use CESM1-CAM5 
for that group (and CCSM4 for NCAR), as the atmospheric 
models are substantially different: CAM5 for the former 

versus CAM4 for the latter, with substantial differences 
between the two versions of CAM (Meehl et al. 2013).

The subset of models chosen is given in Table  1. This 
subset is called the reduced ensemble (RE). The same anal-
yses as in the previous section are now done with the RE 
subset. The maximum sample size is now 14 as 15 models 
have been selected.

A degradation of the skill of MMEM and RANDOM 
are noted in RE compared to the full ensemble (compare 
Fig.  4d to Fig.  4a). It may be due to the fact that using 
similar models in the predictive ensemble and as synthetic 
observation may artificially lead to smaller errors.

Concerning the metric-based methods, in general 
(except for SUBSET) no degradation of skill is found. In 
fact, results for the maximum ensemble sizes (N = 14 for 
RE and N = 21 for the full ensemble) are often even bet-
ter or at least similar for RE despite the large difference in 
ensemble sizes. This is probably simply explained by the 
fact that if a model B is very similar to a model A, add-
ing the model B to an ensemble that already includes the 
model A does not provide additional information. For a 
given sample size, results are better when the different 
models are less similar and therefore in RE. The relative 
performances of the different metric-based methods dif-
fer between RE and the full ensemble. For example, REG 
better performs in RE. It might be explained by the issue 
of error dependency in regression analysis associated with 
model similarity mentioned previously. Higher correlations 
and more frequent improvements compared to MMEM are 
also generally noted for the reduced ensemble compared to 
the full ensemble.

The results described in this section are consistent with 
the idea that in the context of multi-model climate projec-
tions, what matters ultimately is not the overall size of the 
ensemble but the effective number of independent models 
(Annan and Hargreaves 2011). The relevance of the perfect 
model approach followed in this paper to the real world lies 
on the hypothesis that any random climate model can be 
considered as truth. This hypothesis is necessarily less jus-
tified when the similarities among models are large. There-
fore, it is expected that the results obtained with the RE 
subset give a better indication of the relative performance 
of the different methods in real world application and of the 
potential improvements associated with metric-based meth-
ods compared to the ensemble mean.

6 � Impact of observational errors

The results described in Sects. 4 and 5 are encouraging for 
metric-based methods as they suggest these methods can 
lead to major improvements in the realism of multi-model 
projections. However, these results are obtained implicitly 



J. Boé, L. Terray

1 3

assuming no error in observations and therefore that the 
metric can be estimated with perfect accuracy. Obviously, 
it is seldom the case for real world applications. It is all the 
more true since in the context of metric-based methods, the 
term observation is often used in a loose sense: reanalyses 
data are not observations stricto sensu but they can be used 
when no better estimate is available. It is therefore impor-
tant to assess to what extent the results of metric-based 
methods are sensitive to errors in observations, which is 
possible in the perfect model approach. To do so, an artifi-
cial error is added to the synthetic observation of the metric 
before applying the metric-based methods. The observa-
tional errors are expressed as a percentage of the ensem-
ble mean of met (−0.60), and added to the true value of 
the metric. Errors between 25  % and +25  % are tested 
(which corresponds to ±0.15).

The results of the analysis are summarized in Fig. 5. The 
differences in sensitivity to observational errors between 
the different methods in terms of MAE are important. For 
relative errors roughly greater than 15 %, the CE approach 
is outperformed by MMEM, but the REG approach still 
outperforms MMEM for errors close to 25  %. Moreover 
the correlations between the posterior estimates and the 
synthetic observations for REG are very similar indepen-
dently of the error, while it is not the case for CE. Note that 
some methods have been somewhat tuned (WAVG, SUB-
SET, CE, see Sect.  3) assuming no error in observations. 
It is possible that the tuning is not optimal in presence of 
observational errors and could be improved (for example 
the definition of “close enough” models might be relaxed 
when large errors are expected in observations), but it is not 
our objective to test this hypothesis here.

It is not surprising that metric-based methods are sensi-
tive to observational errors, and that one must be careful 
about these issues. In our application even in presence of 
moderate errors, metric-based methods remain interest-
ing but it may not be always the case. The perfect model 
approach is very useful before real-world applications in 
that context. If one can quantify the potential error-range 
in the observational estimates of the metrics, one can use 
an analysis such as the one described in this section in a 
perfect model framework to decide whether or not using a 
metric-based method remains interesting, and eventually to 
choose the most skillful statistical method in presence of 
such errors.

7 � Basic climatological metric

In this paper, a process-based metric with significant sta-
tistical links with the change in the variable of interest, and 
which can be understood in terms of physical processes, 
have been tested. Finding such a metric is not necessarily 

possible for all applications and in any case it requires 
some additional work (Boé and Terray 2014). One can 
therefore wonder whether using such process-based met-
rics is really useful. In fact, simpler metrics have often been 
used in practice (Giorgi and Mearns 2002). It is for exam-
ple sometimes assumed that the realism of the reproduc-
tion of climatological means in the present-day climate is 
somewhat informative about the realism of future climate 
projections. In this section, it is tested whether climato-
logical temperature over France is a useful metric of future 
temperature change and how it compares with the process-
based metrics previously introduced. Note that summer 
climatological temperature is weakly correlated to future 
summer temperature change in France (0.46, p < 0.05).

For the subset of models RE (see Table  1), we apply 
the different methods described in Sect.  3, using the 
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Fig. 5   Skill scores obtained for the subset of models RE described 
in Table 1 and N = 14 for different values of errors added to the syn-
thetic observation of the metric. a Mean Absolute Error, b correlation 
between predicted values and truths
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climatological temperature over France as a metric and 
using the same parameters as given in Sect. 3 (Fig. 6).

Climatological temperature as a metric is outperformed 
by met in virtually all configurations (Fig.  6), which was 
hoped for. Real improvements with climatological tempera-
ture as a metric compared to MMEM are only seen for the 
CE and CE+REG methods. Note that close-enough models 
are seldom found (Fig. 6c), but it is sufficient to lead to a 
rather large reduction of error compared to MMEM.

Using climatological temperature as a metric does lead 
to improvements compared to MMEM in some configu-
rations when the ensemble size is not too small, but they 
are smaller that what is obtained with met and much more 
method-dependent. This result is highly specific to our 
particular study and cannot be generalized. However, it 
suggests that one has to be cautious when using metric-
based methods. Strong rationale should support the use of 
a particular metric to obtain potential large reductions of 
errors. Without the demonstration of a strong link between 
a metric and the future climate change signal of interest, 
and/or, better, similar analyses as the ones described in this 
study in a perfect model framework, it is not necessarily 
useful, or even, potentially harmful, to use metric-based 
methods.

8 � Extreme cases

When analyzing a multi-model ensemble of climate pro-
jections, it is generally hoped that the truth lies within the 
ensemble spread. Yet, it is not necessarily the case, for 
example if some important errors are shared by all models.

In our specific case, all the models in the ensemble 
could ultimately simulate a too large or too small tem-
perature change over France in response to a given GHG 
scenario. These configurations are called “extreme cases” 
subsequently. In this section, it is tested to what extent 

metric-based approaches perform better than MMEM in 
extreme cases and how skillful they are.

Another question addressed in this section is how the 
metric-based methods perform in configurations that obey 
to the truth+error paradigm, i.e. when the truth is equal or 
very close to the MMEM. By definition, the MMEM pro-
vides a virtually perfect prediction in these configurations 
and it is therefore impossible to outperform it. It remains 
interesting to quantify the loss of skill of metric-based 
methods when the truth+error paradigm is respected.

The analyses in Sect. 4 are repeated except that now the 
different test cases are classified into four categories. The 
first two categories encompass the cases where the syn-
thetic observation of future temperature change over France 
is larger or smaller than for all the models in the predictive 
ensemble. The third category corresponds to cases roughly 
compatible with the truth+error paradigm: the truth is 
close to the ensemble mean (in practice, we selected the 
cases for which the truth is within ±0.2 the inter-model 
standard deviation). The last category corresponds to all 
the cases that do not fall into the previous categories. We 
will call it “normal” as it is the more frequent. Results are 
depicted in Fig. 7.

By construction, in the truth+error configurations, the 
MMEM necessarily provides the most accurate, and almost 
perfect, estimate. In these configurations metric-based 
methods lead to a degradation of the results, as expected, 
even if the skill generally remains very good (Fig.  7d). 
Some substantial differences between methods are found. 
Note that SUBSET is associated with very small errors for 
small ensemble sizes as their results are close to the ones 
given by MMEM by construction in this configuration.

For the normal cases (Fig.  7c) all the methods clearly 
outperform MMEM for N > 4. For large sample sizes, the 
error is more than two times smaller with the best metric-
based methods (CE+REG) compared to the error associ-
ated with MMEM (reduction of error close to 1.7 K).
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Fig. 6   Same as Fig. 4d–f except that only one metric is used, the summer climatological temperature over France on the 1961–2000 period



J. Boé, L. Terray

1 3

Moving to the extreme cases, it is first important to note 
that the MAE associated with the RANDOM and MMEM 
approaches are identical by construction in these configura-
tions. If Pt is the truth, the signs of pi − Pt is the same for 
all the models i for extreme cases, and the sum of |pi − Pt| 
is therefore identical to the absolute value of the sum of 
pi − Pt.

As the number of extreme configurations is limited, 
the results for extreme cases are based on small samples, 
especially when N  is large (e.g. just one case for N = 14) 
and therefore intrinsically less robust than for normal 
cases. The exact tail distribution of temperature changes 
in the ensemble is more or less important depending on 
the method in this configuration. A clear dissymmetry 
in the results between cold and warm extreme cases is 
noted. Metric-based methods generally perform much 
better for warm extreme cases. This is probably due to 
a nonlinearity in the relationship between the metric and 

future summer temperature change. Very negative pre-
sent-day inter-annual correlations between temperature 
and cloud cover are always associated with very strong 
warming, while the link between temperature change 
and met is less strong when met is weakly negative (not 
shown).

All the metric-based methods still lead to more accu-
rate projections compared to MMEM in extreme cases but 
large inter-method differences exist (Fig.  7a, b). The best 
methods (CE and CE+REG) lead to a reduction of errors 
greater than 1.5 K for cold extreme cases and close to 3 K 
for warm extreme cases for large ensemble sizes.

Note that the proportion of extreme cases depends on 
the ensemble size: for N = 14, the proportion is 13 % and 
much larger for N = 4 (40  %). As the errors tend to be 
much larger for extreme cases for a given ensemble size as 
shown in Fig. 7, it partly explains the decrease in error with 
increased sample sizes noted in Fig. 4.

Fig. 7   Same as Fig. 4d except 
that the different cases are 
classified into four categories: 
a the synthetic observation of 
future temperature change over 
France is smaller than for all the 
models in the ensemble, b the 
synthetic observation of future 
temperature change over France 
is larger than for all the models 
in the ensemble, c the synthetic 
observation is within the model 
spread and the models are not 
truth-centered, d the synthetic 
observation is within the model 
spread and the models are 
truth-centered. The models are 
said truth-centered when the 
synthetic observations is close 
to the MMEM, i.e. within ±0.20 
intermodel standard deviation of 
temperature change
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The analyses described in this section shows that metric-
based methods outperform MMEM in all configurations 
except when the truth+error paradigm is verified. By con-
struction, it is virtually impossible to outperform MMEM 
in this configuration. Our analysis shows that metric-based 
methods lead to a noticeable but generally limited degra-
dation of the results, which varies among the methods, in 
truth-centered cases.

9 � Role of internal variability

In the previous analyses, only one member for each model 
has been used. Therefore, the estimation of the metrics and 
future temperature change are impacted to a certain extent 
by internal climate variability, even if in this study rela-
tively long periods of time are used to compute them.

While to mimic real-world conditions, only one mem-
ber should be used for the model that provides the synthetic 
observations, one can wonder whether using across-mem-
bers averages for each model in the predictive ensemble is 
useful. In the one hand, doing so limits the impact of inter-
nal variability in the estimation of the simulated metrics 
and future temperature change. In the other hand, as the 
observed metric is impacted by internal variability in any 
case, it may not be really useful.

In this section, the eight models for which more than 
three members are available in present and future simula-
tions are selected and different tests are done. In the first 
case (case 1), a random member is used for the models 
and for the synthetic observations, which is similar to 
what was done previously. In case 2, the ensemble mean 
is computed for each model in the predictive ensemble 
and a random member is used for the model that pro-
vides the synthetic observations. In case 3, the ensemble 
mean is taken for each model and for the synthetic obser-
vations. Even if it impossible to do so in the real-world, 
this approach allows the impact of internal variability to 
be quantified in the results of metric-based methods. The 
results obtained for the different cases for N = 7 are sum-
marized in Table 2.

Using the ensemble means for the predictive models 
(case 2) sometimes leads to more skillful predictions com-
pared to the use of a single member (case 1), depending on 
the method, but the improvement remains limited for most 
methods. These small differences in skill suggest that with 
metric-based approaches, it is not necessary useful to use 
multiple members to compute the best posterior estimate, 
even if it may be helpful. When the ensemble mean is used 
also for the synthetic observations (case 3), large decreases 
in MAE are noted with metric-based approaches (in some 
cases, the error is divided by two). It indicates that a part 
of the error obtained with metric-based methods is simply 
due to the impact of internal variability on the observed 
quantities.

Note that the results presented here are likely to be 
strongly dependent on the nature of the metrics and peri-
ods used to compute them. Our metric is a correlation com-
puted on a 40-year period. While it is impacted by internal 
variability, the impact is limited. Should the correlations be 
computed on shorter periods, the impact of internal vari-
ability would be greater. Case 3 results suggest that one 
should try to reduce the impact of internal variability in the 
observed metric as much as possible, for example by using 
longer periods. Obviously, data availability limits what is 
possible to do in real-world applications.

10 � Conclusion

The multi-model ensemble mean is not necessarily the best 
estimator of climate change signals. Alternative approaches 
based on the idea that more weight should be given to more 
realistic models are attractive in theory. However, such 
metric-based approaches raise many theoretical and practi-
cal issues that are difficult to tackle.

In this study, a simple approach based on a perfect 
model framework has been described to test whether and 
in what conditions metric-based methods could be used to 
improve future climate change projections. In this frame-
work, each model is successively considered as the truth 
and its response in the future climate is predicted based 

Table 2   Mean absolute error (K) obtained for different methods with N = 7 using the 8 models for which a least three members are available in 
present-day and future climate simulations

Case 1: a random member is used for each model in the predictive ensemble, and for the synthetic observations. Case 2: the ensemble mean is 
taken for each model in the predictive and a random member is used for the synthetic observations. Case 3: the ensemble mean is taken for each 
model in the predictive ensemble and the synthetic observations

CE WAVG CE+REG REG SUBSET MMEM RANDOM

Case 1 1.46 1.37 1.49 1.45 1.46 1.75 2.23

Case 2 1.29 1.18 1.49 1.46 1.39 1.75 2.22

Case 3 0.70 0.74 0.70 0.87 0.99 1.74 2.21
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only on the knowledge of its present-day climate simula-
tion, and given present-day and future climate simulations 
from an ensemble of climate models that does not include 
the first one. It is finally possible to compare the prediction 
to the truth.

This perfect model framework has been applied to sum-
mer temperature change in France. The potential interest of 
a process-based metric related to cloud-temperature inter-
actions measured by the present-day inter-annual correla-
tion between temperature and cloud cover has been tested. 
Different statistical methods to combine multiple model 
results based on the metric have been used. Multiple tests 
have also been performed to assess the sensitivity of the 
results to the ensemble size, inter-model similarities, obser-
vational errors, and internal variability. Metric-based meth-
ods using the metric related to cloud temperature interac-
tions generally lead to major improvements compared 
to the ensemble mean, leading to much reduced errors in 
the multi-model estimate. In the absence of observational 
errors, the improvement in skill between the best metric-
based methods and MMEM is as large as the improvement 
seen when the MMEM is used rather than a single random 
climate model. Only when large observational errors exist 
does the MMEM outperform the metric-based methods.

The sensitivity to the statistical method chosen to 
combine multiple model results based on the metric is 
generally rather limited for fair ensemble sizes. Over-
all, the best method for our application is based on the 
choice of a subset of models (the close-enough and close-
enough+regression methods), sufficiently similar to obser-
vations in terms of present-day metric. Note that choice of 
the method could have important implications for impact 
studies, when climate model projections are used to drive 
an impact model. The methods that consists in the choice 
of a small subset of models (SUBSET, CE) are interesting 
as they can lead to a reduced number of impact simula-
tions compared to the methods that use all the models in 
the ensemble (WAVG, MMEM). The methods based on 
the selection of a subset of models also preserve the spa-
tial variability and the inter-variables relationships if sev-
eral variables are needed by the impact model, which is not 
necessarily the case for REG.

Even if the impact of inter-model similarities is not as 
large for all the statistical methods, there is generally no 
rationale to prefer a large ensemble with important similar-
ities among models compared to a more limited number of 
quasi-independent models.

These results are encouraging and suggest that a better 
estimation of future summer temperature change in France 
is achievable. However, as our most important metric is 
based on cloud cover, a variable for which the length of 
observations with a good spatial coverage is limited and the 
observational uncertainties are large, a careful preliminary 

assessment of cloud products is necessary. Specific tests 
in the perfect model framework could be used to assess 
whether given the length of observed series (which directly 
influences to extent to which the metrics are impacted by 
internal variability) and their uncertainties (e.g. using dif-
ferent observed data-sets to estimate the metric), metric-
based methods remain interesting in practice.

Note the results described in this paper are likely to 
be very specific to our application. Indeed, a metric that 
explains an important part of the inter-model differences 
and that can be understood in terms of physical processes 
exists. This metric is also robust across ensembles, as it 
is relevant both in ENSEMBLES regional climate models 
(Boé and Terray 2014) and in CMIP5 models. The litera-
ture suggests that finding a metric with such properties for a 
given application is seldom possible. It is important, as our 
results suggest that a strong metric is needed to be really 
useful. The most important part of a study aiming to con-
strain multiple models results based on a metric is there-
fore likely the search for a good metric itself, rather than 
the other methodological aspects, discussed in our study. 
In our case, the metric has been found in Boé and Terray 
(2014) by trying to understand the physical mechanisms 
responsible for the inter-model spread in the changes in our 
variable of interest, and how those mechanisms can also 
impact present-day climate properties. Note that this effort 
may also be useful to improve climate models in a way that 
directly impacts future climate projections, by highlighting 
some crucial mechanisms that deserve particular attention 
in the development and evaluation of the models.

The perfect model framework described in this study 
could be used to assess the theoretical interest of metrics 
that cannot be computed in the real-world because of lack 
of data, too poor spatial and temporal coverage etc. It could 
be useful to highlight which observed variables would be 
needed, as well as their minimum length and the accept-
able level of uncertainties to reach a given improvement 
compared to MMEM. This knowledge could therefore be 
used to support the development of observation systems, 
or data-rescue efforts in order to improve climate change 
projections.

From a general perspective, this study has illustrated the 
interest of a perfect model framework to test metric-based 
methodologies before real world applications. But it is 
important to remember that it is not sufficient that a given 
approach performs well in the perfect model framework for 
it to succeed in real world applications. Good performance in 
the perfect model framework can mainly be seen as a quasi-
necessary condition but not as a sufficient one. If all the 
models share the same systematic deficiency (for example, 
if an important feature of the real climate system is missing 
in all models), the link between the metric and the change 
in the variable of interest might be largely spurious and the 
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perfect model framework will have little relevance to the 
real world. Note that if model deficiencies make the perfect 
model framework irrelevant for real world applications, the 
hypothesis that the models are centred on the truth, neces-
sary to support the use of the MMEM, will also be wrong.

This study has illustrated the great potential interest 
of metric-based approaches for multi-model climate pro-
jections. However, as some recent studies (Masson and 
Knutti 2013; Weigel et  al. 2010), it has also highlighted 
some pitfalls associated with such approaches. In particu-
lar, a weakly informative metric may not always lead to 
no improvement compared to the MMEM: it could lead 
to a degradation of the results in some configurations. The 
use of metrics in a particular application should therefore 
always be supported by strong rationale, based on physical 
arguments.
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