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depicted over Greenland and the Nordic seas while a signif-
icant increase is seen over the northern part of the Mediter-
ranean basin. Changes in Rossby wave breaking frequen-
cies and weather regimes spatial patterns are shown to be 
associated to the jets and storm track changes.
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1 Introduction

Mechanisms of mid-latitude air–sea interaction have been 
studied since several decades for their potential impact on 
large-scale climate [see Kushnir et al. (2002) for a review]. 
As supported by many observational and modeling studies, 
the current view is that mid-to-high latitude climate vari-
ability is mainly reflecting the passive response of the ocean 
to atmospheric forcing on time scales ranging from weeks 
to decades. However, recent satellite observations and high 
resolution atmospheric and coupled simulations have sug-
gested that the potential strength of the oceanic forcing 
might have been underestimated in the previous generation 
of climate models (Maloney and Chelton 2006; Chelton and 
Xie 2010). A strong and positive correlation between SST 
and surface winds at oceanic meso-scale suggests that the 
small-scale spatial variations of SST can drive surface winds 
that generate vertical motions through convergence and 
divergence at the surface. There is now compelling evidence 
that sharp sea surface temperature (SST) fronts substantially 
influence the marine atmospheric boundary layer (MABL) 
and the free troposphere (e.g., Minobe et al. 2008; Naka-
mura and Yamane 2009; Bryan et al. 2010). Recent studies 
have focused on the influence of SST gradients in regions 

Abstract A high-resolution global atmospheric model is 
used to investigate the influence of the representation of 
small-scale North Atlantic sea surface temperature (SST) 
patterns on the atmosphere during boreal winter. Two 
ensembles of forced simulations are performed and com-
pared. In the first ensemble (HRES), the full spatial reso-
lution of the SST is maintained while small-scale features 
are smoothed out in the Gulf Stream region for the second 
ensemble (SMTH). The model shows a reasonable clima-
tology in term of large-scale circulation and air–sea inter-
action coefficient when compared to reanalyses and satel-
lite observations, respectively. The impact of small-scale 
SST patterns as depicted by differences between HRES and 
SMTH shows a strong meso-scale local mean response in 
terms of surface heat fluxes, convective precipitation, and 
to a lesser extent cloudiness. The main mechanism behind 
these statistical differences is that of a simple hydrostatic 
pressure adjustment related to increased SST and marine 
atmospheric boundary layer temperature gradient along 
the North Atlantic SST front. The model response to small-
scale SST patterns also includes remote large-scale effects: 
upper tropospheric winds show a decrease downstream of 
the eddy-driven jet maxima over the central North Atlan-
tic, while the subtropical jet exhibits a significant north-
ward shift in particular over the eastern Mediterranean 
region. Significant changes are simulated in regard to the 
North Atlantic storm track, such as a southward shift of the 
storm density off the coast of North America towards the 
maximum SST gradient. A storm density decrease is also 
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of western boundary currents on the atmospheric bound-
ary layer and the free troposphere. Using a high resolution 
atmospheric general circulation model forced by observa-
tions, Kuwano-Yoshida et al. (2010) have shown that the 
SST front associated to the Gulf Stream anchors a convec-
tive rain band due low level convergence and enhanced 
evaporation over the warmer flank, indicating significant 
vertical motion in the free troposphere. Perlin et al. (2014) 
have tested and demonstrated the sensitivity to small-scale 
air–sea interaction to the atmospheric model boundary layer 
mixing scheme. Two mechanisms are involved in the local 
atmospheric response to SST fronts: (1) changes in MABL 
stability (Wallace et al. 1989), with an increase of stability 
over cold water leading to higher vertical shear and lower 
surface wind speed through weakened momentum vertical 
transfer from the top of the MABL to the surface (on the 
opposite, a decrease of stability over warm water leads to 
lower vertical shear and higher surface wind speed through 
enhanced momentum vertical transfer); and (2) an hydro-
static pressure adjustment to surface air temperature (SAT) 
pattern due to the SST front. While the first mechanism has 
been suggested to have little impact on the vertically aver-
aged wind (O’Neill et al. 2010), the second mechanism is 
related to the Lindzen and Nigam (1987) mechanism that 
ties SST fronts to anomalies of the surface pressure gradi-
ent (Feliks et al. 2004, 2007). The resulting vertical veloc-
ity at the top of the MABL has two components: (1) a ther-
mal one that results from pressure-driven flow generated 
by hydrostatic pressure adjustment to the temperature of 
the MABL, and (2) a mechanical one that results from the 
Ekman pumping in the MABL due to large-scale atmos-
pheric eddies. While the thermal component dominates the 
long-term means, the two components have similar con-
tributions at weekly time scale at mid-latitudes (Brachet 
et al. 2012). Both responses contribute to set up a large-
scale environment favorable to a recurrent development 
of storms and thereby to anchor the storm-track along the 
SST front. The thermal component of the response, called 
“oceanic baroclinic adjustment” by Nakamura et al. (2008), 
generates a low-level baroclinicity through the SAT gradi-
ent, that can then interact with the upper-level jet-stream. 
Recent studies further reveal that the location and strength 
of the upper-level jet stream strongly depend on the posi-
tion and intensity of the SST gradient and this effect is 
increased when moist processes are included (Laîné et al. 
2011). Finally, Putrasahan et al. (2013) have used regional 
coupled and forced atmospheric models to quantify the sen-
sitivity of the above mechanisms to the considered spatial 
scales of oceanic fronts. Their experiments have shown that 
while the two mechanisms coexist at all scales, their relative 
influence may significantly vary, suggesting the importance 
of a good representing of both into high-resolution climate 
models. The interested reader can read the review by Small 

et al. (2008) for an extensive presentation and discussion of 
these ideas.

Previous modeling studies have mainly used very ide-
alized SST front patterns or perpetual winter conditions 
to study the atmospheric response (Brachet et al. 2012). 
Other authors have performed case studies dedicated to 
specific storm events and use more or less idealized SST 
surface forcing perturbations (Giordani and Caniaux 2001; 
Booth et al. 2012). Recent papers have also searched for an 
influence on the storm-tracks. In the Pacific Ocean, Tagu-
chi et al. (2009) have shown that the storm track activity 
over the Kuroshio Extension positively feedbacks onto the 
low-level baroclinicity via strong cross-frontal contrasts 
in sensible heat flux, as previously suggested by idealized 
studies (Nakamura et al. 2008; Brayshaw et al. 2008). They 
have suggested that this feedback contributes to maintain 
the storm track activity in the frontal region despite the 
monsoonal influence that acts to weaken the surface air 
temperature gradient in winter. Recently, the effect of the 
atmospheric response to the Gulf Stream on the wintertime 
storm track has been investigated by Small et al. (2014) 
with a high-resolution global atmospheric circulation 
model, using Eulerian diagnostics to determine the storm 
track response. Their results have shown that the SST front 
has a strong influence on the transient eddy heat and mois-
ture fluxes as well as on the eddy meridional wind variance, 
the last effect being mainly confined to the boundary layer. 
Their results also are consistent with the shift of the loca-
tion of the maxima of storm track towards the frontal loca-
tion found by Woollings et al. (2010). In their discussion, 
Small et al. (2014) emphasize the importance of conduct-
ing experiments with different models to compare results 
that may be strongly model dependent, as also suggested 
by Perlin et al. (2014).

In this study, the main objective is to assess whether the 
mean local and remote atmospheric response to a realistic 
SST frontal zone (such as the Gulf Stream) is sensitive to its 
small-scale spatial features. We also investigate the storm-
track response using lagrangian diagnostics. A key question 
is whether the storm track shows any sensitivity to oceanic 
front and associated SST gradients. Previous studies have 
suggested that realistic simulation of small-scale SST pat-
terns influence upon the atmosphere can be properly simu-
lated only if the mesh size of the atmospheric model is on 
the order of 50 km or below (Feliks et al. 2004; Minobe 
et al. 2008). However, Bryan et al. (2010) have suggested 
that improving the small-scale ocean–atmosphere coupling 
depends more on the atmospheric boundary layer mixing 
parametrization than on an increase of the atmospheric res-
olution beyond this threshold. Here we explore the mean 
atmospheric response sensitivity to a range of large-scale 
atmospheric circulation and SST conditions within a real-
istic setting using a global atmospheric model. A set of 
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sensitivity experiments is performed with a high-resolution 
atmospheric general circulation model (AGCM) forced by 
spatially high-resolution daily observed SSTs. Two differ-
ent types of SST boundary conditions are used to force the 
AGCM with the objective of improving the understand-
ing of how small-scale SST patterns influence the MABL 
and the free troposphere as well as the large-scale atmos-
pheric circulation. The first type is simply the raw global 
SST data set at daily frequency and high spatial resolution, 
while the second one is obtained by spatially filtering out 
the small-scale SST features over a rectangular area sur-
rounding the Gulf Stream (SSTs are unchanged outside this 
box). Ensemble AMIP-type AGCM simulations are then 
performed with the two SST datasets. Potential differences 
between the two suggest the influence of small-scale SST 
patterns in the Gulf Stream region. We first study the influ-
ence of the latter upon the surface atmospheric response 
in terms of surface fluxes and MABL characteristics. We 
then study potential changes of the storm-tracks. Indeed 
Hoskins and Valdes (1990) have shown that the strong SST 
gradient across the Gulf Stream is collocated with low-level 
baroclinicity in the troposphere that anchors the storm track 
along the SST front. We also analyze differences between 
weather regimes properties and transitions to see whether 
it is possible to relate them to potential SST influence and 
storm-track response sensitivity to large-scale atmospheric 
background. We finally assess upper tropospheric wind and 
related Rossby wave breaking changes between the two 
experiments.

The paper is organized as follows: Sect. 2 describes the 
model configuration and experiments as well as the analy-
sis metrics and observed datasets. Section 3 gives a brief 
evaluation of the atmospheric model mean climate. Sec-
tion 4 reports results on the impact of small-scale SST on 
the marine boundary layer and surface fluxes. Section 5 
focuses on the impact on the free troposphere, storm-tracks 
and surface cyclones characteristics and large-scale circu-
lation over North Atlantic and Europe. Section 6 contains 
the discussion and a short summary as well as future work 
directions.

2  Methods

2.1  Atmospheric model configuration

We use a high-resolution version of ARPEGE-Climat gen-
eral circulation model that is the atmospheric component of 
the CNRM-CM5 coupled model developed by the CNRM-
CERFACS group (Voldoire et al. 2013). ARPEGE-Climat 
is derived from ARPEGE-IFS (Integrated Forecast System) 
numerical weather prediction model developed conjointly 
by Météo-France and European Center for Medium-Range 

Weather Forecast (ECMWF). It is a spectral model that 
relies on the hydrostatic and thin-layer approximations, 
with 31 vertical pressure levels on a reduced Gaussian 
grid (Hortal and Simmons 1991). The high resolution ver-
sion operates with a T359 truncature which corresponds 
to roughly ~50 km horizontal resolution at mid-latitudes. 
The deep convection follows the scheme developed by 
Bougeault (1985) and occurs under both convergence of 
humidity at low layers and unstable vertical temperature 
profile conditions. The convection adjusts the unstable pro-
file to a cloudy profile, which is assumed to be moist adi-
abatic. Surface flux parameterization is derived from Louis 
(1979). Note that all atmospheric data used for graphic pur-
pose are interpolated to a regular latitude/longitude grid.

2.2  Observations and reanalysis data sets

The National Oceanic and Atmospheric Administration 
Optimal Interpolation (NOAA-OI data provided by NOAA/
OAR/ESRL, http://www.esrl.noaa.gov/psd/; Reynolds et al. 
2007) daily-mean interpolated SST and ice fraction are 
used as oceanic forcings for the global domain on a regular 
grid at 0.25° × 0.25° resolution. The time period covered 
extends from 1st September 2002 to 31st July 2011.

The ability of the model to capture the small-scale oce-
anic forcing has been evaluated through the comparison 
with observations. Observed sea winds from the advanced 
NASA QuickSCAT satellite scatterometer enabled to detect 
the fine structure of the atmospheric response to the small-
scale SST gradients (Dunbar et al. 2006). Wind speed at 
10 m height data set extends from June 1999 to November 
2009 with a wind vector resolution of 25 km.

Dynamical biases and variability of ARPEGE-Climat 
are evaluated against the ECMWF latest global atmos-
pheric analysis ERA-Interim (hereafter ERAI; Dee et al. 
2011). The latter operates on a 0.75° × 0.75° regular grid 
and 60 pressure levels, and covers a time period ranging 
from 1st January 1979 to 31st December 2013.

2.3  Sensitivity experiment design

In order to study the sensitivity of the atmosphere to the 
representation of sharp SST fronts along the Gulf Stream/
North Atlantic drift pathway, we perform two sets of 
atmospheric simulations forced by observed SSTs. For 
both sets, four members are performed with slightly differ-
ent atmospheric initial conditions. The first one uses global 
high resolution NOAA-OI daily SST and sea-ice fraction 
from 1st January 2003 to 31 July 2011 (HRES experiment). 
The second experiment (named SMTH), uses the same SST 
as HRES with SSTs being spatially smoothed to a coarser 
horizontal resolution within a box defined by a rectangu-
lar domain over the Gulf Stream region from 30°N to 50°N 

http://www.esrl.noaa.gov/psd/


M. Piazza et al.

1 3

and from 30°W to 80°W (Fig. 1). This experimental design 
is made to detect the effect of realistic small-scale SST 
spatial variability associated with the Gulf Stream. In the 
SMTH experiment, the smoothing is only applied in the 
Gulf Stream domain rather than globally to avoid poten-
tial sources of variability associated with other regions 
of small-scale SST spatial variability that could interact 
with the signal associated with the region of interest. The 
identical SST forcing outside of the Gulf Stream region 
guarantees that remote influences are the same in both 
experiments. The smoothing has been performed using a 
conservative interpolation of NOAA-OI SST to a 4° × 4° 
rectangular grid and then linearly re-interpolated onto the 
original grid. Note that this method does not strictly con-
serve the SST, however the spatial average over the domain 
is close in both experiments (−0.25 K in average with a 
standard deviation of 0.07 K for the HRES-SMTH differ-
ence during extended winter over the considered period). 
In a narrow band of 2.5° along this domain boundaries, the 
SST resolution increases linearly to the NOAA-OI original 
resolution. Outside this domain, observed SSTs are identi-
cal in HRES and SMTH. The averaged SST pattern differ-
ence shows that spatial small-scale SST features strongly 
enhance the SST front with values up to 5–6 K in the west-
ern Atlantic and about 3–4 K in the central part of the front.

2.4  Surface heat fluxes decomposition

As we are interested in analyzing differences in the MABL 
response to SSTs between HRES and SMTH, we first want 
to compare the surface turbulent heat fluxes. The latter con-
sist of two physical components, the fluxes of sensible heat 
QH and latent heat QE. Latent heat flux is calculated using a 
bulk formula,

(1)

QE = L · ρa · CE ·W ·
[

qs(T)− qa
]

= L · ρa · CE ·W · Q

where L is the latent heat of vaporization, ρa the surface air 
density, CE the transfer coefficient for the latent heat flux, 
W the surface wind speed, qa the specific humidity of near 
surface air, qs is the saturation specific humidity follow-
ing the Clausius–Clapeyron equation calculated with T as 
the SST. The term Q = qs(T) − qa, the vertical difference 
of specific humidity near surface, is introduced for clarity. 
Similarly, sensible heat flux can be defined as:

with Cp the specific heat capacity at constant pressure, CH 
the transfer coefficient for sensible heat, and S = Ta − T 
is a surface stability parameter, with T and Ta the SST and 
SAT at 2 m (in K), respectively. As the transfer coefficients 
were not archived during the simulations, CE and CH values 
are simply estimated from Eqs. (1) and (2) by a standard 
linear regression using daily values of QH, QE, W, Q and S 
at every grid point of the Gulf Stream domain (as defined 
on Sect. 2.3), and for both experiments separately. Now 
heat flux differences between the two experiments can be 
written as ΔQH = QH HRES − QH SMTH and similarly for QE. 
We define SMTH as the reference experiment and HRES as 
the perturbed one, thus the perturbed value of a variable X 
can be written XSMTH + ΔX. Assuming constant values for 
the air density, latent heat of vaporization, and specific heat 
capacity, one can then write changes in QE and QH as:

and

with the four components of ΔQH being the anoma-
lous exchange coefficient, the anomalous stability, the 

(2)QH = Cp · ρa · CH ·W · S

(3)

∆QE = L · ρa · (∆CE ·WSMTH · QSMTH + CE HRES

·(WSMTH ·∆Q+ QSMTH ·∆W +∆Q ·∆W))+ εE

(4)

∆QH = Cp · ρa · (∆CH ·WSMTH · SSMTH + CH HRES

·(WSMTH ·∆S + SSMTH ·∆W +∆S ·∆W))+ εH

Fig. 1  Winter (DJF) SSTs in 
the Gulf Stream region: SST 
difference (in K) between 
HRES and SMTH experiments 
(colors) and SMTH climatology 
overlaid (white contours with a 
2 K interval)
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anomalous wind speed and crossed term driven contribu-
tions (with a similar decomposition for ΔQE with anoma-
lous specific humidity term instead of stability). εE and εH 
are residual terms from the use of regression lines to esti-
mate the transfer coefficients.

2.5  Cyclone statistics tracking and Rossby wave 
breaking algorithms

The tracking algorithm of Ayrault and Joly (2000) is used 
to get cyclone statistics. It is based on the detection and 
tracking of relative vorticity (RV) maxima at 850 hPa with 
a 6-hourly time step. A recent description of the algorithm 
is provided by Michel et al. (2012). In the present study, 
we only retain systems whose RV is greater or equal to 
2 × 10−4 s−1 to avoid the detection of relatively weak sys-
tems. A criterion on duration is also applied to retain storms 
lasting at least 2 days and remove all the detected but non-
persistent ones. Their frequency of occurrence is of the 
order of 3–4 per week over the North Atlantic in the model. 
Grid-point tracks densities are spatially averaged with a 
halo of 200 km radius using a Gaussian weighting function.

The Rossby wave-breaking (RWB) detection method 
of Rivière (2009) is used to assess whether the presence 
of small-scale SST patterns could favor a specific type of 
RWB, either cyclonic or anticyclonic. The anticyclonic 
and cyclonic Rossby wave breaking could, in turn, trigger 
and maintain the positive and negative phase of the North 
Atlantic Oscillation depending on the latitude of the RWB 
changes (Strong and Magnusdottir 2008) or favor spe-
cific transitions between North Atlantic weather regimes 
(Michel and Rivière 2011). Rossby wave-breaking frequen-
cies can be computed with the potential vorticity field on 
isentropic surfaces or with absolute vorticity field on iso-
baric surfaces. Michel and Rivière (2011) have checked 
that the two methods lead to qualitative similar results. 
Here the wave-breaking detection algorithm is applied to 
the absolute vorticity on pressure levels. More precisely, 
the method detects local inversions of the absolute vorticity 
gradient on a pressure level. To do that, all circumglobal 
contours of absolute vorticity ranging from −4.0 × 10−4 
to 4.0 × 10−4 s−1 with an interval of 2.0 × 10−5 s−1 are 
detected and oriented from west to east. A wave-breaking 
region is defined as a local segment belonging to a cir-
cumglobal contour that is oriented from east to west. If the 
segment is mainly oriented along a northeast to southwest 
(southeast to northwest) direction, the wave breaking is of 
the anticyclonic (cyclonic) type. Note that as mentioned by 
Michel and Rivière (2011), it is necessary to estimate RWB 
on several vertical levels as the tropopause height varies 
with latitude, and RWB do not occur at the same level eve-
rywhere. Here we apply the algorithm to 4 vertical levels: 
200, 250, 300 and 400 hPa and average the results.

3  Evaluation of the simulated climate

3.1  North Atlantic winter climate

We first evaluate the ability of the ARPEGE atmospheric 
model to produce a realistic North Atlantic climate mean 
state and its synoptic variability. Unless explicitly men-
tioned, we focus now on the extended wintertime period, 
from November to March (both included). As one of our 
objectives is to assess whether SST fronts can have an 
impact on large-scale circulation characteristics, we first 
investigate the ability of the ARPEGE model to represent 
the latter using a standard weather regime analysis.

3.1.1  Weather regimes

In order to evaluate the ability of ARPEGE to simulate 
realistically the prominent modes of low-frequency vari-
ability over the North Atlantic, we perform a classifica-
tion in weather regimes for the extended winter (NDJFM 
hereinafter) period. Prior to the weather regime analysis, 
we have estimated the seasonal cycle of Z500 using the 
first two harmonics and subsequently removed it from the 
raw field to obtain daily anomalies. We first compare the 
HRES North Atlantic weather regimes with those obtained 
from ERAI. To determine the weather regimes, the daily 
geopotential height at 500 hPa pressure level (Z500 
thereafter) is first used to perform an empirical orthogo-
nal function (EOF) analysis in the North Atlantic domain 
(28.5°N–79.5°N, 79.5°W–28.5°E) from 1st January 2003 
to 31st December 2010 (the optimal overlapping time 
period between HRES and ERAI). 25 EOFs (explaining 
more than 90 % of the total variance) are retained. Z500 is 
then partitioned into five clusters in the EOF phase space 
using the k-means algorithm, based on minimization of 
the total variance inside each cluster. First this methodol-
ogy has been applied to ERAI and shows a classification 
into five weather regimes. Four of the five weather regimes 
of ERAI correspond to those initially described by Vau-
tard (1990), namely the Scandinavian blocking (BL), the 
Greenland anticyclone (GA), the Atlantic ridge (AR) and 
the zonal regime (ZO). The fifth regime corresponds to the 
East Atlantic pattern (EAP); it shows a strong zonal exten-
sion thus can be seen as a variant of the ZO regime with 
a southward shift of the large depression from the north 
to the middle of the North Atlantic basin. Then the same 
methodology than the one used for ERAI has been applied 
to HRES. In HRES, the positive (GA regime) and nega-
tive (ZO regime) phases of the North Atlantic Oscillation 
are well represented (Fig. 2d, e, pattern correlations with 
ERAI ZO and GA are 0.95 and 0.97, respectively). A large 
anticyclonic structure centered on the North Atlantic with 
a zonal extent through the basin with a cyclonic structure 
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over North and Western (Fig. 2a) can be related to AR 
with a pattern correlation with ERAI of 0.82. The fourth 
regime (Fig. 2b) shows a bipolar structure with a strong 
anticyclone over Northern Europe close to BL (pattern 
correlation is 0.81). The EAP regime exhibits a large zonal 
depression over the Atlantic basin, which extends up to 
Iceland and an anticyclone over Eastern Europe (Fig. 2c, 
pattern correlation with ERAI is 0.77). These results 
show that the spatial patterns of the simulated weather 
regimes are closely related to those of ERAI. Differences 
in frequencies of occurrence between HRES and ERAI are 
small for ZO, GA and EAP (1, −2 and 1 %, resp.) and 
slightly larger for AR (5 %) and BL (−5 %), but statisti-
cal significance may hardly be tested on such a short time 
period.

3.1.2  The jet stream at mid‑latitudes

We now investigate the mean state and variability of the 
simulated eddy-driven jet over the North Atlantic. The 200-
hPa zonal wind is defined as a proxy of the jet stream, as 
the simulated jet shows a maximum of intensity at 200 hPa 
pressure level, in agreement with ERAI. Figure 3a shows 
that the main path of the jet is accurately represented 
over North Atlantic in the model but with a very slightly 
reduced southwest-northeast tilt resulting in a slightly too 
zonal eddy-driven jet. Note also that the model has a very 
reasonable representation of the jet variability as depicted 
by the 200-hPa zonal wind standard deviation. The vari-
ability is particularly strong along the main path of the jet 
stream in the western Atlantic, south of Greenland and over 

the Mediterranean region (Fig. 3b). The high resolution 
ARPEGE model seems to have small upper tropospheric 
wind biases, while the current generation of lower reso-
lution AGCMs are too zonal and generally underestimate 
latitudinal variability of the jet stream over North Atlantic 
during winter (Hannachi et al. 2013).

3.2  The frontal‑scale air–sea interaction coefficient

Previous studies have estimated the observed and simu-
lated air–sea coupling coefficient (or strength) to evalu-
ate and quantify the surface wind response to SSTs over 
regions with strong ocean eddies and fronts (Maloney and 
Chelton 2006). Here the interaction is one-way only and 
there is no possible feedback from the atmosphere to the 
ocean as we use SST-forced AGCM simulations, so we use 
the term air–sea interaction coefficient instead. This coef-
ficient quantifies the strength of the ocean forcing upon 
the atmosphere and is simply estimated by the regression 
coefficient between the spatial small-scale components 
of SST and near-surface wind speed in the HRES experi-
ment (see Fig. 4e–h). We compare the simulated coeffi-
cient obtained by concatenating all four HRES members 
with the observed one derived from ocean 10-m height 
winds from QuickSCAT and NOAA-OI SST (Fig. 4a–d), 
for the optimal overlapping time period between HRES 
and QuickSCAT extending from January 2003 to Novem-
ber 2009. Here we consider both winter (DJF) and sum-
mer (JJA) to evaluate the sensitivity of the air–sea interac-
tion strength to the seasonality in HRES compared to the 
observations.

Fig. 2  HRES North Atlantic weather regimes in extended winter-
time (November to March). Centroids of daily geopotential height 
at 500 hPa anomaly from climatology (in meters) over the period 
January 2003–December 2010 corresponding to the regimes a AR, b 

BL, c EAP, d ZO and e GA. From a to e, frequencies of occurrence 
are respectively 20.3, 19.0, 22.8, 23.2, 14.7 % (differences to ERA-
Interim are 4.9, −5.0, 1.3, 1.0, −2.1 %, resp.)
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Small-scale spatial components of 10-m height wind-
speed and SST have been derived from monthly field by 
subtraction of the large-scale component, the latter being 
obtained by spatial smoothing. Note that wind-speed 
is computed prior to the smoothing from daily values of 
zonal and meridional wind components. The smooth-
ing is made for each sea point of the Gulf Stream domain 
(as defined in Sect. 2.3) by averaging all sea-point values 
within a circle of 300 km radius centered on the consid-
ered point. The small-scale oceanic forcing can reach val-
ues of about 6 °C, with negative and positive difference 
patterns possibly exceeding −3 and 3 °C respectively. 
Observations show small and coherent interacting struc-
tures all over the front. The model also exhibits oceanic 
forcing although the signal is smoother and amplitude of 
wind speed perturbations is slightly weaker than observed, 
especially in winter. For both observations and HRES, the 
correlation is larger in winter (0.75 and 0.67 in DJF, resp.) 
than in summer (0.72 and 0.33 in JJA, resp.). Small-scale 

oceanic forcing is more realistic in winter in the model 
(Fig. 4h) with a coefficient of interaction of 0.20 m s−1 K 
(0.29 in observations, Fig. 4d) compared to 0.11 m s−1 K 
in summer (Fig. 4g; 0.36 in observations, Fig. 4c). The 
ARPEGE model seems to have a reasonable representa-
tion of the small-scale air–sea interaction during winter. 
In summer, the poor representation of this interaction in 
the model suggests that the processes involved may be 
different in summer and in winter. This difference may 
be induced by the influence of the large-scale environ-
ment on the small-scale air–sea interaction. For instance, 
the enhanced stability of the atmospheric boundary layer 
in winter may explain the higher sensitivity of the atmos-
phere to the small-scale oceanic forcing compared to sum-
mer in the model. Due to the short time period considered 
here, it is difficult to assess whether the slight underesti-
mation in winter of the simulated value is real or is due 
to sampling effect associated with the short observational 
dataset.

Fig. 3  Zonal wind at 200 hPa 
in extended wintertime 
(November to March) in the 
Gulf Stream region. a Mean and 
b standard deviation in HRES 
(colors, in m s−1) and in ERA-
Interim (black contours, with 
a contour interval of five and 
1 m s−1 in a and b, respectively)
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4  Local atmospheric response to small‑scale SST 
patterns

4.1  Surface heat fluxes and MABL response

We first investigate the differences in turbulent heat fluxes 
between the two experiments described in Sect. 2.3 dur-
ing extended winter (November to March). For the sake 
of clarity, we define SMTH as our reference experiment 
and anomalies as the difference between HRES minus 
SMTH. Both latent and sensible heat fluxes anomalies are 
strongly spatially related to SST anomaly with a pattern 
correlation of 0.82 and 0.81, respectively (Fig. 5). Anom-
alous turbulent heat fluxes are in average 30 % of the ref-
erence fluxes over warm water, with a maximum of 50 % 
(with values greater than 250 W m−2 anomaly) over the 
warmest SSTs. As noted by Brachet et al. (2012), there 
is a significant asymmetry between heat flux amplitude 
changes over warm and cold SST anomalies, in particular 
for the latent heat flux. Figure 5a, b, e, f shows that the 
decomposition using Eqs. (3) and (4) leads to an adequate 
reconstruction of the heat flux differences between HRES 
and SMTH. Analysis of the decomposition terms sug-
gests that the contribution associated with the exchange 
coefficient CE anomaly is by far, the dominant term for 
the reconstructed latent heat flux anomaly over the SST 
front (Fig. 5c). This coefficient depends both on wind 

speed and MABL stability, but the much smaller contribu-
tion to anomalous wind speed (Fig. 5d) suggests that the 
MABL stability is the main driver of the latent heat flux 
response to small-scale SST forcing. Others contributions 
of specific humidity parameter and cross-term anomalies 
are found to be negligible. Figure 5g shows that the near 
surface stability parameter S acts as the primary forcing 
of the sensible heat flux response to the small-scale SST 
anomaly. This result is in good agreement with Small 
et al. (2014). Note however that the sign of the contribu-
tion related to the cross-term of anomalous wind speed 
and near surface stability is opposite to the total sensible 
heat flux anomaly on the northeastern part of the Gulf 
Stream pathway (Fig. 5h). Others contributions of wind 
speed and transfer coefficient changes are found to be 
negligible.

We now investigate the dominant mechanism in the 
wind convergence ARPEGE response to the anomalous 
SST front. As mentioned in the introduction, two mecha-
nisms are involved. The first mechanism is the hydrostatic 
adjustment due to pressure balance. If this mechanism is 
dominant, then the near-surface wind convergence is sup-
posed to be related to the Laplacian of sea level pressure 
in terms of pattern and amplitude (Minobe et al. 2008; 
Takatama et al. 2012). The second mechanism is related 
to the downward momentum mixing mechanism, by 
which warmer SSTs destabilize the lower atmosphere and 

Fig. 4  a, b, e, f Maps of spatially high-pass filtered SST (colors) 
and wind speed at surface (contours, from −0.65 to 0.75 m s−1 with 
an interval of 0.15 m s−1), mean in summer (JJA, a, e) and in winter 
(DJF, b, f), from 1st January 2003 to 31st July 2011. a, b Observa-
tions (AMSR-E and QuickSCAT); e, f HRES experiment. c, d, g, h 
Associated scatter-plots of space–time filtered SST (horizontal axes, 

in K) and wind-speed at surface (vertical axes, in m s−1), in summer 
(JJA, c, g) and winter (DJF, d, h). c, d Observations (AMSR-E and 
QuickSCAT); g, h HRES experiment. The space–time filter consists 
in the same spatial high-pass filter as for maps (a, b, e, f) and on a 
30-days running average. Red lines are regression lines (regression 
coefficients values are given in Sect. 3.2)
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increase downward momentum transport from the top of 
the MABL to the surface, thus accelerating surface winds. 
If this mechanism is dominant, then near-surface wind 
divergence is proportional to the downwind SST gradi-
ent. As suggested by Small et al. (2008) and Kilpatrick 
et al. (2014), the respective contributions of the pressure 
adjustment and downward momentum mixing mechanisms 
depend on different factors such as the front length scale 
and the background flow intensity as well as the time-aver-
aging performed. Here we perform an analysis of multi-
year mean changes due to a large-scale SST front. As sug-
gested by Takatama et al. (2012, 2015), it is important to 
separate the two contributions from these mechanisms in 
our model experiments. We first focus on the change of 

low-level wind convergence and assess which mechanism 
plays the dominant role if any. As shown in Takatama et al. 
(2012) the momentum convergence at surface (noted MCS, 
and expressed as horizontal convergence of near surface 
wind times ρa, with ρa the air density) can be expressed as 
the sum of contributions related to boundary layer pressure 
adjustment, the downward momentum mixing mechanism 
and the contribution of the horizontal advection. We use 
the first right hand side term of their Eq. (3) to get the con-
tribution related to pressure adjustment, that is expressed 
as the Laplacian of the sea level pressure times ε/(ε2 + f2), 
with f the Coriolis parameter and ε a linear damping coef-
ficient. The constant value of 2.0 × 10−4 s−1 is used for 
ε, as suggested by Takatama et al. (2012). Figure 6 shows 

Fig. 5  a–d (e–h): Latent (sensible) heat flux difference (in W m−2) 
between HRES minus SMTH, in extended winter (Nov–Mar). a 
(e) Latent (sensible) heat flux difference. b (f) As above but recon-
structed using Eqs. (3) and (4). c (g) Main contribution to the total 

reconstructed latent (sensible) heat flux difference due to the transfer 
coefficient (surface stability parameter) difference. d (h) Second con-
tribution to the total reconstructed latent (sensible) heat flux differ-
ence due to the surface wind speed (crossed term) difference
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the degree of similarity between MCS and the pressure 
adjustment contribution. Note that the two terms are pre-
sented with the same units so they can be quantitatively 
compared. This relationship exists both in HRES and 
SMTH but with much better spatial agreement and coher-
ence as well as larger amplitude in HRES, with low-level 
wind convergence along the warm side of the SST front 
while divergence prevails on the cold side. The zonal spa-
tial coherence in HRES contrasts with the SMTH scattered 
aspect along the frontal zone. Note that the Laplacian of 
sea level pressure is closely tied to the Laplacian of the 
MABL temperature (taken here as the mass weighted tem-
perature between the near surface and 850 hPa) rather than 
SST (pattern correlation of 0.79 vs. 0.38 in HRES, 0.7 and 
0.33 in SMTH). The strong coherence between wind con-
vergence and Laplacian of sea level pressure in HRES is in 
good agreement with observations, as shown in Shimada 
and Minobe (2011). In both experiments, the pattern and 

amplitude of the pressure adjustment term are very similar 
to that of the MCS, suggesting that the other contributions 
are rather small.

4.2  Tropospheric local response

To assess the deeper response in the free troposphere, 
we now investigate cloud and precipitation responses. 
Figure 7 shows cloudiness and convective precipita-
tion anomalies over the SST front. Cloudiness anoma-
lies (Fig. 7a) roughly follow the spatial pattern of the 
SST front with reduced and enhanced cloudiness over 
the cold and warm side of the front, respectively, in 
agreement with recent observations (Liu et al. 2014). 
This is clearer in the western part of the front (where 
the front has a west-east orientation) than in the eastern 
part (south-north orientation). The sign of cloudiness 
anomalies suggests that there is a negative short-wave 

Fig. 6  Contribution of the boundary layer pressure adjustment term 
(color, 10−8 Pa m−2) to the near-surface momentum convergence 
(contours, interval 1.5 × 10−8 Pa m−2, negative values are dashed), 

see text Sect. 4.1 for details. a HRES, b SMTH. A slight spatial 
smoothing has been applied to all fields. Extended winter (Nov–Mar)



Influence of small-scale North Atlantic sea surface temperature patterns on the marine…

1 3

radiative feedback of the atmosphere to the SST front 
as the cloudiness changes would possibly tend to reduce 
the SST front amplitude in a coupled framework. A 
strong convective precipitation anomaly (about one 
third of reference precipitation on average, and over 
60 % over the warm water, Fig. 7b) indicates a deep 
local impact of the Gulf Stream SST front in the free 
troposphere, consistent with Kuwano-Yoshida et al. 
(2010). Indeed, positive anomalous precipitation over 
warm SST anomaly is consistent with turbulent heat 
fluxes anomalies, through the combination of the mois-
turizing of air by enhanced latent heat flux and SST-
induced positive vertical motion over the warm flank of 
the front.

5  Remote atmospheric response to small‑scale 
SST patterns

5.1  Upper tropospheric zonal wind response 
and Euro‑Atlantic regimes

We first discuss whether small-scale SST patterns have any 
impact on the upper tropospheric zonal wind Uut. Inspec-
tion of the Uut difference between HRES and SMTH shows 
a clear large-scale response marked by displacements of 
the jets (Fig. 8). In HRES, Uut shows an increase by 20 % 
south of Greenland and over the Irminger Sea, and a simi-
lar decrease over the central North Atlantic downstream 
of the maximum of the jet. The subtropical jet exhibits a 

Fig. 7  Differences between HRES and SMTH of a cloud fraction (in 
%) and b convective precipitation (in mm day−1), for extended win-
ter (Nov–Mar). Black contours are SMTH values and hatching shows 

regions where the difference is t-statistically different from 0 at the 
5 % significance level
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significant northward shift in particular over the eastern 
Mediterranean region. These large-scale changes can be 
linked to changes in RWB occurrence (see Sect. 5.3).

The low-frequency winter atmospheric variability of the 
North Atlantic-European region and its relationship with 
the small-scale SST patterns is investigated based on the 
comparison of weather regimes between HRES and SMTH. 
The cluster decomposition (described in Sect. 3.1.1) is 
applied to concatenated Z500 fields from both experi-
ments. Then a composite analysis of the Z500 is performed 
between HRES and SMTH for the five weather regimes. 
Statistical significance is calculated with a non-parametric 
approach by bootstrapping. Note that only regimes with 
a persistence of at least 5 days are retained and that a 

transition is defined as the direct succession between two 
different weather regimes.

The weather regimes analysis reveals that some spatial 
patterns exhibit small but statistically significant differ-
ences between the two experiments. In particular, the EAP 
and ZO regimes have a slightly stronger eastward exten-
sion in HRES compared to SMTH. Differences in fre-
quency of occurrence between HRES and SMTH weather 
regimes does not exceed ±1 % except for BL (2 %), and 
does not reveal significant changes. Preferred transitions 
remain the same between the two experiments (Table 1). 
The most favorable transition is GA towards EAP in both 
experiments, but is reduced by 25 % in HRES compared to 
SMTH.

Fig. 8  Difference between HRES and SMTH of the mean zonal wind 
averaged between 200 and 300 hPa isobaric surfaces (in m s−1), for 
extended winter (Nov–Mar). Black contours show the mean SMTH 
climatological values. Hatching shows regions where the HRES-

SMTH difference is t statistically different from 0 at the 10 % signifi-
cance level (note that statistical significance does not reach the 5 % 
level)

Table 1  Number of transitions between two persistent (minimum 5 days length) and directly consecutive weather regimes over North Atlantic, 
for HRES (italic) and SMTH (underline) experiments

The bold values indicate the 5 predominant types of transitions, underlying that they are the same in both experiments. However the statistical 
significance has not been tested, given the relatively small number of events considered. Extended winter (Nov–Mar)

From AR BL EAP ZO GA

To

 AR 14 16 7 2 8 8 8 3

 BL 7 7 6 10 12 13 1 0

 EAP 6 4 2 6 8 7 23 30

 ZO 8 7 16 13 5 8 2 2

 GA 19 20 1 0 9 8 0 3
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5.2  Storm tracks

We now investigate the impact of the SST front in the Gulf 
Stream region on storm tracks over North Atlantic in win-
ter. The horizontal resolution of ARPEGE has been shown 

to be fine enough to represent storms explicitly. A recent 
study from Michel et al. (2012) has shown a relationship 
between winter weather regimes over North Atlantic and 
storm tracks population and distribution. In the follow-
ing, we refer as storm tracks the systems detected with the 
tracking algorithm (presented in Sect. 2.5) which last at 
least two consecutive days and reach a maximum of vor-
ticity equal or superior to 2 × 10−4 s−1 for one time step 
at least. This filter removes all local minima of vorticity 
that may be detected but do not correspond to a realistic 
storm. Figure 9a shows the density of storm tracks per 
extended winter season over North Atlantic simulated in 
HRES. The Gulf Stream region and its eastward exten-
sion are the regions where the density is the largest, with 
more than 20 storm events per season in average. It is also 
the region with the largest interannual variability. Another 
storm track density maximum of similar amplitude occurs 
south of Greenland while a secondary one is located over 
the Mediterranean region. Previous studies have shown the 
impact of baroclinicity on storms generation and trajecto-
ries (e.g., Rivière 2009). Here we investigate whether the 
presence of small-scale SST patterns have any influence 
on the Atlantic storm tracks. The comparison between 
HRES and SMTH shows large and statistically signifi-
cant differences in term of winter storm tracks density 
(Fig. 9b). Storm track density in HRES decreases over 
the northern part of the front and its eastward extension 
towards the Irminger Sea, as well as over the Nordic seas 
and Scandinavia, while it increases over the sub-tropical 
part of the front and the Mediterranean Sea. The former 
changes can be seen as a southward shift of the storm track 
density off the east coast of North America onto the maxi-
mum of SST gradient. This effect was already suggested 
by Woollings et al. (2010) but it has a stronger amplitude 
and wider geographical extent here as well as in Small 
et al. (2014). Using standard diagnostic such as band-pass 
filtered transient 850 hPa eddy heat fluxes and meridi-
onal wind variance to directly compare with results from 
Small et al. (2014), the ARPEGE model response seems to 
have a smaller amplitude (heat flux) or a different pattern 
(meridional wind). These differences may be partly related 
to the stronger SST smoothing used in Small et al. (2014) 
compared to ours (leading to larger changes in SST gradi-
ent amplitude in their study) and to different mean state 
biases.

The sensitivity of storm tracks response to small-scale 
SST in the Gulf Stream region to the large-scale atmos-
pheric flow is further investigated by compositing storm 
tracks into the weather regimes in which they spent the 
most time (Fig. 10). First, the decomposition according to 
the weather regimes (Fig. 10a–e) shows that the storm track 
distribution over the Euro-North Atlantic domain depends 

Fig. 9  Storm tracks density over North Atlantic during extended win-
ter (Nov–Mar, in number of storm tracks per season). a HRES mean 
(colors and thin black contours) and standard deviation (yellow to red 
contours, from 2 to 6 with a stride of two storm tracks per season). 
b Composite of HRES compared to SMTH. Hatching shows regions 
where the difference is significantly different from 0 at the 5 % signif-
icance level. c Same as b but only for storm tracks that pass over the 
Gulf Stream region as represented by the thick black contoured box
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on the large-scale atmospheric flow. The EAP regime con-
centrates about 25 % of the total density over the main 
storm track with a spatial pattern very similar to the mean 
climatology. This model regime is a variant of the classical 
zonal regime although it has a slightly more zonal path in 
our model. It also presents a significant variability (more 
than four storm tracks per season over the central North 
Atlantic). Storm tracks over Mediterranean coastal area 
and Southern Europe are more or less evenly distributed 
among all weather regimes, except for BL. The large exten-
sion of the atmospheric blocking centered over the North 
Sea induces a northeastward deviation of the zonal mean 
flow over North Atlantic that prevents storm tracks from 
reaching Europe. Then the comparison between HRES and 

SMTH reveals that storm-track changes are specific to cer-
tain regimes (Fig. 10f–j). The BL and AR regimes experi-
ence a reduction of storms over the main storm-track axis 
and north of it. This reduction extends south and east of 
Greenland and to the Nordic seas, but the strongest effect 
occurs when the BL regime is excited. In contrast the EAP 
and ZO regimes show an increase in storm-track density 
slightly south of the SST front, and over the Mediterranean 
Sea. No significant change is detected for the GA regime. 
The spatial distribution of large-scale changes between 
HRES and SMTH shows intra-regime consistency that 
does not appear when considering all days together, and 
strong inter-regime contrasts. These results confirm the rel-
evance of the storm attribution to weather regimes to study 

Fig. 10  Same as Fig. 9 but 
storm tracks are attributed to the 
five weather regimes of HRES 
and SMTH. a–e and f–j cor-
respond respectively to AR, BL, 
EAP, ZO and GA. The standard 
deviation is given by yellow, 
orange and red contours, with 
values of 1, 2 and 4 storm tracks 
per season. Hatching shows 
regions where the difference is 
significantly different from 0 at 
the 5 % level
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the storm-track response to small-scale SST forcing in the 
Gulf Stream region.

We ask now whether these changes reflect trajectory 
changes or storm generation changes. Figure 11 shows the 
difference in storm generation between HRES and SMTH. 
Over the North Atlantic and Europe domain, the spa-
tial pattern of the difference between HRES and SMTH 
of the storm generation density (Fig. 11b) is close to that 
of Fig. 9b. The local response over the Gulf Stream front 
shows an increase of about 20 % of storm generation associ-
ated with spatial small-scale SST variability. Also, remote 
response of storm generation to the Gulf Stream SST front 
shows an increase of similar amplitude located at the north 
of the Mediterranean basin. These spatial pattern and ampli-
tude of the differences between HRES and SMTH sug-
gest that storm track density changes are primarily due to 
changes of storm generation spatial distribution in the Gulf 
Stream region and its northeastward extension as well as in 
the Mediterranean basin. The eastward orientation of the 
large-scale mean flow may explain the generally wider and 
eastward extension of the storm track density anomalies 
compared to the storm generation density anomalies in those 
regions. However, near the southeast part of Greenland and 

over the Barents Sea, storm generation changes cannot 
explain storm tracks density changes. Over those regions, 
Fig. 9b shows small and barely statistically significant 
decrease of storm track density. However these changes 
become significant when considering only the storm tracks 
that pass over the Gulf Stream region, hence that are directly 
impacted by the SST front. The direct impact of the small-
scale SST on storm trajectories is isolated by filtering the 
storms that cross the Gulf Stream domain for at least one 
time step, here a 6-h period (Fig. 9c). Comparison between 
Fig. 9b, c shows that on the southeast of Greenland and 
over the Nordic Seas, the decrease of storm track density is 
due to storm trajectories changes. Two mechanisms can be 
involved in the local storm response above the SST front. 
First, enhanced surface heat fluxes above the warm side of 
the SST front in HRES compared to SMTH act to moisten 
and warm the air in the MABL that lead to an additional 
amount of latent heating that can fuel the storms passing 
above the warm side of the SST front. The opposite effect 
applies on the cold side of the front and explains the storm 
tracks density reduction near the coast. The second mecha-
nism is related to baroclinicity changes due to the presence 
of enhanced SST and related air temperature gradients in 
the MABL. However, as the SST changes are typically of 
small spatial scale, it is not clear whether these baroclinicity 
changes can efficiently affect baroclinic waves (Woollings 
et al. 2010). The remote changes over the Mediterranean 
Sea are linked to the previously mentioned changes in EAP 
and ZO regime spatial patterns. As the EAP regime has the 
highest storm track density and is more zonal in HRES than 
in SMTH, the southwest-northeast tilt of cyclone pathways 
is reduced and more storms end up on the northern rim of 
the Mediterranean basin.

5.3  Links with Rossby wave breaking

We now investigate the role of RWB in association to the 
changes between HRES and SMTH. Figure 12 shows the 
winter climatology of RWB frequencies for SMTH averaged 
over four (200-, 250-, 300- and 400-hPa) isobaric surfaces. 
The Atlantic sector exhibits local maxima in the anticyclonic 
and cyclonic RWB. The most frequent anticyclonic RWB 
frequencies extend from the southwest Atlantic to the east-
ern Mediterranean with a maximum in the central subtropi-
cal Atlantic. The cyclonic RWB frequency map exhibits two 
maxima of smaller amplitude: the main one is located south 
of Greenland while a secondary one occurs slightly north of 
the Mediterranean region. These results are in good agree-
ment with those of Strong and Magnusdottir (2008) using 
reanalysis data and a different RWB algorithm. It is useful at 
this point to summarize the effect of RWB on the zonal flow 
averaged over nearby longitudes. For anticyclonic RWB, the 
zonal flow is accelerated north of the latitude of breaking 

Fig. 11  Same as Fig. 9 but for density of storm generation
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and decelerated south of that latitude. For cyclonic RWB, 
the zonal flow is decelerated north of the latitude of break-
ing and accelerated south of that latitude. We now detail 
the RWB frequency differences between HRES and SMTH 
in relation with the upper-tropospheric zonal wind changes 
(Fig. 13). The main changes in anticyclonic RWB occur in 
the eastern Atlantic with an increase and decrease (20 and 
10 %) off the coasts of Western Europe and Africa, respec-
tively. The increase in the central and northeastern Atlantic 
would favor the accelerated zonal flow south of Greenland 
seen in Fig. 8. An increase (15 %) of cyclonic RWB occurs 
in the central Atlantic between 30N and 60N as well as over 
the northeast side of the Mediterranean region. The increase 
and northward displacement of the subtropical jet (see also 
Fig. 8 for its mean position in SMTH) is related to changes 
in both anticyclonic and cyclonic RWB over the subtropical 
Atlantic and northwestern Africa.

6  Summary

Two ensembles of simulations with the global high-res-
olution ARPEGE atmospheric model have been used to 
investigate the possible winter response of the atmosphere 
over the North Atlantic European domain to the presence of 
small-scale SST patterns. The two ensembles differ by the 
prescribed SST boundary forcing, that is spatially smoothed 
over the Gulf Stream region in one of the ensembles. It 
was first shown that the model has a realistic large-scale 
circulation climatology and reasonable representation of 
the winter small-scale air–sea interaction coefficient com-
pared to the observations. Then the ARPEGE model has 
shown a strong local response to small-scale SST patterns 
in terms of latent and sensible heat fluxes, precipitation, 
and cloudiness. Amplitude of turbulent heat flux changes is 
about 30 % over the SST front, with a maximum of 50 %. 

Fig. 12  a Anticyclonic and b 
cyclonic Rossby wave break-
ing frequencies (thick black 
contours, contour interval is 
3 × 10−2 day−1) averaged on 
200-, 250-, 300- and 400-hPa 
isobaric surfaces, in SMTH 
experiment. These results are 
SMTH experiment in extended 
winter (Nov–Mar). Shading 
represents zonal wind averaged 
between 200 and 300 hPa (in 
m s−1)
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They are larger over the warm side of the front and mainly 
originate from wind and stability changes through signifi-
cant difference of the latent heat flux transfer coefficient. 
The local hydrostatic pressure adjustment in the MABL 
is the main mechanism responsible for the surface wind 
convergence response in the model to the small-scale SST 
forcing, as suggested by previous studies with similar mod-
eling framework in terms of spatial and time scales. This 
does not mean that this mechanism explains the full wind 
response as shown by Takatama et al. (2015). They dem-
onstrate that the downward mixing mechanism explains the 
wind curl response in their regional model experiments.

The remote influence of small-scale SST patterns has 
also been investigated. The Atlantic storm track is very 
sensitive to the presence of small-scale SST patterns in the 
Gulf Stream region. The latter leads to a southward shift 
of the storm track density off the coast of North America 
onto the maximum SST gradient. A significant increase 

is also depicted over Greenland, the Nordic seas and over 
the northern part of the Mediterranean basin. Changes are 
about 10–20 % in these specific regions and involve both 
storm genesis changes and a shift of the main storm track. 
Decrease in storm track activity off the North American 
east coast occurs primarily under BL and AR regimes, 
while an increase along the warm side of the Gulf Stream 
SST front and the Mediterranean basin occurs under the 
EAP and ZO regimes. In summary, it seems that the main 
mean effect of the small-scale SST patterns is to lead to a 
more zonally-oriented storm track with a slight southward 
shift off the North American east coast. Changes also occur 
with regard to the upper tropospheric zonal wind. The 
effect of small-scale SST patterns manifests as a tripolar 
structure of zonal winds with an increase south of Green-
land, a decrease in the central North Atlantic and a slight 
northward shift of the subtropical jet. These changes have 
been linked to changes in spatial patterns of anticyclonic 

Fig. 13  Differences between 
HRES and SMTH in a anticy-
clonic and b cyclonic Rossby 
wave breaking frequency (black 
contours, contour interval 
is 4 × 10−3 day−1, negative 
values are dashed, thick line 
is for the 0 isoline). Shading 
represents zonal wind difference 
between HRES and SMTH (in 
m s−1) averaged between 200 
and 300 hPa. These results are 
SMTH experiment in extended 
winter (Nov–Mar). Stippling 
indicates significant difference 
in Rossby wave breaking fre-
quency at the 10 % significance 
level
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and cyclonic RWB frequency. Cyclonic RWB changes 
seem to be the main driver of the acceleration and shift of 
the subtropical jet over the eastern Mediterranean region. 
Note also that the increase of cyclonic RWB south of 
Greenland could explain the slight reduction in BL occur-
rence frequency, as suggested by Michel and Rivière 
(2011). The RWB changes thus would support the promi-
nent role of RWB in shaping the upper-tropospheric zonal 
wind response to the presence of small-scale SST patterns.

Future work will address the same questions in a fully 
coupled framework using partial coupling experiments 
and switching on and off the spatial smoothing of the SST 
coupling field in the region where coupling is active. The 
sensitivity of the atmospheric response to small-scale SST 
patterns should be investigated by using different surface 
flux and MABL parameterizations. This could also help 
explaining the underestimation of air–sea interaction dur-
ing summer. These model sensitivity studies should be 
done in both forced and coupled mode. Other regions 
where the small-scale air–sea interaction is strong, such as 
the Kuroshio and the Southern Ocean, should be investi-
gated as well.
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