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ABSTRACT

Effects of Atlantic sea surface temperature (SST) anomalies on the North Atlantic low-frequency atmospheric
variability are examined by analyzing two ensembles of integrations of the ARPEGE general circulation model
(GCM) forced with differently configured observed SSTs and sea ice extents (SIE) over the 1948-98 period.
An attempt is made to separate the forced atmospheric response from internal atmospheric variability by using
a signal-to-noise maximizing empirical orthogonal function (EOF) analysis. This method yields an estimate of
the most detectable common forced response given the knowledge of internal variability provided by the en-
semble. Applying the algorithm to North Atlantic atmospheric model data leads to an atmospheric response
associated with a tripole pattern in North Atlantic SSTs. The spatial structure of the forced response, which is
most consistent in winter, shows a dipole pattern in mean sea level pressure projecting onto the North Atlantic
Oscillation. Examination of other atmospheric variables shows a very coherent signal with a quasi-barotropic
signature. Additional atmospheric integrations with idealized SST anomaly patterns demonstrate the primary
role of the tropical North Atlantic SST anomalies in generating the forced response. The physical mechanism
involves related changes in tropical convection, Hadley circulation, and the modulation of the stationary and
transient planetary-scale waves by the low-frequency variability in subtropical winds induced by the persistent
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tropical circulation anomalies.

1. Introduction

During the past few decades there has been consid-
erable effort devoted to obtaining a better understanding
of natural climate variability inthe North Atlanticregion
on monthly to interdecadal timescales. However, the
mechanisms governing these climatic fluctuations are
still not fully understood. A number of recent studies
have sought to identify the nature of the variability at
different timescales by analyzing both observational re-
cords and results of climate model simulations. Yet, one
does not know whether coupled dynamical processes
play a role or if climate variability arises through in-
ternal instabilities in one climate system component that
imprints its changes on the other components. There has
been a great deal of work trying to confirm which of
these two hypotheses is valid for a given timescale.

On monthly timescales, there is strong evidence that
much of the observed ocean variability is driven by
atmospheric forcing. First, the dominant spatial scales
of the observed SST anomalies are much larger than
the ocean’s Rossby radius of deformation and compa-
rable to the observed scale of low-frequency atmo-
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spheric anomalies. Second, lag-correlation analyses
clearly indicate that the atmosphere is leading the ocean
in the extratropics (Wallace and Jiang 1987). Thermo-
dynamic and wind-induced mechanisms such as buoy-
ancy and momentum air—sea exchange, entrainment, and
vertical mixing have been proposed to explain how the
extratropical atmosphere forces upper-ocean tempera-
ture anomalies on monthly to seasonal timescales (Fran-
kignoul 1985; Cayan 1992a,b). Once the latter have
been generated, the surface turbulent heat flux acts as
a negative feedback with an averaged magnitude of 20
W m-2 K-t (Frankignoul et al. 1998). On interannual
timescales, the persistence of SST anomalies may be
due to the reemergence mechanism (Alexander and De-
ser 1995). Upper-ocean temperature anomalies created
over a deep mixed layer in winter may be preserved in
the summer thermocline and reappear at the surface in
the following fall or winter.

On interdecadal timescales, the ocean dynamicscould
be responsible for sustaining or modulating the atmo-
spheric variability modes. The dominant mode of at-
mospheric behavior in the North Atlantic sector iscalled
the North Atlantic Oscillation (NAO) and is character-
ized by a large-scale alternation of atmospheric mass
with centers of action near the Icelandic low and the
Azores high. It is robustly present in every month of
the year (although it is more pronounced during winter;
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Barnston and Livezey 1987) and accounts for the largest
fraction of interannual variability in monthly North At-
lantic sea level pressure (SLP; Rogers 1990). Severa
authors have defined climatic indexes using SL P anom-
alies near the Azores and Iceland for the last 150 years
or so, and searched for potential oscillatory behavior in
NAO time series (Rogers 1984; Hurrell 1995; Jones et
al. 1997). Even longer records for the NAO index have
been constructed from tree-ring-based data (1701-1980;
Cook et al. 1998) and Greenland ice cores (Appenzeller
et al. 1998). Spectral analyses show that the NAO has
a rich spectrum of variability, including quasi-biennal,
decadal, and interdecadal spectral peaks (Hurrell and
van Loon 1997). However, the statistical significance of
these peaks is not clearly established. For instance, it
has been argued that the NAO SL P time series spectrum
is indistinguishable from a weakly red noise process
(Wunsch 1999) or that it has|ong-memory process prop-
erties (Stephenson et al. 1999). Furthermore, wavelet
analysis of the proxy data—based indexes shows essen-
tially a white spectrum but for the last century where
concentration of the spectral power at a 70-yr period
occurs leading to slight reddening (Appenzeller et al.
1998).

However, the reddening of the observed spectra, a-
beit rather slight, could suggest a potential link with a
slow component of the climate system. Atmospheric
GCMs forced by climatological SSTs display fluctua-
tions that resemble the spatial structure of observed
modes of variability such as the NAO, which strongly
suggests that these modes are intrinsic modes of the
atmosphere (Marshall and Molteni 1993). On the other
hand, the reddening of the observed spectrum is not
captured in these experiments that display awhite spec-
trum for the NAO-like variability mode (Terray and Cas-
sou 2000). Furthermore, there are strong physical ar-
guments suggesting that the Atlantic Ocean may play
an active role in modulating climate on interdecadal
timescales. Bjerknes (1964) investigated SST and SLP
variability in the North Atlantic and showed that inter-
decadal warming corresponded to an enhancement of
the prevailing westerly winds over the positive SST
anomalies. Thisisin clear contrast with the seasonal to
interannual warming case where positive SST anomalies
coincide with a weakening of the westerlies. Kushnir
(1994) demonstrated that, while the picture of local air—
seainteraction does apply to seasonal to interannual SST
anomalies, interdecadal ones may result from a basin-
scale dynamical interaction between the large-scale oce-
anic circulation and the overlying atmosphere.

The situation is not as clear for interannual to decadal
fluctuations. Ensembles of atmospheric GCM integra-
tions forced by the history of SST variations show en-
semble-mean skill in reproducing the NAO variability
on interannual timescales (Rodwell et al. 1999; Mehta
et a. 2000). As the SST forcing is global, it cannot be
concluded from these experiments in which oceanic re-
gions are responsible for the atmospheric forced re-
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sponse. At near-decadal timescales, there is strong ev-
idence of slow (only few cm s—t) propagation of SST
anomalies along the North Atlantic Current (NAC) at
the boundary of the subtropical and subpolar gyres
(Hansen and Bezdek 1996; Sutton and Allen 1997).
However, there is not yet evidence for a strong atmo-
spheric response to these midlatitude SST anomalies.
Whether North Atlantic SST anomalies have an impact
on the atmospheric circulation is a crucial point if one
wants to explain low-frequency variations by invoking
midlatitude ocean—atmosphere coupling. Many model-
ing studies have addressed this question by using ide-
alized or observed SST anomaly patterns to force an
atmospheric GCM (Palmer and Sun 1985; Kushnir and
Lau 1992; Ferranti et al. 1994; Lau and Nath 1994; Peng
et al. 1995; Kushnir and Held 1996). The picture emerg-
ing from these studies is a rather confusing one as sum-
marized in Peng et al. (1997). Low-resolution models
tend to exhibit either no response, a shallow baroclinic
response with a low-level trough and an upper-level
ridge downstream of a positive SST anomaly, or an
equivalent barotropic response with a trough growing
with height. On the contrary, high-resolution model ex-
periments with positive SST anomaly give a down-
stream anomalous ridge with an equivalent barotropic
structure. Peng and Whitaker (1999) have shown the
important role of the transient eddies vorticity fluxesin
forcing the barotropic response. This vertical structure
of the response is similar to the one that is observed to
covary with anomalous SSTs. However, even in the
high-resolution model experiments, large differencesre-
main regarding the amplitude of the response, its sea-
sonality, and the role of nonlinearities. The only agree-
ment lies in the fact that the atmospheric response to
extratropical anomalies is weak but not negligible. The
typical signal-to-noise ratio for the interannual response
to midlatitude anomalous SST is between 0.1 and 0.2
in the current generation of models, while it increases
for longer timescales (Kushnir et a. 2002).

Another cause for low-frequency atmospheric vari-
ability over the North Atlantic can haveitsoriginin the
tropical Atlantic Ocean variability (TAV) through trop-
ical—extratropical connection. The TAV is known to
have severa modes coming from different sources.
First, the tropical North Atlantic SST variability is
linked to (EI Niflo—Southern Oscillation) ENSO-related
fluctuations through the tropospheric bridge and effects
of altered northeasterly winds on evaporative and sen-
sible heat fluxes (Enfield and Mayer 1997; Klein et al.
1999; Saravanan and Chang 2000). Another mode of
TAV is the so-called dipole SST mode: its meridional
structure is revealed by the correlation between tropical
Atlantic SST and rainfall over northern Nordeste (NNE)
Brazil (Nobre and Shukla 1996). As suggested by some
model studies, this SST dipole could arise from alocal
air—sea feedback mechanism between the wind-induced
latent heat flux and SST (Chang et al. 1997). Further-
more, it seems to weakly operate at the decadal time-
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scale while interannual fluctuations are mainly nondi-
polar in character (Enfield et al. 1999).

Few modeling studies have documented possible
mechanisms for the tropical—extratropical linkagein the
Atlantic. A recent study by Robertson et al. (2000) sug-
gests that the NAO may be remotely influenced by trop-
ical South Atlantic SST variability. Specifically, anom-
alous SSTs in the tropical South Atlantic can induce
meridional shiftsin the Hadley cell formed by convec-
tion over the Amazon and subsidence over the subtrop-
ical North Atlantic, which can then affect the NAO
mode. Another study based on an AGCM coupled to a
slab ocean has shown that tropical Atlantic SST fluc-
tuations selectively enhance variance of the NAO (Wa-
tanabe and Kimoto 1999). The latter study also pointed
out the central role played by the midlatitude transient
eddy feedback in generating the extratropical height
anomalies associated with the dominant modes of trop-
ical Atlantic SST variability. There is also modeling
evidence for a relationship between cross-equatorial
SST gradient variability and the extratropics through a
barotropic teleconnection (Okumura et al. 2001). The
latter study also suggested potential positive feedback
mechanisms relying on wind-induced evaporation and
low-level stratiform clouds in the subtropics. Finally,
while the subtropical part of the SST tripole plays a
subtantial role in many modeling experiments, the ex-
tratropical Atlantic SST anomalies also influence the
atmospheric response and the effects are not additive
(Sutton et al. 2001).

This work addresses the following focal questions:;
Do the Atlantic SSTs influence the atmospheric low-
frequency variability over the extratropical North At-
lantic—European (NAE) region? Which are the key oce-
anic regions having the dominant forcing effect onto the
atmosphere? What are the amplitude and the signal-to-
noise ratio of the atmospheric response? What are the
mechanisms responsible for a significant atmospheric
response, if any? To investigate in detail the NAE at-
mospheric response to observed interannual SST fluc-
tuations, the following strategy was followed. First, two
ensembles of atmospheric GCM integrations were per-
formed. The first one is an ensemble of eight atmo-
spheric simulations forced by the global observed SST
and sea ice extents (SIE) for the period 1948-98. A sig-
nal-to-noise maximizing EOF analysis was then applied
in order to identify the dominant forced response and the
associated forcing pattern as well as its time evolution.
A second ensemble of four atmospheric simulations was
also performed with the observed SST field in the At-
lantic only and the climatol ogy el sewhere. The same EOF
analysis was also applied in order to confirm the initial
results and to clearly separate the impact of the Atlantic
SSTs. The forcing SST pattern emerging from these two
ensembles of integrations was then used to force the at-
mospheric model in several anomaly experiments. The
latter were used to understand the mechanisms behind
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the forced response and to investigate the comparative
role of different regions of Atlantic SSTs.

The structure of the paper is as follows. Section 2
describes the atmospheric model, the experimental de-
sign, and the data preprocessing. Section 3 explains how
to extract the dominant forced response from an ensem-
ble of integrations and compares it to observations. Pos-
sible physical mechanisms underlying this SST forcing
are discussed in section 4. Section 5 gives a summary
and directions for future work.

2. The experimental design and data processing
a. The model and the used simulations

The atmospheric GCM used in the present study is
derived from the ARPEGE/IFS forecast model and is
described by Déqué et al. (1994). The present version
uses aspectral T63 triangular horizontal truncation. Dia-
batic fluxes and nonlinear terms are calculated on a
Gaussian grid of about 2.8° latitude by 2.8° longitude.
The vertical is discretized over 31 levels (20 levelsin
the troposphere) using a progressive vertical hybrid co-
ordinate extending from the ground up to about 34 km
(7.35 hPa). Further details about the model physics
package can be found in Cassou and Terray (2001b).

The multidecadal simulations used in this work are
the same 8-member ensemble as the one described in
Cassou and Terray (2001b). Each member was inte-
grated from 1 January 1947 to 31 March 1998 with
lower boundary forcing provided by a blend of two
reconstructed Global Sea Ice and Sea Surface Temper-
ature datasets (GISST; Rayner et a. 1997); namely, the
GISST 2.3 from 1947 to 1982 and the new released
GISST 3.0 package from 1983 to 1998. These simu-
lations are of the Global Ocean—Global Atmosphere—
type (GOGA) meaning that monthly observed SSTs are
prescribed globally. The eight GOGA simulations differ
only by their initial atmospheric conditions. In addition
to the GOGA simulations, a 4-member ensemble of the
Atlantic Ocean—Global Atmosphere-type (AOGA) is
also analyzed in this work. The AOGA set of experi-
ments are forced with the same SSTs except that the
forcing is specified only in the Atlantic north of 45°S.
Thereis a 10°-wide buffer zonein the Southern Atlantic
where SSTs are gradually damped to the climatological
values. Climatological SST monthly means are assigned
elsewhere in the global oceans. All these simulations
give a set of 50 complete years, the first simulated year
being discarded in the subsequent analyses to account
for the adjustment time of the land surface and atmo-
spheric variables. The GOGA climatology and the mod-
el variables of interest are thoroughly described in Cas-
sou and Terray (2001b) and compare reasonably well
with that inferred from the National Centers for Envi-
ronmental Prediction—National Center for Atmospheric
Research (NCEP-NCAR) reanalysis. The latter paper
also provides a preliminary description of the simulated



15 NovEMBER 2002

forced variability as estimated from the GOGA ensem-
ble mean (GOGA-EM). The GOGA-EM NAOQ index has
a slightly red spectrum with energy concentration in a
broad 3-8-yr band and is associated with SST fluctu-
ations over both the tropical Pacific and the North At-
lantic (Cassou and Terray 2001b).

b. Treatment of data

Monthly anomalies of atmospheric variables are ob-
tained by substracting the 400 (8 X 50) yr climatology
from the monthly data. Then, the standard seasonal
means [December—January—February (DJF); MAM;
JJA; SON] are constructed by averaging over a 3-month
period. As this work is focused on low-frequency at-
mospheric fluctuations (with periods between 3 and 10
yr), these timescales are emphasized by removing any
linear trend and low-pass filtering for each set of sea-
sonal means. The filtering retains fluctuations with pe-
riods greater than 3 yr and uses a fourth-order Butter-
worth filter. Note however that the spatial structure of
the dominant forced atmospheric variability modes pre-
sented in this paper is not sensitive to the low-frequency
data filtering. The latter impacts the time evolution of
the forced response by stressing quasi-decadal fluctua-
tions. This work will concentrate on the winter (DJF)
and spring (MAM) seasons that show the largest exter-
nally forced variance as depicted by the analysis of var-
iance (ANOVA) analysis (Cassou and Terray 2001b).
The subsequent analysis will be performed mostly on a
North Atlantic (NATL) domain, from 10° to 80°N in
latitude and from 90°W to 0° in longitude. The principal
variable we analyze is the mean sea level pressure
(MSLP).

3. Dominant forced response to sea surface
temperature forcing

A common assumption in climate studiesisto divide
the atmospheric variability into an internal part, gen-
erated by the nonlinear dynamics of the atmosphere,
and an external part forced by the time-varying surface
boundary conditions (SST and SIE). While, in nature,
this separation is not necessarily physically meaning-
ful, it appears to be a sensible starting point as one is
interested in timescal eslonger than those of the chaotic
components of the climate system. In this context, the
internal part of the variability is referred to as the
““noise’” as it is uncorrelated to the external forcing.
The external part is often termed the *‘signal’’ or the
““forced response’” and can be defined as the compo-
nent of the variability that depends solely on the ex-
ternal forcing, independent of the initial conditions.
Identifying the external part of the variability is im-
portant asit can provide potentially predictablesignals.
This determination of the forced response at midlati-
tudesisdifficult because the signal is often much weak-
er than the noise. Furthermore, the internal variability
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can have strong variance in the phase-space direction
of the forced response that contaminates the estimation
of the signal. Ensemble averaging can be used to sep-
arate the signal from the noise and gives a biased es-
timate of the true forced response (if the ensemble size
is infinite, the ensemble mean gives the true forced
response). In practice, the ensemble size is often too
small to get an unbiased estimate of the forced response
through direct ensemble averaging and theinternal var-
iability strongly contributes to the variability of the
ensemble mean. Given a finite number of ensemble
simulations, the issue is how to maximize the signal-
to-noise ratio (SNR) in order to get the most predict-
able signal, which is not necessarily the largest.

a. Sgnal-to-noise maximizing EOF analysis

The concept of optimal pattern detection can be used
to detect the dominant forced response in an ensemble
of atmospheric GCM simulations. Venzke et al. (1999)
applied the signal-to-noise maximizing EOF algorithm
developed by Allen and Smith (1997) to extract the
dominant MSLP forced response in the North Atlantic
sector from an ensemble of six simulations of the first
Hadley Centre Atmospheric General Circulation Model
(HadAM1). The same analysiswas also applied to study
the effects of tropical Atlantic SST anomalies on the
atmospheric circulation simulated by an ensemble of
integrations with the Climate Community Model
(CCM3; Chang et al. 2000). The reader is referred to
Venzke et al. (1999) for a detailed description of the
optimal detection algorithm. A brief outline is given
hereafter. The main steps of the algorithm are the fol-
lowing: first, any spatial correlation in the noise con-
taminating the ensemble mean is removed by applying
a prewhitening filter (PWF) which makes the noise spa-
tially white. In order to build the PWF, one needs an
estimate of the leading EOFs of the noise covariance
matrix. Asin Venzke et al. (1999), it is estimated from
the deviations of each ensemble member from the en-
semble mean. Furthermore, in order to avoid poorly
sampled noise EOFs, it is necessary to confine the anal-
ysis to the K leading EOFs. The truncation level, K, is
determined using the technique mentioned in Venzke et
al. (1999). The results shown in this paper are robust if
K is chosen between 20 and 30. After applying the PWF
an EOF analysis of the ensemble mean is performed to
extract the dominant forced response. The algorithm
gives a spatial pattern that is an unbiased estimate of
the first EOF of the external part of the variability (i.e.,
the dominant forced response). The associated time se-
ries [or principal component (PC)] is called the opti-
mized PC (OPC) and gives the time evolution of the
dominant forced response. The algorithm yields also
optimal filter patterns (OPF) that optimally discriminate
between the signal and the noise (in other words, they
have large amplitude when the SNR is high). In contrast
with standard EOF-based methods, the signal-to-noise
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Fic. 1. (a) Regression coefficients (hPa; contour lines) and fraction of total ensemble-mean
variance explained (shaded where significant at the 95% confidence level) by the regression of

GOGA ensemble-mean winter mean SLP data onto the associated OPC. (b) Regression coefficients
(K; contour lines) and fraction of total variance explained (shaded where significant at the 95%

confidence level) by the regression of observed SST anomalies onto the associated OPC.

maximizing EOF analysis does not use the SST field to
identify the forced response. The surface forcing pattern
is obtained a posteriori by regressing the surfaceforcing
field (SST) onto the OPC.

b. The dominant forced responses over the North
Atlantic sector

1) THE ENSO INFLUENCE

The algorithm was applied to the winter and spring
seasonal means of the MSLP from the GOGA simula-

tions. The dominant signal is the remote response to
ENSO activity. For instance, Fig. 1 shows the leading
mode of SST forced MSLP variability in DJF with the
associated SST forcing field for the NATL domain. The
SST map clearly shows an ENSO signal in the tropical
eastern and central Pacific associated with atilted band
of low pressure anomalies over the North Atlantic. The
MSLP pattern is very similar to the one obtained in
Venzke et al. (1999) with different relative magnitudes
for the two main centers of action. In our experiment,
the main center of action is located over the central
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Fic. 2. OPC obtained by projection of GOGA ensemble-mean win-
ter mean SLP data onto the optimal filter and low-pass-filtered (3 yr)
Nifio-3 index. Both time series have been normalized.

North Atlantic and not in the subtropics. This may well
be due, as noted in Cassou and Terray (2001b), to an
overestimated eastward extension of the Pacific North
American (PNA) pattern in the ARPEGE model during
the winter season. A similar analysis for the spring sea-
son gives a MSLP pattern in close agreement with the
one in Venzke et al. (1999). Figure 2 presents the time
evolution of the dominant forced response for the winter
season together with alow-passfilter (3 yr) of the Nifio-
3 index. The OPC is clearly dominated by interannual
fluctuations characteristic of ENSO variability (the two
time series are correlated at 0.83, which is significant
at the 99% level allowing for persistence).

2) THE ATLANTIC SST FORCING

As one is interested by possible local forcing through
the Atlantic SSTs, the atmospheric part of the variability
that is linearly induced by ENSO was removed from the
analyzed dataset. Precisely, the regression of the GOGA
MSLP data with the Nifio-3 index was computed. The
signal-to-noise maximizing EOF andysis was then re-
peated with the “ENSO removed” data (the residuals of
the regression analysis). Figure 3 shows the leading at-
mospheric MSLP forced response and the related SST
forcing pattern for both the winter and spring seasons. The
dominant winter MSLP response over the NATL domain
has a stronger than usual subtropical high pressure center
and a deeper than normal Icelandic low, characteristic of
a positive NAO phase. Again, the MSLP spatia pattern
is close to the one found by Venzke et al. (1999) and
exhibits a smilar asymmetry in amplitude between the
two centers of action. It is dightly shifted southward and
more central in our case, thereby bearing a stronger re-
semblance to the canonical NAO pattern. The significance
of the response and the amount of explained forced var-
iance is high in the Tropics, weaker at midlatitudes, and
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not significant around the Icelandic low region. The as-
sociated SST forcing pattern exhibits the familiar tripole
structure that has been described for instance in Deser and
Blackmon (1993) and Sutton and Allen (1997). The re-
gression pattern is significant at the 95% level over alarge
part of thetropical North Atlantic, whileit isnot detectable
over the two northern branches of the tripole. Thisdightly
differs from Venzke et al.’s results where the midlatitude
branch was quite significant and the tropical one had weak-
er amplitude. Two additional centers also appear over the
central tropical and central North Pacific. No clearly sig-
nificant MSLP anomdlies are found to be associated with
these Pacific SSTs (not shown). The winter GOGA OPC
is significantly correlated with the observed NAO index
as defined by the principal component time series of the
leading EOF of the winter MSLP anomalies over the NAE
region. If the NAO index is low-pass filtered (retaining
periods greater than 3 yr), the correlation is 0.61 and is
significant at 99% level with 16 degrees of freedom. With
no filtering, the correlation is still 0.46 and is significant
a the 95% level adlowing for persistence. Although the
amospheric fluctuations are mostly dominated by the
NAO intrinsic variability, these results suggest that aweak
but not negligible (around 20%) fraction of the interannual
NAO variance can be considered as a response to SST
forcing.

For the spring season, the MSLP forced response is
not as coherent spatially. It exhibits a band of negative
anomalies from Greenland to the British I slesassociated
with a zonal dipole in the subtropics (with negative
anomalies off the Florida coast and positive ones along
the West African coast). The SST forcing pattern dis-
plays the tripole (with weak amplitude) and is only de-
tectable off the West African coast. These results dis-
agree with those of Venzke et al. where the spring re-
sponse was found to be the most consistent.

3) THE AOGA EXPERIMENTS

Removing the effects of ENSO using linear regression
onto the Nifio-3 index is certainly a rough approxima-
tion. To confirm the results of the previous section, the
signal-to-noise maximizing EOF analysis was also ap-
plied to the AOGA experiments where the observed
interannual SST forcing is prescribed only in the At-
lantic. Note that indirect ENSO effects can still be pre-
sent in this set of simulations through the atmospheric
bridge between the eastern Pacific and the western trop-
ical North Atlantic (Klein et al. 1999). Figure 4 shows
the leading mode of Atlantic SST forced MSLP vari-
ability for the DJF and MAM seasons as well as the
associated SST forcing patterns. In winter, the MSLP
spatial structure has a pattern close to that of the GOGA
|eading mode although the high-latitude center is shifted
northwestward over Baffin Bay. The amplitude of the
response is stronger at the midlatitude than its GOGA
counterpart, while the regions of statistical significance
have remarkable similarities. The associated SST pat-
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associated OPC. (b) Regression coefficients (K; contour lines) and fraction of total variance explained (shaded where significant at the 95%
confidence level) by the regression of observed SST anomalies onto the associated OPC.

tern bears a striking resemblance to that resulting from
the GOGA analysis and suggests again the central role
played by the tropical North Atlantic SSTsin generating
the atmospheric response. In spring, the M SLP response
differs from the GOGA one with anomalies of the same
sign in the Tropics and off Newfoundland associated
with anomalies over northern Europe of the opposite
sign. Inspection of the SST forcing pattern suggests
again the influence of the Atlantic tripole with its trop-
ical lobe being the only statistically significant region.
The amount of explained forced MSLP variance (for
both DJF and MAM) is high in the Tropics, weaker at
midlatitudes, and small at high latitudes. Examination
of the temporal evolution of the forced responses shows
that the AOGA winter OPC is strongly correlated to that
deduced from the GOGA ENSO removed data (the cor-
relation between the two time series is 0.78, which is
significant at the 99% level with 10 degrees of freedom;
Fig. 5). The AOGA winter OPC is also correlated to its
spring counterpart (correlation of 0.81, which is signif-
icant at the 99% level with 10 degrees of freedom). The
AOGA winter OPC exhibits quasi-decadal fluctuations
(with periods between 6 and 8 yr) superimposed on a
low-frequency trend. Negative phases of the NAO seem

to be favored in the first 20 yr while the positive phase
is dominant from 1970 onward. The major role of the
southern part of the tripole in generating the forced re-
sponse is confirmed by the high correlation between the
AOGA winter OPC and the tropical North Atlantic
(TNA) index as defined in Enfield et al. (1999; Fig. 6).
This suggests that the dominant forced atmospheric re-
sponse over the NAE region in the AOGA simulations
originates mainly from SST fluctuations in the tropical
North Atlantic.

To further demonstrate the tropical Atlantic SST role
in forcing an NAO-type response over the NAE region,
we have applied the climate regime methodology to the
AOGA dataset (Martineu et al. 1999). A clustering
scheme has been used to partition the total cloud of
simulated atmospheric states into a given number of
classes or clusters. Each individual atmospheric stateis
the realization of one particular event (one month of a
given winter and a given AOGA simulation) for agiven
atmospheric variable. Concatenated AOGA experiments
yield 480 atmospheric states (40 years X 3 months X
4 simulations) on which EOF filtering isapplied in order
to reduce the dimensionality of the system after pro-
jection onto the few leading modes (here the first 10
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Fic. 4. Asin Figs. 3ab, but for the AOGA ensemble mean and associated OPC.

EOFs have been retained as they explained more then
90% of the variance). The algorithm is based on the k-
means clustering method as detailed in Michelangeli et
al. (1995) and is applied to the 480 MSLP field maps
over the NATL domain. Given a prescribed number of

0.4 o o
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i —— OPC for GOGA DJF \

0.4 . - Lo o . . .
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Fic. 5. OPC for the AOGA ensemble (winter and spring seasons)
and for the ENSO-removed GOGA ensemble (winter only).

clusters k, the goal of the algorithm is to find a partition
of the dataset into k clusters that minimizes the sum of
variance within the clusters. The Euclidian distance is
used as the similarity measure. The optimal number of

Normalized index

—— TNA Index
——- OPC(mslp)

20 L . . . . . L I
1948 1953 1958 1963 1968 1973 1978 1983 1988 1993 1998

Years
Fic. 6. OPC obtained by projection of AOGA ensemble-mean win-
ter mean SLP data onto the associated optimal filter and low-pass-
filtered (3 yr) tropical North Atlantic index. Both time series have
been normalized.
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Fic. 7. Composite maps associated with the two climate regimes resulting from the application of the k-means clustering algorithm to the
mean SLP (hPa) unfiltered AOGA winter monthly means (DJF) for (&), (b) mean SLP (hPa) and (c), (d) SST (K). Shading indicates statistical

significance using a two-tailed t test at the 95% confidence level.

clusters k is found by using a reference noise model
(first-order Markov process) that provides confidence
thresholds for a classifiability index. The time occur-
rence of the resulting clusters can then be used to build
composites for any atmospheric or forcing (SST) var-
iables. The selection of eventsfor the compositeanalysis
is based on outputs from the hypergeometrical statistical
test that defines the years significantly represented in
each cluster (Martineu et al. 1999). The clustering anal-
ysisyieldsk = 2 and the resulting compositesfor MSLP
and SST are shown in Fig. 7. The composite for the
first cluster is characterized by anorth—south dipolewith
a positive anomaly over Greenland and corresponds to
the negative phase of the NAO (Fig. 7a). Conversely,
the second cluster composite resembles the positive
phase of the NAO (Fig. 7b). The associated SST com-
posites depict the North Atlantic tripole with statistical
significance restricted to the tropical part of the SST
pattern related to the negative NAO phase (Figs. 7c,d).
Considering the fact that the AOGA simulations are
forced simulations, these results do confirm the asso-
ciation between tropical Atlantic SST anomaliesand the
phases of the NAO. Furthermore, they suggest that this
relationship is asymmetric. While the negative phase of
the NAO is significantly associated with positive trop-

ical Atlantic SST anomalies, the reverse relationship is
much less clear. Possible reasons for this asymmetry are
given in the next section.

c. Sensitivity to the physical variable used in the
optimization

We have also applied the signal-to-noise maximizing
algorithm to other atmospheric variables from the
AOGA simulations such as the geopotential height at
500 hPa (Z500) as well as the zonal wind at 200 hPa
(U200). The resulting time series for the winter season
agree remarkably well with the MSLP OPC (Fig. 8a)
and the associated SST patterns are also very similar
(not shown). The spatial structure of the Z500 and U200
responses suggests the leading forced mode has a quasi-
barotropic signature (Figs. 8b,c). The Z500 pattern ex-
hibits a north—south-orientated dipolar structure that
projects very strongly upon the simulated NAO pattern
in its positive phase as depicted by the first EOF of the
Z500 anomaly field (not shown). Similarly, the U200
response shows a strengthening of the subtropical jet
over the Atlantic as well as a strengthening and north-
ward shift of the main jet off the east coast of North
America. The strengthening and splitting of the Atlantic
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Fic. 8. (a) OPC for the AOGA ensemble winter mean SLP, 500-hPa geopotential height, and
200-hPa zonal wind. (b) Regression coefficients (m; contour lines) and fraction of total ensemble-
mean variance explained (shaded where significant at the 95% confidence level) by the regression
of AOGA ensemble-mean winter 500-hPa geopotential height data onto the associated OPC. (c)
Same as in (b) but for 200-hPa zonal wind data. The regression coefficients are in m s=* (contour

lines).

jet is characteristic of the positive phase of the observed
and simulated NAO (Cassou and Terray 2001a). These
results indicate that the signal-to-noise maximizing EOF
analysis has identified a vertically and physically co-
herent signal. Furthermore, the spatial signature of the
forced response strongly projects onto the spatial struc-
ture of the main mode of internal variability as deduced

from a100-yr simulation with climatological SSTs. This
suggests the following interpretation: the low-frequency
influence of Atlantic SSTs onto the atmosphere over the
NAE region could be interpreted in terms of changes
in the frequency of occurrence of intrinsic atmospheric
circulation regimes. This approach has been used in the
climate change context to show that most of the recent
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algorithm to the mean SLP (hPa) AOGA winter monthly means (DJF). The classified data have
been detrended by retaining deviations from low-pass-filtered (periods greater than 3 yr) monthly
means. (c) Projection coefficients of AOGA ensemble-mean nondetrended mean SLP data onto
the cluster shown in (a). Filled circles represent seasonal average, and the black line is the 8-

yr running mean.

observed warming can be understood in terms of an
increase in the frequency of occurrence of a cluster rep-
resenting the so-called cold ocean warm land (COWL)
pattern (Corti et al. 1999). In order to test if the nonlinear
picture outlined above applies to the Atlantic SST forc-
ing, we have performed acluster analysis of winter NAE

500-hPa geopotential height monthly means from the
AOGA dataset for the 1949-98 period. The seasonal
cycle has been removed and the data further detrended
by applying a fourth-order Butterworth high-pass filter
that retains fluctuations of periods less than 3 yr. Figure
9 shows the two clusters representing the two phases of
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Fic. 10. Winter (DJF) difference field between the TAP (positive tropical SST anomalies) and TAN (negative
tropical SST anomalies) for (a) mean SLP (hPa), (b) 500-hPa geopotential height (m), (c) 200-hPa zonal wind (m
s71), and (d) 500-hPa temperature (K). Shading indicates statistical significance using a two-tailed t test at the 95%
confidence level.

the simulated NAO as well as the time series of the
projection coefficients of the nondetrended MSLP
anomalies onto the cluster NAO+ representing the pos-
itive NAO phase. The time series shows a clear upward
low-frequency trend that is consistent with the increase
in the frequency of occurrence of the NAO* regime.
These results suggest that the recent low-frequency shift
between the subperiods 1950—70 (regime NAO~- dom-
inant) and 1971-98 (regime NAO* dominant) can be
understood in terms of a greater occurrence of a natural
regime of NAE atmospheric intraseasonal—interannual
variability. Furthermore, oceanic forcing arising from
Atlantic SST fluctuations could be partially responsible
for this shift.

4. Discussion of potential physical mechanisms
a. Role of tropical sea surface temperature anomalies

The results of the preceding sections suggest the lead-
ing role of tropical North Atlantic SST anomalies in
generating a detectable atmospheric response over the
NAE region in the ARPEGE model. To confirm this
finding and to further understand the physical mecha

nisms responsible for this influence, a tropical SST
anomaly pattern, identical to the one of Fig. 4b (which
is associated with the most detectable atmospheric re-
sponse), has been used to force 30-yr idealized simu-
lations with the model. The seasonal cycle of the SST
anomalies is as follows: from June to November, the
climatology is prescribed. In winter (DJF) and spring
(MAM), the SST patterns of Fig. 4b are added with a
1-month linear transition between every SST change.
The SST anomalous pattern is restricted to the tropical
North Atlantic (0°-30°N) and two simulations have been
performed with the positive (TAP) and negative (TAN)
versions of the SST anomaly. Maximum values of the
SST forcing are about 1°C. Figure 10 shows the dif-
ference in DJF MSLP, Z500, U200, and temperature at
500 hPa (T500) between the TAP and TAN (TAD =
TAP — TAN) experiments. In the following, it is as-
sumed that the TAD fields represent the linear response
to tropical North Atlantic anomalies (all the figures and
related text describe the positive SST anomaly case).
The spatial patterns are remarkably similar to those de-
rived from the signal-to-noise maximizing EOF analy-
sis, demonstrating the primary role of tropical North
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Atlantic SSTs. However, it is worth noting that the sim-
ulated extratropical anomalies display a wave pattern
(adlong a southwest—northeast great circle) reminiscent
of a Rossby wave (Hoskins and Karoly 1981) and that
projects onto the simulated NAO. The main difference
is a secondary maximum located between Iceland and
the British Isles (Fig. 10b). The vertical structure of the
anomaly is baroclinic in the Tropics and essentially bar-
otropic at mid- and high latitudes. The temperature pat-
tern shows dynamical heating in the Tropics, cooling in
midlatitudes, and warming at high latitudes throughout
the troposphere, indicating increased poleward heat
transport and reduced meridional temperature gradient.
Note that the anomalous surface fluxes would tend to
force the mid- and high-latitude branches of the classic
SST tripole (not shown). The 200-hPa divergence field
difference between the TAP and TAN experiments
shows anomalous divergence and upward motion over
the Amazonian region due to increased convection over
the continent (Fig. 11a). Areas of anomalous 200-hPa
convergence and subsidence, required by mass balance
considerations, are located over the Gulf of Mexico and

the southern United States as well as over a zonal belt
across the tropical North Atlantic. Note that the latter
is centered right above the prescribed SST anomaly pat-
tern. The enhanced remote continental equatorial con-
vection seems to be caused by an increased low-level
moisture transport toward Amazonia (Fig. 11b). The
anomalous supply of moisture has three different sourc-
es. the eastern Pecific, the South Atlantic and Brazil,
and the tropical North Atlantic. The first two are dom-
inated by anomalous advection of mean moisture while
the last one is driven by moisture anomalies advected
by the mean flow. These moisture anomalies are caused
by enhanced evaporation over the tropical North Atlan-
tic related to the warm SST anomalies. The upper-level
anomalous divergent circulation anomalies tend to be
localized rather than uniformly spread, which suggests
a possible description in terms of anomalous regional
Hadley-type cells. To support this hypothesis, zonally
averaged cross sections of TAD zonal and meridional
wind are presented for the western Atlantic. The TAD
meridional circulation depicts anomalous convergence
in the upper troposphere around 30°N and divergence
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Fic. 12. Latitude-height cross section of the winter (DJF) difference
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in the upward portion of the Ferrel cell south of 60°N
(Fig. 12a). The anomal ous convergencein the subtropics
is associated with increased subsidence and anomalous
drying of the lower troposphere (not shown). The TAD
zonal wind shows a dipolar feature with anomal ous east-
erlies in the tropical upper troposphere and anomalous
westerlies in the subtropics with an equivalent baro-
tropic structure (Fig. 12b).

b. The influence of stationary and transient
planetary-scale waves

The advection of vorticity arising from the tropical
wind divergence produces a significant Rossby wave
source collocated with the subsiding branch of the
anomalous Hadley outflow (Sardeshmukh and Hoskins
1988; Rasmusson and Mo 1993; Cassou 2001). This
leads to an enhancement of stationary wave activity
associated with warm TNA SST. To support this state-
ment, dynamical diagnostics are computed, asin Pavan
et al. (2000), and, in particular, the barotropic version

of the generalized Eliassen—Palm (E-P; or stationary
wave activity) flux as defined by Plumb (1985). As the
response to the tropical Atlantic SST anomaliesis most-
ly barotropic, an approximation of the generalized (E—
P) flux to a barotropic atmosphere is applied to the 500-
hPa flow. This index has been computed for individual
monthly means and simulations and then, averaged to
yield seasonal mean values. The TAD wave activity flux
is shown in Fig. 13a superimposed onto the eddy com-
ponent of the TAD geopotential anomaly. Warm TNA
SST anomalies are associated with increased wave ac-
tivity in the western Atlantic around 40°N as indicated
by the strong divergence of the wave activity flux. Fig-
ure 13a also suggests enhanced wave activity propa-
gating almost zonally into western Europe. It is worth
noting that the more intense Hadley circulation is also
related to changes in the transient eddy activity. The
stronger subtropical jet and related enhanced vertical
shear of the zonal wind in the subtropics lead to en-
hanced baroclinicity in the presence of a warm TNA
SST anomaly. This, in turn, leads to enhanced eddy-
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the sake of clarity, the contour interval in (b) is 10 m? for the left
side and 100 m? for the right side of the spectrum.
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induced heat transport outside the Tropics leading to a
reduced meridional temperature gradient at the midlat-
itudes. Figure 13b shows the relative importance of the
synoptic-scale eddies versus the planetary-scale waves.
The TAD variance spectra of the subtropical 500-hPa
geopotential height shows an enhanced low-frequency
response at wavenumbers 1-3 that peaks at periods
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greater than 30 days. This analysis thus suggests that
the transient eddy response to warm TNA SST anomaly
is dominated by low-frequency planetary-scale tran-
sients with a small contribution from the synoptic-scale
eddies. The storm track activity is slightly enhanced off
the east coast of the United States and reduced east of
Newfoundland (Fig. 13c).

The indications from the previous diagnostics are that
both the stationary and transient planetary-scale waves
play an important role in the extratropical response to
TNA SST anomalies. A key issue to be resolved con-
cerns the physical processes responsible for the mod-
ulation of the stationary wave field. Changes in eddy
activity located in the jet stream region suggest that the
interaction with the transient eddies may be animportant
forcing mechanism through heat and momentum trans-
ports.

While the model MSLP response to tropical Atlantic
SST anomalies is roughly linear over the western part
of the basin, there is significant nonlinearity over the
eastern Atlantic and Europe. The tropical atmosphere
seems to react more strongly to warm SST anomalies
as the 200-hPa streamfunction anomalies have an am-
plitude that is 50% greater in TAP relatively to TAN.
In the TAP simulation, the dynamical diagnostics show
an increased Rosshy wave activity associated to astron-
ger northeastward propagation at high latitudes (not
shown).

c. Synthesis

In summary, the results of this study can be synthe-
sized into a picture of coupling between the tropical
North Atlantic Ocean and the extratropical atmosphere
over the NAE region during the northern winter. The
physical mechanism involves, as was noted in an early
observational analysis by Bjerknes (1966), a strong re-
lation between the Hadley circulation intensity and the
extratropical climate. Persistant tropical North Atlantic
positive SST anomalies induce a strong enhancement of
the convection activity over South America, north of
the equator. The increased diabatic heating leads to an
enhanced regional Hadley cell and to a stronger sub-
tropical jet. This leads to an enhanced vertical zonal
wind shear and increased baroclinicity in the western
Atlantic region from the subtropics into the midlati-
tudes. These anomalies modulate the planetary-wave
source and transient eddy activitiesaswell astherelated
heat transport, leading to a reduced meridional temper-
ature gradient at mid- to high latitudes (Hou 1998).
Dynamical indices of planetary-wave forcing (such as
the generalized Eliassen—Palm fluxes) show a clear
propagation of the stationary wave activity from the
subtropics into the mid- and high latitudes along a great
circle path originating from the Caribbean into the
northeast Atlantic. These diagnostics suggest that trop-
ical processes associated with North Atlantic SST anom-
alies can play an active role in modulating the extra-
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tropical atmospheric circulation via changesin the trop-
ical meridional circulation. The mgjor role played by
the modulation of the tropical convection may explain
both the asymmetrical relationship coming from the
cluster analysis and the nonlinearities in the TA(P/N)
experiments, viathe dependence of the atmospheric wa-
ter vapor content versus temperature.

5. Conclusions

By analyzing the data coming from two ensembles
of multidecadal integrations performed with the AR-
PEGE model, a systematic assessment of the effect of
Atlantic SSTs on low-frequency atmospheric variability
over the North Atlantic—European region is performed.
In the first ensemble (GOGA), the observed SSTs and
SIEs from the GISST dataset are prescribed globally
while they are restricted to the Atlantic Ocean in the
second ensemble (AOGA). A signal-to-noise maximiz-
ing EOF analysis is used to isolate the dominant forced
response from the internal atmospheric variability. The
method is applied to North Atlantic low-pass-filtered
seasonal mean MSLP anomalies and the analysis is
made for both the winter (DJF) and spring (MAM) sea-
sons over the 1948-98 period. The principal findings of
this study are the following.

1) The leading response in the GOGA simulations can
be attributed to oceanic changes related to ENSO.
The spatial pattern of the leading forced mode in
winter exhibits a primary center of action located
dlightly north of the Azores archipelago and a sec-
ondary maximum off the Florida coast. The time
series of the forced response is strongly correlated
to the Nifio-3 index.

2) In order to find out whether the local Atlantic SSTs
do exert any influence on atmospheric variability
over the NAE sector, two different approaches were
used and compared. The ENSO influence was re-
moved from the GOGA simulations with a simple
linear regression of the MSLP data with the Nifio-3
index and the EOF agorithm was applied to the
residual part of the data. The EOF algorithm was
also applied to the AOGA ensemble. A common
detectable response is found in winter and to alesser
extent in spring. In fact, while the forced spring re-
sponse from the AOGA ensemble is close to the
common (GOGA and AOGA) winter signal, the
forced spring GOGA response does not exhibit a
large-scale coherent pattern. The characteristic tem-
poral evolution of the winter response is also ob-
tained from the application of the same algorithm to
other atmospheric variables such asthe AOGA Z500
and U200 fields. Thistemporal evolution shows qua-
si-decadal variability (with a period between 6 and
8 yr) superimposed on alower-frequency fluctuation.
It isalso well correlated with fluctuationsin atripole
pattern of SST anomalies in the North Atlantic.
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3) The spatial structure of the leading forced response
in winter is dominated by a large-scale dipole in
MSLP resembling the NAO structure but with a
stronger midlatitude center of action. Applying the
signal-to-noise maximizing EOF algorithm to other
variables (Z500 and U200) shows a very coherent
signal with a quasi-barotropic signature close to that
of the NAO. The low-frequency changes between
the first part of the period (1950—70) and the second
part can be explained in terms of changes in the
frequency of occurrence of a natural regime of at-
mospheric intraseasonal—interannual variability with
aspatial structure very similar to that of the positive
phase of the NAO.

4) The leading forced atmospheric response is induced
primarily by the tropical part of the SST tripole as
shown by the strong correl ation between the tropical
North Atlantic SST index and the characteristic tem-
poral evolution of the forced response. To further
confirm this finding, two 30-yr additional integra-
tions were carried out with idealized SST anomalies
representing the positive (TAP) and negative (TAN)
phases of the tropical part of the SST tripole. Sim-
ilarity between the difference (TAP — TAN) fields
and the leading forced responses from the AOGA
integrations demonstrate that the tropical North At-
lantic SST anomalies can lead to changes that tend
to reenforce the geopotential structure of the simu-
lated NAO.

5) The physical mechanism involves related changesin
tropical convection, Hadley circulation, and the
modulation of the stationary planetary-scale waves
by the low-frequency variability in subtropical winds
induced by the persistent tropical circulation anom-
alies. Enhanced baroclinicity and related changesin
planetary-scale transient eddies in the western sub-
tropical North Atlantic may have a catalytic role in
forcing and sustaining the anomalous stationary
wave activity.

Although the present study suggests the influence of
tropical North Atlantic SSTs onto the extratropical at-
mosphere, the extent to which the atmospheric response
could feed back onto the tropical Atlantic remains to
be explored. The strategy adopted here does not allow
acomplete representation of feedback processesbecause
it only accounts for the atmospheric response to SST
and SIE forcings and do not include oceanic processes.
Diagnosing surface heat fluxes in SST forced atmo-
spheric GCM integrations to evaluate these feedbacks
can be erroneous due to the infinite heat source at the
lower boundary (Barsugli and Battisti 1998). Further
simulations with an AGCM coupled to various ocean
components (mixed layer model or ocean GCM) are
needed to quantify the potential feedbacks acting to pro-
duce low-frequency variability over the North Atlantic

region.
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