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Connections between the interdecadal variability inNorth Atlantic temperatures and biological cycling have been
widely hypothesized. However, it is unclear whether such connections are due to small changes in basin-
averaged temperatures indicated by the Atlantic Multidecadal Oscillation (AMO) Index, or whether both biolog-
ical cycling and the AMO index are causally linked to changes in the Atlantic Meridional Overturning Circulation
(AMOC). We examine interdecadal variability in the annual and month-by-month diatom biomass in two Earth
SystemModels with the same formulations of atmospheric, land, sea ice and ocean biogeochemical dynamics but
different formulations of ocean physics and thus different AMOC structures and variability. In the isopycnal-
layered ESM2G, strong interdecadal changes in surface salinity associatedwith changes inAMOCproduce spatial-
ly heterogeneous variability in convection, nutrient supply and thus diatom biomass. These changes also produce
changes in ice cover, shortwave absorption and temperature and hence the AMO Index. Off West Greenland,
these changes are consistent with observed changes in fisheries and support climate as a causal driver. In the
level-coordinate ESM2M, nutrient supply is much higher and interdecadal changes in diatom biomass are
much smaller in amplitude and not strongly linked to the AMO index.

© 2013 Elsevier B.V. All rights reserved.
1. Introduction

Changes in the mean sea surface temperature of the Atlantic have
been associated with climate shifts around the northern hemisphere
(Schlesinger and Ramankutty, 1994), and are sometimes referred to as
the Atlantic Multidecadal Oscillation (AMO). Enfield et al. (2001) pro-
posed an AMO index, corresponding to the decadally-smoothed mean
temperature of the Atlantic between the equator and 70°N, and showed
that this index is correlated with rainfall over the Mississippi basin
and Southern Florida. Locally, changes in ocean temperature have also
been linked to ecosystem shifts, including changes in the Atlantic cod
(Gadus morhua) fishery off of Greenland (Jensen, 1939; Stein, 2007)
andNorway (Sundby andNakken, 2008) and changes in species compo-
sition in a number of locations (Collie et al., 2008 in Narragansett Bay;
Dulvy et al., 2008 in the North Sea; Nye et al., 2009, in the Mid-Atlantic
Bight). The ICES/PICES workshop on the AMO leading to this special
issue was convened in part to evaluate whether these changes could
be linked to the AMO index, and whether such a linkage might provide
some level of predictability. However, the relatively short record
of Atlantic temperatures makes it unclear whether the AMO is truly
an oscillation with a well-defined autocorrelation (in which case
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knowledge of the AMO index would provide a high degree of predict-
ability) or simply reflects red-noise variability (in which case it would
not). In order to sidestep this question we will use the AMO index as a
measure of the state of the Atlantic circulation and examine the degree
to which it varies synchronously with ocean ecosystems.

It is far from clear that local changes in SST and ecosystems should
be directly related to the relatively small changes in basin-averaged
SST associated with the AMO index. While possible mechanisms in-
voked in, for example Nye et al., 2009, include changes in the optimal
temperature range for various species, the AMO index is associated
with O(0.1–0.2 °C) changes in the basin-mean decadal temperature
(Sutton and Hodson, 2005). Given that north–south temperature gradi-
ents average ~0.3–0.4 °C per degree latitude, it is hard to see that such
small changes should produce first-order effects on ecosystems.

However, it is also likely that the AMO index is a proxy for other
changesmore directly relevant to biological cycling. In numericalmodels,
the AMO index is closely related to the Atlantic Meridional Overturning
Circulation, (Delworth and Mann, 2000). This means that changes in
the AMO index may be the result of large-scale reorganizations of the
circulation which both change the transport of heat into the basin and
the release of that heat to the atmosphere. Additionally, when Zhang
and Delworth (2006) modeled the impact of such changes in meridional
ocean heat transport on climate they found interdecadal changes in
rainfall over Africa and India and changes in vertical wind shear sufficient
to alter tropical cyclone activity over theAtlantic. Such indirect impacts of
changes in Atlantic SSTs may be important for various ecosystems.
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A complication in representing the overturning in models is that the
results are known to depend on the vertical coordinate system used in
the ocean. In a study of the North AtlanticWillebrand et al. (2001) com-
pared the standard level coordinate model used in global climate simu-
lations since the 1970s to a terrain-following sigma coordinate model
and an isopycnal model using layer coordinates. While all three models
produced an AMOC of 16–20 Sv, the details of where the downwelling
occurred and how rapidly the sinking waters are recycled varied signif-
icantly between the models. The isopycnal model was the only one of
the three that was capable of reproducing both the magnitude of the
AMOC and the heat transport associated with it. One reason for the dif-
ference is that the level coordinate models used in most global coupled
climate models have trouble representing the deep overflows found
downstream of the Denmark Strait, Iceland–Scotland ridge, and Faeroe
Bank Channel (Legg et al., 2006; Winton et al., 1998), entraining too
much light water near the top of the overflow and failing to preserve
the characteristics of dense water as it enters the interior. Additionally,
it became clear that suchmodelswere potentially prone to high levels of
numerical diffusion causing excessive upwelling in lower latitudes.
Over the past decades these facts have motivated efforts both to make
level coordinatemodels less diffusive (i.e. Griffies et al., 1998) and to de-
velop layer coordinate models into proper tools for climate simulation.

This paper thus has two primary goals. The first is to evaluate the
linkages between the AMO index, interdecadal changes in AMOC and
interdecadal biological variability in Earth SystemModels that represent
the coupling between atmosphere, ocean, land, sea ice and ecosystems.
The second is to see whether these linkages are robust across different
formulations of ocean physics. Thus the two Earth System Models we
use, developed by the Geophysical Fluid Dynamics Laboratory, have
identical representation of atmosphere and both terrestrial and oceanic
ecosystems, but use different codes to simulate the ocean. In the model
denoted ESM2M the ocean is simulated using the GFDL Modular Ocean
Model (MOM4) which uses a vertical discretization in which the ocean
volume is broken up into boxes which represent ranges in pressure/
depth. The model denoted ESM2G, uses the Generalized Ocean Layer
Dynamics code (GOLD) an isopycnal formulation in which the vertical
discretization consists of variable-depth layerswhich in the interior cor-
respond to layers of constant potential density.

The structure of this paper is as follows. In the following section, we
briefly sketch the important components of our physical and biogeo-
chemical models. In Section 3, we examine the variability of the AMO
index in themodels, and consider its connection to the overturning cir-
culation. In Section 4,we continue by looking at the connection between
the AMO index and large diatom biomass, and show that this is very dif-
ferent between the two models. We examine how differences in the
baseline biogeochemical simulation as well as differences in the drivers
of temperature variability in the Atlantic in the two models result in
these different behaviors.

2. Methods

2.1. Physical models

The atmospheric, land surface and sea-ice components of the Earth
System Model used in this paper originated from that used in the
GFDL CM2.1 series (Delworth et al., 2006; Gnanadesikan et al., 2006)
and are described in detail in Dunne et al. (2012). The atmospheric
model has a resolution of 2 × 2.5° and 24 vertical levels, with six of
them in the lower boundary layer. Two ocean models are used. ESM2M
uses the pressure-coordinate code MOM4.1 (Dunne et al., 2012; Griffies,
2009; Griffies et al., 2005), with up-to-date parameterizations of mixed-
layer dynamics and mesoscale eddy mixing (Ferrari et al., 2010),
and a new parameterization of submesoscale mixing (Fox-Kemper
et al., 2011). Vertical diffusion in the deep ocean uses the Simmons
et al. (2004) parameterizationwhich links turbulentmixing coefficients
to the rate of internal wave generation by the barotropic tides.
ESM2G uses the Generalized Ocean Layer Dynamics (GOLD) code
(Dunne et al., 2012; Hallberg, 1995; Hallberg and Adcroft, 2009), config-
ured as an isopycnal layer model in the ocean interior with a four layer
surface layer. Earlier versions of this model are reported in Harrison and
Hallberg (2008) and Gnanadesikan and Anderson (2009). Differences
between previous versions of the GOLD model and the one used in
this code include the implementation of the Simmons et al. (2004)
deep tidal diffusion, implementation of a lower background diapycnal
diffusion near the equator following Harrison and Hallberg (2008) and
implementation of the mixed-layer restratification of Fox-Kemper
et al. (2011). A potentially significant difference between ESM2G and
ESM2M is that ESM2G uses an isopycnal tracer diffusion coefficient
which varies spatially over a range of 50–900 m2 s−1 depending on
the buoyancy frequency and isopycnal slope while ESM2M uses a con-
stant one of 600 m2 s−1. This coefficient determines the lateral stirring
bymesoscale eddies of all prognostic tracers in themodel, including nu-
trients, oxygen, phytoplankton, temperature and salinity. In the absence
of feedbacks on circulation, we would expect higher isopycnal tracer
diffusion coefficients to prevent nutrients from accumulating in stag-
nant low-latitude oxygen minimum zones, reducing the productivity
of the low latitudes and raising productivity in high latitudes.Mesoscale
eddies also produce advective fluxes. Following Gent and McWilliams
(1990), these fluxes are represented as flattening isopycnal surfaces,
using a spatially variable thickness diffusion coefficient that depends
on the local thermal wind shear (Gnanadesikan et al., 2006). ESM2G
has a slightly larger range for this coefficient (10 m2 s−1–900 m2 s−1)
than ESM2M (100–800 m2s−1). In general, higher thickness diffusion
would be expected to reduce mixed-layer depths, particularly in high
latitudes (Gnanadesikan et al., 2007).

The models handle mixed-layers differently. ESM2M uses the KPP
mixed-layer scheme of Large et al. (1994) which diagnoses a mixed-
layer depth based on surface fluxes and stratification. However, the ef-
fective mixed-layer depth in this scheme can never be smaller than
the thickness of the topmost box, which is of order 10 m. By contrast,
ESM2Guses the four-layer, total kinetic energy budget, bulk scheme de-
scribed in Hallberg (2003) in which the top two variable-density layers
are completely mixed with respect to tracer but not with respect to
velocity and two transition layers govern exchange with the isopycnal
interior. ESM2G thus allows for a continuously varying mixed-layer
depth which can take any value greater than 2 m and should thus be
superior to ESM2M in treating such shallow mixed layers. However,
insofar as processes such as breaking waves are not included in the
mixed layer energy balance the result may be to make ESM2G too sen-
sitive to addition of buoyancy under calmwinds. Additionally, the use of
variable-depthmixed layers does introduce some complications. When
the mixed layer shallows as a result of surface buoyancy addition, the
water detrained from the mixed layer may not be at a density that cor-
responds to that of one of the interior layers. To avoid dividing the
detrained water between two interior density layers (essentially
“unmixing” the detrained fluid), the model instead adds the detrained
water to a variable-density interior transition layer, which detrains
slowly into a second variable-density transition layer. This in turn de-
trains into a constant-density interior layer once it matches the density
of this layer. This scheme allows for much smoother interaction be-
tween the surface layers and the interior, so that water detrained from
a rapidly lightening surface layer will eventually be distributed over
the entire range of densities found at the surface. However, it lacks res-
olution of the sub-mixed-layer euphotic zone under conditions of
weakly-stratified interior layers, the primary shortcoming of isopycnal
models.

Dunne et al. (2012) examine the physical differences between
ESM2M and ESM2G. We briefly summarize their results here. The pat-
terns of radiative biases relative to observations (shortwave albedo at
the top of the atmosphere, downward shortwave radiation at the sur-
face, surface albedo) are very similar between the two models. Biases
in sea surface temperature and salinity are also similar, though ESM2G
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tends to have somewhat larger RMS biases than ESM2M. In the ocean
interior, however, the models differ considerably. ESM2M tends to
drift warm, producing a thermocline that is excessively deep. ESM2G,
by contrast, tends to drift slightly cold in the deep ocean and to produce
a thermocline that is somewhat too thin. Overturning circulationswith-
in the two models are broadly similar in magnitude. The annual-mean
maximum Atlantic overturning in density space at 26°N in ESM2G is
20.5 Sv +/− 1.5 Sv while in ESM2M it is 21.1 Sv +/− 1.5Sv. Both
models compare relatively well with the latest observational estimates
from RAPID that give a maximum overturning at 26.5°N equal to
18.7 +/− 4.8 Sv (Rayner et al., 2011). A somewhat more powerful
way of assessing the overall ventilation of the Atlantic is the ideal age,
a tracer that is set to zero at the surface and ages at a rate of 1 yr/yr
below the surface (Thiele and Sarmiento, 1990). Ideal age measures
the average time required to reach an interior box from the surface
and accounts for diffusive and advective pathways associated with the
overturning. ESM2G produces a relatively old mass of intermediate
waters within the Atlantic, with peak ages reaching 800 years in the
Southern Hemisphere, overlying a relatively well-ventilated deep ocean
(A)

(C)

(E)

Fig. 1. Climate of the North Atlantic in March. (A) Observed mixed-layer depth from Holte et a
version of the Reynolds et al. (2002) dataset. (C) As in (A) but for level-coordinate ESM2Mmo
(E) As in (A) but for isopycnal coordinate ESM2G model, years 401–500. (F) As in (B) but for i
in which ages range from 100 to 500 years. ESM2M produces a more-
ventilated intermediate water, with ages of around 600 years, but has
much shallower ventilation in the North Atlantic, so that the deepwaters
there are significantly older, ranging from 300 to 500 years. In both
models a significant fraction of the northern overturning is fed from the
Southern Ocean, but the northern and southern cells are deeper in
ESM2G than in ESM2M, with the northern cell realistically penetrating
all the way to the bottom in the North Atlantic in ESM2G.

Weextend this analysis by looking at the climate of theAtlantic during
themonth of March, when ice extent andmixed-layer depths are at their
maxima. The observed mixed-layers (Fig. 1A) from the Argo dataset
(Holte et al., 2010) show two tongues of high values, onewhich underlies
a region of strong southwesterlywinds running from southwest to north-
east across the Atlantic, and another region along the northern and eastern
boundaries of themain Atlantic basin extending into the Labrador Sea. The
two models reproduce this pattern qualitatively, however, the level-
coordinate ESM2M model predicts excessively deep (N1500 m) mixed-
layers in both the Northeast Atlantic and the Labrador Sea (Fig. 1C). The
layer-coordinate ESM2G has much shallower mixed-layers in both
(B)

(D)

(F)

l. (2010) and ECMWF winds. (B) Observed sea ice extent (1981–2007) from an updated
del, years 401–500. (D) As in (B) but for level-coordinate ESM2Mmodel, years 401–500.
sopycnal coordinate ESM2G model, years 401–500.
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regions, though the mixed-layers still appear excessively deep relative
to data in the Northeast Atlantic (Fig. 1E). Both models have trouble
getting the surface southwesterly jet to extend into the Norwegian
Sea. Instead, the models show this jet turning eastward near the
Iceland–Scotland ridge. To the extent that the bias in winds makes it
more difficult for the North Atlantic current to join up with the
Norwegian Coastal Current (as the zero wind stress curl line marking
the boundary between subtropical and subpolar gyres will not cross
the Iceland–Scotland ridge), it may be linked to the biases in
mixed-layer depth.

Fig. 1B shows the observed ice extent during themonth ofMarchde-
fined (following Reynolds et al., 2002) as the fraction of time when ice
cover exceeds the threshold of 10% detectable frommicrowave radiom-
eters. A value of 1.0within a box indicates that sea ice is always detected
in that box over the period from1981 to 2007while values in between 0
and 1 indicate that open sea water is sometimes found at that location.
DuringMarch, a patch of water where sea ice is not detected is found to
the southwest of Cape Farewell and a region between60°–64°N and 60°–
50°W has intermittent sea ice. The level-coordinate ESM2M model
(Fig. 1D) shows a similar pattern over years 400–500, although sea ice
concentrations are generally slightly lower than observations (with re-
duced ice extent in the Gulf of St. Lawrence and over the Flemish Cap).
The isopycnal-coordinate ESM2G model (Fig. 1F) shows more extensive
ice cover than either ESM2M or the data with ice covering the entire
Labrador Sea during some years. It is unclear whether the ESM2G
model is biased towards allowing too extensive sea ice cover, orwhether
the satellite observations fail to capture past periods where sea ice has
been more extensive. For example, Hill and Jones (1990) find greater
ice extent off Newfoundland in the 1930s–1940s than in the 1980s.

2.2. Biogeochemical model

The ocean biogeochemical model used in both ESMs is the Tracers of
Ocean Phytoplankton with Allometric Zooplankton (TOPAZ) model
version 2 (Dunne, 2013). This model resolves three types of phyto-
plankton: small, large and diazotrophs (nitrogen fixers). Additionally,
diatoms are diagnosed as a fraction of large phytoplankton. Phytoplank-
ton growth is a function of limitation frommultiple nutrients and light.
Ammonia limitation is the simplest of these, and is handledusing a simple
Michaelis–Menten formulation, so that when it is the limiting nutrient
the growth rate (μ; d−1)

μ∝ NH4

KNH4 þ NH4
: ð1Þ

As described inmore detail in Dunne (2013), nitrogen limitation is a
combination of the simple ammonia limitation above and nitrate limita-
tion (which is suppressed by high levels of ammonia), while phosphorus
and iron limitation are handled by considering the cellular quotas of
these nutrients.

Small phytoplankton tolerate lower levels of iron, phosphate, ammo-
nia and nitrate, and the rate of grazing on them (GS; d−1) is a function of
their concentration

GS ¼ λoe
kT S=P�ð Þ ð2Þ

where λ0 is a grazing rate constant at 0 °C, k parameterizes a
temperature-dependent increase in this grazing rate, T is the tempera-
ture in °C, S is the concentration of small phytoplankton and P* is a
scale factor at which the phytoplankton community is half S, half L. As
a result, the steady-state concentration of these plankton (found by
setting the growth rate in Eq. (1) equal to the grazing rate in Eq. (2))
increases linearly for very low concentrations of limitingnutrients. How-
ever, as nutrients becomemore abundant, a similar absolute variation in
concentration results in little change in growth and thus in biomass.
Large phytoplankton, such as diatoms and green algae, require higher
ambient levels of phosphorus, nitrogen and iron than small plankton
(with half saturation constants three times larger), but are grazed
(GL; d−1) according to the related size-dependent (allometric) parame-
terization from Dunne et al. (2005):

GL ¼ λoe
kT L=P�ð Þ1=3 ð3Þ

where L is the concentration of large phytoplankton and the other terms
are as in Eq. (2). Thus at steady-state and very low nutrient concentra-
tions, doubling the concentration of limiting nutrients will double the
concentration of small plankton and increase the productivity by a factor
of 4, but increase the concentration of large plankton by a factor of 8 and
the grazing rate by a factor of 16. The great advantage of this grazing
parameterization is that it requires the estimation of relatively few
parameters, which can be fit from available data (Dunne et al., 2005).
The fraction of the large production associated with diatoms is deter-
mined simply as the Michaelis–Menten silicate limitation term with a
half saturation coefficient of 1 μmol kg−1. In the North Atlantic, diatoms
and non-diatoms have similar temporal behavior in ourmodel, with dia-
toms dominating the large plankton biomass, although this is not the
case in other basins. We therefore focus on the diatom biomass in this
work. The final class represents diazotrophs which require phosphate
and iron but can fix nitrogen, have low growth rates, and are grazed
similarly to large phytoplankton. Diazotrophs play an important role in
the nitrogen cycle, but account for a small fraction of the total primary
production. We will not consider their impacts in the remainder of this
paper.

As described in Dunne et al. (2012), the models are initialized from
observed temperatures, salinities and nutrients and runwith 1860 radi-
ative conditions for over 1000 years. At the end of this spin-up period,
drifts in bothmodels are relatively small. The 1860 Control integrations
with fixed atmospheric greenhouse gasses and aerosols start at the end
of the spin-up period. Our analysis is based on the first 500 years of the
1860 Control runs.

The differences in physical forcing do result in some key differences
in nutrientfields. As illustrated in Fig. 1 of Dunne et al. (2013), on a global
scale, surface nitrate in the level coordinate ESM2M has a larger bias
relative to data than the isopycnal coordinate ESM2G (1.6 μM vs.
−0.062 μM) a larger mean error (3.6 μM vs 2.4 μM) and less well-
correlated variations (r2 of 0.87 vs. 0.91). As illustrated in Fig. 2, this
carries over to the North Atlantic as well, where ESM2G shows a more
realistic range in surface nitrate than ESM2M. The region where ob-
served nitrate levels remain above the model's half-saturation constant
for nitrogen uptake by diatoms (6 μM)year-round shrinks to a small re-
gion southeast of Greenland by August. ESM2G also shows nitrogen
drawdown over this broad region, but the area where nutrients are
retained is shifted to the northeast corner of themain basin. By contrast,
ESM2M retains high nitrogen over a much larger region (Fig. 2E,F) so
that a much smaller fraction of the subpolar Atlantic is nutrient limited
at the end of the summer. One reason for this difference appears to be
light limitation, as the depth-averaged light in the shallower mixed-
layer is 20–30 W/m2 higher in ESM2G than in ESM2M throughout the
spring months in the Northwest Atlantic.

With respect to chlorophyll, the picture is more equivocal. Dunne
et al. (2013) find that level-coordinate ESM2M has a higher global rms
error in log chlorophyll than isopycnal coordinate ESM2G (0.31 vs.
0.28) but that it also captures the spatial pattern more accurately (r2 of
0.54 vs 0.52). In the North Atlantic, both models fail to capture the
high levels of chlorophyll seen in satellite observations, possibly a signa-
ture of overly sensitive photoadaptation. The annual-mean primary pro-
ductivity in the region 80°W–0°W and 40 N–65°N is 2.7 mol/m2 in
ESM2M and 2.1 mol/m2 in ESM2G both of which lie within the range
of satellite-based estimates reported in Dunne et al. (2007) which
range from 1.9 to 3.5 mol/m2 with a mean of 2.7 mol/m2.
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Fig. 2.Nitrate concentrations inmmol m−3 in the North Atlantic. Observations are from theWorld Ocean Atlas 2005 (Garcia et al., 2006). Models are results averaged over years 1–500 of
the 1860 Control Run. (A) Observations, March. (B) Observations, August. (C) ESM2G, March. (D) ESM2G, August. (E) ESM2MMarch. (F) ESM2M, August.
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3. Atlantic temperature variability in the two models

We begin by examining 600-year time series of the AMO index in
ESM2M and ESM2G (Fig. 3A). Both models show significant variability
at interdecadal time scales, though the amplitude of the variability is
significantly larger in ESM2G (standard deviation of 0.15 °C) than
ESM2M (standard deviation of 0.075 °C). ESM2G also shows much
more skewed variability towards intense cold periods. The 10 year
autocorrelation of the AMO index in ESM2G is 0.44, implying only
about 19 degrees of freedom, so that correlations with a magnitude
greater than 0.44 are significant at the 95% confidence level. By contrast,
the 10-year autocorrelation is only 0.21 for ESM2M, implying about 32
degrees of freedom so that correlations with a magnitude greater than
0.35 are significant at the 95% confidence level.

Regressing the AMO index onto the decadally smoothed SSTs
(Fig. 3B,C) shows that the most intense temperature signals in both
models are concentrated in the Northwest Atlantic and Labrador Sea
as well in the Norwegian Sea in ESM2Mwith a change of 1 °C over the
entire basin corresponding to changes in excess of 4 °C over large
swathes of these regions. Both models also show similar patterns of
changes south of 45°N, with a cold anomaly off of North America and
two tongues of warm anomalies emanating into the subtropical gyres.
Local differences between these patterns likely arise from different rep-
resentations of the path of the North Atlantic Current. In both models a
1 °C change in basin-mean temperature corresponds to a significantly
smaller warming at low latitudes. The concentration of the highest re-
gressions in the Northwest Atlantic is common tomany climate models
(Ting et al., 2011). It should be noted that as one progresses to longer
and longer temporal averages (corresponding to periods more charac-
teristic of the data than of most climate models) the warming signal
becomes more uniform over the basin. Observational estimates of
AMOvariability reported in Ting et al. (2011) showa pattern that is con-
sistent with such longer temporal averages, though it is unclear how
much of this is due to undersampling of the convective regions in the
Northwest Atlantic. By contrast, Stein (2007) finds a much larger signal
in the Northwest Atlantic, both using in-situ temperatures at Greenland
and the NOAA extended SST reconstruction. Regressing the AMO index
vs. SSS (Fig. 3D,E) shows that in addition to the signal in temperature,
there is also a strong signal in salinity in the subpolar gyre, withwarmer
temperatures corresponding to higher salinities. As with temperature,
this signal is concentrated in the Labrador Sea, but also propagates out
into the main Atlantic basin.

Regression coefficients for salinity are about half those for tempera-
ture, so that a 0.5 °C change in AMO index results in a peak change in
annual mean SST of about 2.5 °C and a peak change in SSS of ~1 PSU.
At the low temperatures found in the subpolar Atlantic, this implies
that a higher AMO index is associated with denser surface waters in
the Northwest Atlantic. One would thus expect that a high AMO index



(A)
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Fig. 3. Atlantic temperature variability in ESM2M and ESM2G. (A) Unstandardized AMO index (averaged SST between equator and 70°N in the Atlantic basin, decadally
smoothed). (B) Regression coefficient between the decadally smoothed local SST and the AMO index (°C/°C) for ESM2G. A value of 2 means that the local SST change is twice
the AMO index. (C) Same as (B) for ESM2M. (D) Regression coefficient between the decadally smoothed SSS and the AMO index (PSU/°C) for ESM2G. A value of 2 means that
a 1 °C change in the AMO index would correspond to a 2PSU change in surface salinity. (E) Same as (D) but for ESM2M.
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would be associated with deeper mixing. Fig. 4 shows the correlation
between AMO index and the decadally smoothed log of the mixed-
layer depth during March (Fig. 4A and C) and August (Fig. 4B and D)
for the two models. In both models, a warmer Atlantic is correlated
with deeperwintertimemixed-layers throughout theNorthwest Atlantic,
but with a notably different pattern during the summer months. The
spatial extent of enhanced wintertime mixing is much greater in ESM2G
than in ESM2M.

The relationship between the AMO index and salinity in Fig. 3 and
mixed-layer depth in Fig. 4 suggests a possible connection with the
thermohaline circulation. While such a connection does exist in both
ESM2M and ESM2G, it is expressed quite differently in the two models.
As shown in Fig. 5A the relationship between the standardized AMO
index (anomaly divided by the standard deviation) and standardized
overturning anomalies is quite good in ESM2G. Overturning anomalies
computed in density space at 26°N and 45°N show an obvious relation-
ship with the AMO index, and a lag correlation (solid lines, Fig. 5C)
shows the overturning at 45°N leading the AMO by about 4 years and
the overturning at 26°N leading by about 2 years. Peak correlations
are very high, exceeding 0.9 for the overturning at 45°N. The phase rela-
tionship is consistent with an increasing in the overturning driving
warming of the Atlantic. By contrast, the relationship between AMO
index and overturning in ESM2M is much weaker with correlations
peaking only at a level of 0.5 or so (though it should be noted that this
is still highly significant). The overturning in ESM2M does exhibit a
similar phase relationship to the AMO index as in ESM2G.
The differences between the models can also be seen in the spectra
of the standardized AMO index and overturning anomalies (Fig. 5D).
Not surprisingly given the high correlation between the overturning
and AMO index, ESM2G shows consistent spectra between the three
time series, with a broad peak at periods between 20 and 90 years.
ESM2M shows rather different spectra for the AMO index (which has
a peak at lower frequencies) and the overturning (with a relatively
strong peak at around 20–30 years period).

A connection between Atlantic temperatures and overturning is not
surprising, given the extensive literature on how disruption of the
AMOC by freshwater pulses can cool the North Atlantic (Stouffer et al.,
2006 demonstrates this for a range of models). While the mechanism
for such a cooling has been disputed it is likely some combination of a
weaker overturning physically transporting a smaller volume ofwarmer
surface waters into this region, shallower wintertime convection bring-
ing up less heat and allowing more formation of sea ice during the
wintertime, with radiative feedbacks enhancing these effects (Herweijer
et al., 2005).

While a complete analysis of the feedbacks responsible for the
difference in overturning behavior in the two models is beyond the
scope of this paper, we can make some preliminary statements about
mechanisms that may contribute to the differences. If one thinks of
the overturning as a pressure-driven oceanic circulation, the key ques-
tion that arises is why the driving pressure gradients vary. The fact
that the overturning is associated with saltier, warmer waters in high
latitudes suggests that one focus should be explaining changes in the
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Fig. 4. Correlation between the AMO index and log of the mixed-layer depth in ESM control runs. (A) March, ESM2G. (B) August, ESM2G. (C) March, ESM2M. (D) August, ESM2M.

Fig. 5. Relationship between the AMO index and density-space overturning in the two ESMs. (A) and (B) show standardized anomalies of AMO index and overturning in density space at
45°N and 26°N for thefirst 600 years of the 1860 Control Run. (C) Lagged correlations between AMO index and overturningwith overturning lead in years. (D) Spectra of overturning and
AMO index. Horizontal axis is in cycles per year (cpy). Solid lines in (C) and (D) are ESM2G, dashed lines ESM2M.
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salinity on decadal time scales. Examining the correlations between
decadally smoothed overturning and net surface freshwater flux in
the two models (colors in Fig. 6A,C), we see that higher overturning is
correlated with excess evaporation over the center of the subpolar
gyre and excess precipitation/ice melt/runoff along in the vicinity of
the boundary currents in bothmodels. The correlations aremuch higher
in ESM2G than in ESM2M. In bothmodels, hydrological feedbackswould
seem to enhance surface salinity anomalies in the convective regions. In
ESM2G, a 1 Sv increase in overturning is associatedwith a 70 mm/yr de-
cline in freshwater flux over region 50°W–40°W and 45°–55°N with a
highly significant (p b 0.0035) correlation coefficient of −0.57. Such a
change represents a substantial fraction of the 511 mm yr−1 of net
freshwater added to the ocean annually in this region by both precipita-
tion and runoff. Over the course of a decade, an anomalous flux of this
size would change the salinity of the top 100 m of the ocean by 0.25
PSU. In ESM2M the same region has a correlation coefficient of −0.21
(which is just short of being significant at the 90% confidence level),
and a 1 Sv increase in overturning is associated with a much smaller
−16 mm yr−1 change in freshwater flux.

Annual mean wind stresses in both models show high overturning
to be connected with stronger winds out of the Arctic, but in ESM2G
this flow is connected with a more intense anticyclonic flow off
Greenland (consistent with a westward movement of the Icelandic
low), whereas in ESM2M the connection extends out towards Europe.
This means that in ESM2G, a high overturning is associated with much
stronger Ekman upwelling of salty warm deep water in the Northwest
(A)

(C)

Fig. 6. Correlation between overturning streamfunction (left column) and its change (right co
shows results for ESM2G, bottom row for ESM2M.
Atlantic than in ESM2M, potentially adding a second mechanism for
reinforcing surface salinity anomalies.

If we ask how such salinity anomalies would become established in
the first place, we get a slightly different picture. Correlating annual
mean freshwater andmomentum fluxeswith changes in the overturning
(Fig. 6B,D)we see that the correlation between the netwaterflux and the
annual overturning trend (in Sv/yr) is much smaller than it is for the
overturning. Moreover, it is also of the wrong sign over much of the
Northwest Atlantic, with increasing overturning associated with more
water entering the ocean (a similar picture emerges in ESM2G if one
simply uses the salinity from 40°–50°W and 45°–55°N). Increasing over-
turning in both models is associated with a cyclonic atmosphere circula-
tion south of Iceland. This is broadly consistent with recently published
work by Hakkinen et al. (2011) who related the AMO index to changes
in the 2nd PC of SLP, which has a similar center of action to what we
see in both ESM2M and ESM2G. Comparison of their Figs. 1B and 2B
show that when the detrended AMO index is increasing (1920, 1990s)
there is a positive wind stress curl anomaly over this region, whereas
the decrease in the same index in the late 1950s and 1960s is associated
with lowerwind stress curl. In ESM2G the anomalous cyclonic circulation
is stronger and extends further to the south than in ESM2M. Insofar as de-
cadal salinity anomalies are important drivers of overturning variability,
the suggestion from Fig. 6 is that the twomodels differ in relatively subtle
ways in how such salinity anomalies are generated by winds over the
North Atlantic and how effective atmospheric feedbacks are at maintain-
ing them.
(B)

(D)

lumn) and precipitation minus evaporation (colors) and wind stress (vectors). Top row

image of Fig.�6
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4. Relationship between AMO index and biological variability

Using output from GFDL's prototype ESM2.1, Gnanadesikan et al.
(2011) showed that the variability in the biomass of large phytoplank-
ton was much more extreme than total phytoplankton biomass, both
in the annual mean and by seasons. The reason for this is clear from
Eq. (2). In order for grazing to match similar relative changes in phyto-
plankton growth rate,much larger changes are required for large phyto-
plankton biomass than for small phytoplankton biomass. Fig. 7A shows
the coefficient of variability for decadal variation in diatom biomass in
ESM2G (colors) and ESM2M (contours) respectively. A striking result
is how little variability there is in annual-mean biomass (Fig. 7A) over
themajority of the subpolarNorth Atlantic,with coefficients of variation
in both models less than 0.1. The exception in ESM2G is in the north-
west Labrador Sea and off of Norway. This lack of interannual variation
is also consistent with recent work by Henson et al. (2009) examining
the interannual variability in satellite-estimated primary productivity.

However, when we examine the coefficient of variation of decadally
smoothed biomass in each month, much larger variations are seen.
Fig. 7B–D shows the coefficient of variation for diatom biomass decadally
smoothed over April, July and October respectively. Large coefficients of
variation are seen throughout the basin in April in both models, with
the highest values in the Labrador and Norwegian Seas. In July and
September ESM2M shows higher variability at low latitudes. By contrast
ESM2G shows most variability at high latitudes with values greater than
0.4 seen in the Labrador Sea, off Norway and at the edge of the Bay of
Biscay shelf.
(A)

(C)

Fig. 7. Coefficient of variability (standard deviation/mean) of decadally smoothed diatom biom
(B) Decadally smoothed April biomass. (C) Decadally smoothed July biomass. (D) Decadally sm
We can examine which of these regions shows the highest correla-
tion with the meridional overturning circulation by performing a com-
posite analysis in which we examine the differences between those
times when the overturning circulation or AMO index is more than
one standard deviation above its mean and those timeswhen the corre-
sponding index is more than one standard deviation below its mean
(note that because of the lag between the overturning and AMO
index, these composites will correspond to slightly different years).
Composites for ESM2G are shown in Fig. 8 with colors showing the log
of the ratio of large diatom biomass between high and low AMO Index
periods and contours showing the difference in nitrate concentration
during April, June, August and October. A clear pattern emerges during
the summer months whereby nitrate concentrations are higher in the
Labrador Sea and lower in the eastern Atlantic, and diatom biomass ra-
tios follow this general pattern. The pattern of nitrate change mimics
the pattern of mixed-layer depth changes in Fig. 4 throughout subpolar
latitudes. Note that the variability off of Norway is relatively unrelated
to the AMO Index. Analysis of what drives this variability shows it to
be related to the summertime depth of the transition layer. Essentially,
timeswith lowbiomass correspond to timeswith shallowmixed-layers,
but very deep transition layers, so that each day's production is rapidly
mixed below the euphotic zone. Given the likelihood that the signal off
Norway in ESM2G is a numerical artifact of the lack of resolution below
the mixed-layer, we will not discuss it further in this paper.

The analogous picture for ESM2M (Fig. 9) shows similar patterns of
nutrient variability (higher nutrients in the Northwest Atlantic, lower in
the Northeast under warm conditions), but the amplitude of variability
(B)

(D)

ass. Colors are for ESM2G, contours for ESM2M. (A) Decadally smoothed diatom biomass.
oothed October biomass.
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Fig. 8. Composites of the difference in diatombiomass and surface nutrients between highAMO index years and lowAMO index years for the ESM2Gmodel. Colors shownatural log of the
ratio in diatom biomass, contours show the difference in dissolved nitrate in mmol m−3. Red boxes denote regions analyzed in the text. (A) April, (B) June, (C) August and (D) October.
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is far smaller (1–2 μM rather than more than 6 μM). ESM2M exhibits
much less variability in diatom biomass. Larger variability in diatom
biomass in ESM2M relative to ESM2G is seen in April in the Greenland
Sea, near a region which also sees higher variability in temperature
and mixed-layer depth.

The heterogeneity in diatombiomass variability seen across the basin
and between the different models demonstrates that a simplistic view of
howbiomass and temperature are linked is unlikely towork. In the three
subsections that follow we discuss three different regions where signifi-
cant interdecadal variability in biomass is linked to the basin-mean SST.
We choose these regions based upon the limiting factors for the diatom
biomass and the physics involved in setting those limits. The regions
are chosen to be illustrative of how significant changes in phenology
can be linked to the AMO and AMOC rather than being an exhaustive
catalog of all possible relationships. Because ESM2M shows so little var-
iability we focus on ESM2G.

4.1. Nutrient-limited, convectively supplied (Labrador Sea)

We begin by looking at an area to the west of Greenland, stretching
across longitudes 50°–60°W and latitudes 60°–64°N shown by the red
box in Fig. 8B. As shown in Fig. 8, in ESM2G the diatom biomass is
much higher in this region from April through August during warm
periods than during cold periods, and nutrients are higher as well. A
composite of the annual cycle of diatom biomass in this region during
warm and cold periods (Fig. 10A) shows that the biomass peaks later
and persists longer under warm periods (solid green lines) than under
cold periods (solid blue lines). The relationship is similar when the
overturning in density space at 45°N is used to segregate different
periods (dashed lines). We can isolate the relevant mechanism driving
these differences by looking at the ratio of various fields under the dif-
ferent regimes. As seen in Fig. 10B, the high AMO/overturning regime
off of Greenland is associated with lower diatom biomass (green lines)
and higher mixed-layer depth (black lines), light (blue lines) and nutri-
ents (magenta lines) during the winter months. During the summer,
light and mixed-layer depths are essentially the same for high and low
AMO index and overturning, but high nutrients persist through the
summer and result in higher levels of diatom biomass throughout the
summer months.

The relationships suggested by the composite analysis can also be
seen by looking at scatterplots between summertime diatom biomass
and other fields over time (Fig. 11). Fig. 11A shows the relationship be-
tween diatom biomass in June averaged over the West Greenland area
and mean mixed-layer depth in the previous March, when mixed-
layers in this region are at their deepest. The correlation between the
two is 0.76 without decadal smoothing and 0.89 with it (much larger
than the 0.44 we used as the 95% significance level for correlation
with AMO in this model). Note that the diatom biomass during June
ranges over a factor of 5. By contrast, the correlation between June
mixed-layer depth and diatom biomass is much weaker. Without
decadal smoothing the correlation coefficient of 0.13 is insignificant
(p b 0.28) and it reaches 0.43(p b 0.025) with decadal smoothing.
There is clearly a strong relationship between June biomass and June
nitrate (red points, Fig. 11B) with a correlation coefficient of 0.97. Given



(A) (B)

(C) (D)

Fig. 9.Composites of the difference in diatombiomass and surface nutrients between highAMO index years and lowAMO index years for the ESM2Mmodel. Colors shownatural log of the
ratio in diatom biomass, contours show the difference in dissolved nitrate in mmol m−3. (A) April, (B) June, (C) August, and (D) October.
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that the nitrate concentrations are varying across the rangewhere limita-
tion is expected to occur, this correlation is not surprising. The ap-
proximately 5 μM range in June nitrate is mirrored by a similar range
in concentrations during March (black points, Fig. 11B) with a correla-
tion between June nitrate concentration and March nitrate concentra-
tion of 0.88.

Plotting the diatom biomass vs. the standardized overturning anom-
aly and standardized AMO index (Fig. 11C),we see a tighter relationship
between the overturning and the diatom biomass (with a lag-0 correla-
tion of 0.82) than with the AMO index (0.71). In fact, the diatom bio-
mass leads the AMO index by about 4 years (with a maximum
correlation of 0.83), similar to the overturning. The lagged correlation
analysis thus suggests that the relationship between diatom biomass
and temperature in this region is actually secondary to the relationship
with convection and overturning.

Finally, looking at the surface salinity (black points, Fig. 10D) and
200 m salinity (red points Fig. 10D), we see that the variability in bio-
mass is clearly related to salinity stratification. Time periods with high
biomass are marked with high wintertime surface salinities, matching
those at 200 m, which vary relatively little. We note that the range in
surface salinities of ~1.0 PSU (with most of the points lying between
33.6 and 34.4) is actually quite consistent with the shorter time series
reported in Belkin et al. (1998) in the West Greenland Current. The
changes in surface salinity are very tightly linked to changes in average
salinity over the top 200 m (with a correlation coefficient of 0.99 and a
regression coefficient of 0.64), so the surface anomalies are not simply
the result of changes in mixing. However, it is also the case in ESM2G
that warm periods are associated with higher winds and wind stress,
and cold periods with lower winds and wind stress—possibly resulting
in a positive feedback. Low stratification and higher winds result in tur-
bulence bringing upwarmwater and nutrients. In ESM2G, this results in
alleviation of nutrient limitation during the summermonths and allows
for much higher biomass. In ESM2M, by contrast, nutrients stay high
during the summer months and any variability in diatom biomass is
driven by changes inmixed-layer depthswhich have amuchweaker re-
lationship with the AMO index (Fig. 4).

4.2. Ice edge regime (55°–60°W, 52°–56°N)

Higher overturning is associated with more import of warm water
into high latitudes. This can result in an earlier melt-back of sea ice dur-
ing the spring, relieving light limitation on themixed-layer and produc-
ing an earlier spring bloom. This effect shows up particularly strongly off
the northern coast of Labrador in ESM2G shown by the red box in
Fig. 8A. As shown in Fig. 10C, in this region high AMO index/overturning
is associated with higher biomass and an earlier spring bloom. Plotting
April diatom biomass vs. nitrate (Fig. 12A) shows some relationship
(the correlation coefficient of 0.53 has a probability b0.007 of occurring
by chance), but the range in biomass is far larger in a relative sense than
the range in nutrients, which are at levels atwhich nitrate is onlymildly
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Fig. 10. Composite seasonal cycle in three locations that show linkages between the AMO index/overturning in density space and diatom biomass in ESM2G. Left column shows diatom
biomass under low AMO/overturning (blue lines) and high AMO/overturning (green lines). Right column shows the ratio of various quantities between high and low periods, solid lines
when the AMO is used to discriminate, dashed lines with the overturning at 45°N is used. Green lines show changes in diatom biomass, magenta lines, nitrate, blue lines mixed layer ir-
radiance and black lines mixed layer depth. Top row: West Greenland. Middle row: Labrador Coast. Bottom Row: Bay of Biscay shelfbreak.
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limiting. By contrast, the relationship between biomass and light is
much tighter (Fig. 12B), with the sevenfold range in biomass corre-
sponding to a comparable range in light and a correlation coefficient
of 0.94. The variation in light levels can largely be explained by varia-
tions in ice extent (Fig. 12C), which are anticorrelatedwith April diatom
biomass (−0.94).

Comparing the AMO index (solid) and overturning (dashed) curves
in Fig. 9D, one notices a more extreme response in the former. In con-
trast to the previous region considered, the correlation between spring
biomass off the Labrador coast is better correlated with the AMO index
(0.82) than with the overturning at 45°N (0.64, p b 0.0012). When the
overturning leads the spring diatom biomass by 4–6 years the correla-
tion rises to around 0.80. The scenario suggested by these analyses is
one where an increase in overturning leads to a warming of the North-
west Atlantic, melting back sea ice during the spring and leading to an
earlier spring bloom. Conversely, a decrease in overturning leads to less
heat being brought to the surface in the winter, more sea-ice cover and
light limitation during the spring and a later spring bloom.

4.3. Nutrient-limited advective supply (Biscay Plain, 10° –12°W,44° –52°N)

Afinal regionwhich shows a strong relationshipwith the overturning
is Northeast Atlantic off the continental shelves of France and Ireland
shown by the red box in Fig. 8C. While we chose this region because it
shows strong variability in the fall bloom, observations also show strong
blooms along the shelf edge (Garcia-Soto and Pingree, 2009). In this
region, warm/high overturning conditions are found to give lower dia-
tom biomass (Fig. 10E,F) and surface nitrate (Fig. 10F). Light and
mixed-layer depths appear to have a relatively minor impact on the
growth rates. The diatom biomass varies much more when overturning
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Fig. 11. Scatterplot of decadally smoothed diatom biomass in June for West Greenland in ESM2G. All plots show averages of 50°–60°W and 60°–64°N. (A) March MLD, (B) March
NO3, (C) standardized overturning anomaly at 45 N (black) and standardized AMO index (red) and (D) salinity at surface (black) and 200 m (red).
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is used to make the composites than when the AMO index is used. This
suggests that, as is the case for theWest Greenland coast, it is the variabil-
ity in the overturning that drives the diatom variability, rather than the
(lagged) variation in temperatures.

The driving mechanism for the variability in the Northeast Atlantic
in ESM2G is the persistence of higher levels of nitrate into the summer
and autumnmonths. Examination of the nutrient fields shows that this
is associated with eastward shifts of the edge of the high-nutrient sub-
polar gyre. As shown in Fig. 13, high biomass in this region is correlated
with a plume of high surface nitrate along the gyre edge (Fig. 13A).
These correlations hug the edge of a high nutrient plume (Fig. 13B)
down to several hundred meters and are also seen in temperature
(Fig. 13C) and density (Fig. 13D). The picture that emerges is one of var-
iations in the central track of high nutrient mode waters in the Northeast
Atlantic. As this track broadens and shifts to the east higher nutrients are
available to diatoms in surface waters, allowing them to persist through
the summer months.

5. Conclusions

We show that Earth System Models are capable of simulating re-
lationships between phytoplankton biomass in various parts of the
North Atlantic and themean temperature of the Atlantic as described
by the AMO index. Such relationships however, are likely to be spa-
tially heterogeneous because of the competing impacts of light and
nutrient limitation, are further not robust across models, and may
be due to the AMO index reflecting changes in circulation. Stronger
overturning is associated with more convection and nutrient supply
during winter months, but this also suppresses the formation of sea
ice, allowing for more shortwave absorption during the spring and
warming of the entire region. In the ESM2G model, this increased
nutrient supply results in significantly higher diatombiomass throughout
the year. Such a relationship between higher salinities, temperatures and
biomass is particularly interesting given that there is evidence for signif-
icant variability of Atlantic cod populations in this region. Work by
Laurel et al. (2008, 2011) on Pacific cod (Gadus macrocephalus) shows
thatwhile higher temperatures in the absence of foodwould be expected
to reduce larval survival, higher temperatures in the presence of food pro-
duce much larger larval cod at two months past fertilization.

ESM2M, by contrast, does not show strong variability in biomass
despite variability in nutrients that has the similar absolute value.
This is because nutrients are unrealistically high in this region through-
out the year, as mixed-layer light is systematically lower in the level-
coordinate model, and so the nutrient variability does not drive signifi-
cant variability in biomass. Variability in subpolar diatom biomass in
ESM2M is in general smaller than in ESM2G and is more tightly related



(A) (B)

(C) (D)

Fig. 12. Relationships between decadally smoothed biomass during the month of April for the coast of Labrador (55°–60°W, 52°–56°N) in ESM2G. (A) April surface nitrate, (B) April irra-
diance, (C) April sea-ice extent and (D) decadally smoothed overturning in density space at 45°N and the AMO index.
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to summertimemixed-layer depth, which in turn is more weakly relat-
ed to basin-mean SST.

It is unclear which of the two models is “most realistic”. On the one
hand, the shallowermixed-layers in ESM2Gdo allow for amore realistic
nutrient simulation than in ESM2M. On the other hand, it is possible
that these mixed-layers are too sensitive to freshening, and that the
shallower mixed-layers in ESM2G yield better nutrients because they
compensate for biases in the biogeochemical model. For example,
given a different representation of photoadaptation or of light absorp-
tion, it is possible that the mean nutrient simulation in ESM2M could
be made to look more like ESM2G. Better proxy constraints on sea-ice
cover over the entire Holocene (e.g. Solignac et al., 2004), particularly
in regions which today are ice-free, would help to constrain this uncer-
tainty. At least one coastal record (Levac, 2001) does suggest the exis-
tence of significant intervals during the Holocene where wintertime
sea ice extended much further south along the North American coast
than it does today, and that such periods were associated with fresh
anomalies.

In regions such asWest Greenland and the Bay of Biscay, where var-
iability is linked to the overturning rather than to themeanNorthAtlantic
SST, interannual variability may not be a good indicator of the response
under global warming. Off West Greenland, warm periods are associated
with saltier surface water, deeper convection and more overturning,
whereas global warming is expected to warm the Atlantic as a whole,
but to decrease overturning and convection. Thus while warm periods
in ESM2G are associated with higher productivity, all four of the ESMs
studied in Steinacher et al. (2010) show lower productivity under global
warming. Such differences highlight the importance of linking biological
variability to physical mechanisms (as is done in the statistical analysis
of Sarmiento et al., 2004 which considers mixed-layer depths and sea
ice cover separately) rather thanmerely correlating productivity to statis-
tical modes of SST variability.

Both models do show variability in ice-edge regions associated with
the AMO index during the spring bloom. These regions do not necessarily
vary in the same way as adjoining regions, as illustrated by the Labrador
Sea in ESM2G, where the ice edge experiences an earlier bloom but
the open-ocean convective region experiences a later spring bloom.
We note that these regions may respond to global warming as they
do to an increase in the AMO index, and may also represent regions
where there is some predictability, insofar as the AMO index lags the
overturning circulation at 45°N.

Understanding mechanisms for variability is also important when
comparing different models. For example Patara et al. (2011) examine
the role of theNorth Atlantic Oscillation in driving interannual variability
in ecosystemswithin theNorth Atlantic. Theirmodelfinds significant co-
herence at interdecadal scales between basin averaged SST and SSS, but
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Fig. 13. Relationships between decadally smoothed June diatom biomass above the eastern Biscay plain (10°–12°W, 44°–52°N) and various hydrographic fields. (A) Correlation with
decadally smoothed nitrate at surface. (B) Colors: correlation with decadally smoothed annual mean nitrate averaged from 44°–52°N. Contours, mean nitrate 44°–52°N. (C) Colors: cor-
relation with decadally smoothed temperature averaged from 44°–52°N. Contours, mean temperature 44°–52°N. (D) Colors: correlation with decadally smoothed potential density aver-
aged from 44°–52°N. Contours, mean potential density averaged from 44°–52°N.
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much less coherence between these two fields and basin-averaged chlo-
rophyll. Instead, they focus on interannual variability associatedwith the
NAO in the center of the subpolar gyre between 45°–60°N and 50°–
20°W. This region sees factor of two changes in spring chlorophyll and
fall mesozooplankton biomass between positive and negative NAO
phases. The differences in biomass are clearly driven by differences in
the depth of wintertime mixing and nutrient supply as in our models
off of Greenland. However, while the central subpolar gyre does exhibit
some interannual variability in diatom biomass in our model, the coeffi-
cient of variation is relatively small in ESM2G for both interannual (0.07)
and June (0.11) biomass and drops by about half when decadally
smoothed. Thus while the AMO/AMOC may play an important role in
some regions and models, it is not the dominant driver of ecosystem
variability in all regions and models.

The spatial heterogeneity of the biogeochemical response of the
Atlantic to changes in overturning (particularly in ESM2G) may help
explain why fisheries in different parts of the Atlantic show different
responses to interdecadal variability in physical climate. As we have
seen in this paper, a stronger AMOC is associated with deeper winter-
time convection, resulting in higher nutrients and diatom biomass off
of West Greenland, but also in a shift in nutrient fronts resulting in
lower diatom biomass off the Bay of Biscay. Thus even though these
regions both see warming as a result of increasing AMOC, the biological
responses have opposite signs. An additional complication is that the
response of organisms at higher trophic levels to such changes in
productivity will depend strongly on details of their life history. In par-
ticular, organisms whose spawning is tied to particular times of year
may be especially susceptible to shifts in the timing of spring or fall
blooms. Such details need to be considered by climate scientists in
particular when linking variability in their models to observed changes
in fisheries.
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