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ABSTRACT

Sensitivity of climate drift to selected convection and cloudiness parameters is investigated with a coupled
ocean–atmosphere general circulation model. The dependence of the coupled model climatology upon param-
eterizations of convective entrainment and stratocumulus cloud cover is studied. The methodology relies upon
short uncoupled (1 yr) and coupled (3 yr) simulations. The coupled model climatology is very sensitive to both
parameterizations. For instance, the air–sea interface mean state can be too warm or too cold depending on the
profile of the convective entrainment rate. Enhanced entrainment at lower levels breaks the symmetry of the
tropical precipitation pattern observed in both forced and coupled control simulations. Furthermore, the zonal
wind stress strength and related thermocline slope around 1508W are shown to be crucial in determining the
warm pool–cold tongue structure in the tropical Pacific. The model sensitivity is found to be the result of complex
feedbacks between convection, cloud, and boundary layer processes, sea surface temperature (SST), and large-
scale ocean–atmosphere dynamics.

1. Introduction

Ocean–atmosphere interactions play a crucial role in
understanding climate variability on a broad range of
spatial and timescales. Coupled ocean–atmosphere gen-
eral circulation models (CGCMs) are the most compre-
hensive and, potentially, the most appropriate tools to
simulate and understand the global climate and its pres-
ent-day fluctuations such as the El Niño–Southern Os-
cillation phenomenon. The development and validation
of CGCMs are currently carried on in a number of in-
stitutions worldwide. Major unresolved issues in cou-
pled modeling involve model initialization, coupling
strategy, and climate drift (Meehl 1995). The latter not
only affects the climate mean state but also its vari-
ability. Furthermore, it is present in both global and
limited domain coupled models (Neelin et al. 1992;
Meehl 1990). If one wants to avoid the questionable
use of flux correction (Neelin and Dijkstra 1995), the
understanding and reduction of climate drift are then
one of the highest priorities in climate research.

Climate drift can be defined as the departure of the
CGCM climatology from the observed one as well as
from the climate simulated by the GCMs in uncoupled
mode (Neelin et al. 1994). In the case of high-resolution
tropical GCMs, it usually appears as a fast adjustment
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(over a period of few months) toward an equilibrium
state that can significantly differ from the observed one.
Analysis of the initial adjustment phase and of the error
at equilibrium are both necessary to understand the mod-
el biases.

In this work, the climate drift issue is adressed by
means of sensitivity experiments with a CGCM to the
parameterizations of selected atmospheric processes. A
recent intercomparison of CGCMs (Mechoso et al.
1995) has uncovered some of the most widespread sys-
tematic errors present in tropical climate simulations: a
warm SST bias over the southeast Pacific and in a nar-
row tongue along 108S. These deficiencies are associ-
ated with either a double intertropical convergence zone
(ITCZ) or an ITCZ that migrates across the equator with
the seasons. The CGCMs are therefore unable to main-
tain the asymmetry of the observed system. Another
bias is the difficulty to simulate the seasonal cycle of
equatorial SST in the eastern Pacific. Among the 11
CGCMs, only 4 were able to capture the annual har-
monic quite realistically. Furthermore, even in these
models, the cold tongue appears prematurely and its
development is too rapid. Westward propagation of SST
anomalies is not always well simulated indicating sharp
transition in the trade wind regime (Mechoso et al. 1995;
Terray et al. 1995). The CERFACS model referenced
in Mechoso et al. (1995) is identical to the one used in
this study.

Why is the ITCZ located north of the equator? The
question is still under intense debate and no definite
answer has been given (Mitchell and Wallace 1992;
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Giese and Carton 1994; Philander et al. 1996). Never-
theless, the failure for CGCMs to maintain the asym-
metric meridional structure in the eastern Pacific strong-
ly suggests the crucial role of coupled feedbacks on the
link between deep atmospheric convection and SST.
Some of the mechanisms commonly invoked are stra-
tocumulus (SC) cloud effects (Klein and Hartmann
1993; Ma et al. 1996; Philander et al. 1996), the evap-
oration–wind feedback mechanism associated with
equatorial upwelling and oceanic mixing (Xie 1994; Xie
and Philander 1994), and coastal upwelling. Warm mod-
eled SSTs off the west coast of subtropical continents
are often associated with the poor representation of
boundary layer SC clouds in these regions. Observed
thin layers of marine stratiform decks below the inver-
sion in the planetary boundary layer (PBL) are com-
monly known to form in response to strong subsidence
generated by the subtropical high over a relatively cold
upwelling ocean. In northern winter, the simulated SSTs
south of the equator are warm enough so they can ini-
tiate deep atmospheric convection and displace the
ITCZ southward. Weak coastal upwelling due to a weak
onshore wind component can also be responsible for the
insufficient SST cooling along the South American
coast. Once a convergence zone is established south of
the equator, it may persist due to feedback mechanisms
which probably vary with models. For instance, the
CERFACS model uses a convection scheme of the mass
flux type, which is known to dry out the lower atmo-
sphere by the effect of induced subsidence. This, in turn,
tends to increase surface evaporation, which maintains
the convection through a positive feedback loop.

Simple and intermediate models have been used to
clearly identify and quantify coupled feedback pro-
cesses, in particular those involving the wind stress
(Dijkstra and Neelin 1995). Nevertheless, sensitivity
studies with CGCMs are the expensive albeit necessary
way to include the whole set and complexity of physical
mechanisms needed for the detailed understanding of
air–sea interaction. Section 2 describes the atmospheric
and oceanic components of the coupled model. The stan-
dard cloudiness and convection parameterizations are
thoroughly detailed as well as the changes made for this
study. Section 3 presents the results from the sensitivity
experiments conducted, both uncoupled and coupled
ones. The substantial impact of the parameterization
changes on both aspects of climate drift are analyzed
in terms of coupled physical processes in section 4.
Section 5 gives a summary and directions for future
work.

2. The ARPEGE–OASIS–OPA coupled model

a. The ARPEGE model

The atmospheric GCM (AGCM) used in the present
study is derived from the ARPEGE/IFS forecast model
and is described by Déqué et al. (1994). The present

version uses a spectral T42 triangular horizontal trun-
cation equivalent to a Gaussian grid with a resolution
of about 2.88 lat 3 2.88 long. The model is vertically
discretized with 30 levels extending from the ground up
to about 70 km using a progressive vertical hybrid co-
ordinate and has good resolution in the stratosphere. The
semi-implicit integration scheme allows for a 15-min
time step. The model has a comprehensive package of
physical parameterizations. The radiation scheme is a
modified and simplified version of the Ritter and Geleyn
(1992) scheme. It uses a two-stream approximation of
the radiative transfer equation both in the solar and in-
frared parts of the spectrum (Geleyn and Hollingsworth
1979). The radiation code is called every time step
thereby allowing accurate interactions with cloud cover
and the diurnal cycle. Parameterizations of boundary
layer and turbulence are based on vertical-exchange co-
efficients computed as functions of the local Richardson
number according to the method of Louis et al. (1982).
A representation of shallow convection is taken into
account through a simple modification of the Richardson
number by consideration of the gradient of specific hu-
midity deficit in the vertical stability computation (Ge-
leyn 1987). This is equivalent to a reduction of the
Richardson number (increased instability) when the spe-
cific humidity gradient exceeds that of a saturated at-
mosphere. The performed sensitivity experiments con-
cern the treatment of cloudiness and convection, which
are detailed in the next paragraphs.

1) CLOUDINESS PARAMETERIZATION

The partial cloud cover is a combination of stratiform
and convective cloudiness. The stratiform cloudiness nsl

at level l is calculated according to

21q /q 2 rsat cln 5 min n , i , (1)sl smax s11 2[ ]1 2 rcl

where nsmax is the maximum cloudiness in a given layer
(here 0.6), q and qsat are the specific humidity and its
value at saturation, is a critical humidity profile, and1rcl

is is the stability index of the layer (is 5 0 if sl # ssurf,
is, 5 1 otherwise). The critical humidity profile is spec-
ified as

5 1 2 , (2)1 m m 0.51 2r b (s) [1 2 (s) ][1 1 b (s 2 0.5)]cl 1 2

where s is the ratio of pressure over surface pressure
and b1, b2, m1, and m2 are empirical parameters. These
parameters are adjusted to give a balanced radiative bud-
get at the top of the atmosphere on an annual mean
basis. The calibration is carried out in order to get a
planetary albedo of 0.30.

The total convective cloudiness is given by

min(0.5, b F ) if the convection is active3 cpn 5 (3)c 50 otherwise,

where Fcp is the convective precipitation at the previous
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time step and b3 an empirical coefficient. The total con-
vective cloudiness is equally distributed among the ac-
tive layers with the random overlap hypothesis. The
cloud cover at each level is calculated by combining the
stratiform (nsl) and convective (ncl) fractions with ran-
dom overlap:

nc 5 nsl 1 (1 2 nsl)ncl . (4)

To improve the representation of the subtropical SC
fields, another cloud parameterization, based on Slingo
(1987), was introduced in the model. These marine
clouds are strongly linked to the PBL and are generally
associated with low-level inversions in temperature and
humidity. As they are often vertically subgrid scale, they
may not be represented accurately by the average rel-
ative humidity through a model layer. The proposed
parameterization requires a positive vertical velocity
(subsidence) and a dry static energy gradient (]s/]F)
greater than a critical value [(]s/]F)crit], which defines
low-level atmospheric stability. Furthermore, an addi-
tional dependence on relative humidity is accounted for,
to prevent cloud formation under dry inversions such
as those over the winter pole. A critical relative humidity
profile is defined:

(1 2 s)(s 2 s )t2r 5 min 1 2 e, max 0, 1 2 4H ,cl 2 25 6[ ](1 2 s )t

(5)

where H2 is an empirical coefficient equal to 0.4 and
st the top of the cloudy layer (here 0.8). So the critical
humidity is 1 2 e both at the surface and 800 hPa and
goes through a minimum (0.6) at 900 hPa. Note that
there are no clouds above the st level. The SC cloud-
iness is then given by

]s ]s
n 5 d min 1 2 e, K max 0, 2scl v.0 sc5 1 2[ ]]F ]F

crit

2q /q 2 rsat cl3 max 0, , (6)
21 261 2 rcl

where Ksc is an empirical coefficient. The empirical co-
efficients were tuned to ensure the simulation of stratus
decks in the anticyclonic regions of the subtropical
oceans.

This choice for the stratus parameterization contrasts
with previous studies (Ma et al. 1996; Philander et al.
1996), which used either a constant value or an empir-
ical formula applied as a flux correction for the eval-
uation of the related cloudiness. The described param-
eterization fully interacts with the atmospheric physics
package, allowing a more complete description of
cloud–radiation interaction.

2) CONVECTION PARAMETERIZATION

The effects of cumulus convection on the heat and
water large-scale budget is represented by a mass flux
scheme with detrainment as proposed by Bougeault
(1985). The cloud profile is determined by a moist adi-
abat incorporating the entrainment of environmental air
with a given profile for the entrainment rate (ER). In
the standard version, the ER is constant with height
within the convective column and its value is 531025

m21. This scheme includes prediction of the convective
mass flux inside the cloud and a detrainment term simply
proportional to the excess of cloud temperature and
moisture over the environmental values. The detrain-
ment coefficient is obtained from conservation of the
moist static energy of the convective column. The ver-
tical profile of mass flux is assumed to be proportional
to the square root of the moist static energy excess of
the cloud. The coefficient of proportionality is deter-
mined by a Kuo-type hypothesis relating it to large-
scale moisture convergence and turbulent water trans-
port at the cloud base. The evaporation of convective
precipitations below the cloud base is not taken into
account. As previously noted, this scheme leads to an
excessive drying of the lower-atmospheric layers. Fur-
thermore, the standard mass flux scheme is allowed to
operate at all places where moisture convergence takes
place, caused either by surface evaporation or the at-
mospheric circulation. Convection is then active over
the major part of the tropical oceans, resulting in wide-
spread weak precipitation and poorly defined conver-
gence zones.

A variation with height of the ER, similar to the one
used by Gregory and Rowntree (1990), has been im-
plemented in order to reduce this bias (Geleyn et al.
1994). The ER is maximum at the bottom of the con-
vective column, and relaxes exponentially toward the
standard value as one goes up the cloud. The maximum
value is taken equal to 431024 m21. The varying en-
trainment assumption is also based on physical and ob-
servational evidence, which supports an inverse-cloud
radius entrainment law (Simpson 1971). The intuitive
idea is to reduce the upward convective mass flux in
order to increase specific humidity at low levels.

b. The OPA model

The oceanic component of the CGCM is based on the
OPA model developed at the Laboratoire
d’Océanographie DYnamique et de Climatologie (De-
lecluse et al. 1993) and adapted to the tropical Pacific
by Dandin (1993). It is a finite-difference model based
on the primitive equations with the Boussinesq approx-
imation. The model uses the rigid-lid assumption to
eliminate surface gravity waves. The parameterization
of vertical mixing by turbulence is a 1.5-order turbulent
kinetic energy (TKE) closure scheme (Blanke and De-
lecluse 1993). Horizontal diffusion is harmonic with
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FIG. 1. Geographical distributions of the monthly averaged total cloud amount for the SON season simulated with (a) FCO, (b) FSC, and
derived from the ISCCP dataset (c) between 308N and 308S. Units are in percent and contour intervals are every 10%. Shading corresponds
to values greater than 60%.

eddy coefficients of 103 m2 s21 for tracers and momen-
tum. Penetrative solar radiation is allowed to penetrate
surface layers. The model domain covers the Pacific
Ocean from 1208E to 708W and 408S to 488N. The hor-
izontal resolution is 0.758 long and between 0.338 and
1.58 lat (with the highest resolution near the equator).
Twenty-eight vertical levels are chosen with 17 levels
in the upper 400 m. A gridded bathymetric dataset of
59 3 59 (ETOP5 1986) resolution has been interpolated
onto the model mesh. The abyssal trenches have been
cut off at 4950 m and islands submerged at 700 m. The
temperature and salinity fields are constrained to cli-
matological values (Levitus 1982) with a restoring co-
efficient varying with depth as proposed by Sarmiento
and Bryan (1982). The salinity restoring coefficient de-
creases exponentially from 4 day21 at the surface to 2
yr21 at the ocean bottom. The temperature restoring co-
efficient increases from 0 at the sea surface to 13 day21

at 150 m and then decreases to 2 yr21 at the bottom.
This vertical profile is modified according to latitude
and distance from the coast (Dandin 1993). It is mul-
tiplied by a function set to zero at the equator and in-
creasing smoothly in latitude. This technique keeps the
equatorial features free from an imposed climatology
and Fujio and Imasato (1991) have shown that it pre-
vents inconsistencies due to the geostrophic adjustment.
Furthermore this avoids the sharp transition between the
free and restored regions. The relaxation vanishes within
1000 km of the coast. This allows the swift western
boundary currents to adjust freely in regions where
ageostrophic terms become important.

c. The coupling scheme: OASIS

The OASIS coupling software (Terray 1995) has been
used to carry out all the experiments in coupled mode.
The GCMs are coupled synchronously by exchanging
information once per day, averaging out the diurnal cy-
cle. SST and sea ice extent (SIE) are given to the AGCM
and surface fluxes of heat, momentum, and freshwater
to the OGCM. SST outside the Pacific domain and the
SIE field are prescribed from an observed monthly cli-
matology from the Center for Ocean–Land–Atmo-
sphere—Climate Analysis Center dataset over the
1979–88 period (Reynolds 1988). Modeled SSTs at the
northern, southern, and western boundary are modified
to smooth out the transition between prescribed and sim-
ulated SST. The higher-resolution SST is spatially av-
eraged before being transferred to the AGCM. The sur-
face fluxes are interpolated onto the OGCM grid using
bicubic interpolation and without flux correction. How-
ever, in order to be consistent with the SST smoothing,

an additional term has been included in the total heat
flux response of the atmosphere to a computed SSToce.
The heat flux received by the ocean model is then given
by

Qoce 5 Qatm 1 Kc(SSToce 2 SSTclim), (7)

where Qatm is the total heat flux computed by the at-
mospheric model (defined as the sum of the shortwave,
longwave, latent, and sensible surface heat fluxes) and
SSTclim the prescribed climatological SST. The coeffi-
cient Kc is zero inside the 258S–258N latitude band and
increases linearly to reach 240 W m22 K21 at the ocean
grid boundaries. The same technique also applies for
the western boundary, but over a 108 long range within
the model grid. The atmospheric uncoupled simulations
have been carried out for a 14-month period to account
for initial atmospheric transients. The surface boundary
conditions are given by climatological SSTs. The cou-
pled experiments run for a period of 3 yr.

3. Sensitivity experiments

In this section, we study the sensitivity of the CGCM
to the parameterizations of SC clouds and convective
ER. The strategy relies on comparison of the control
and perturbed simulations, where the parameterizations
are modified one by one. The AGCM used in the control
experiments does not use the parameterization of SC
clouds, and the ER is constant with height within the
convective column. The OGCM is exactly the the same
in all the numerical experiments performed in this work.
The Comprehensive Ocean–Atmosphere Data Set data
as analyzed by Oberhuber (1988) are used as a reference
(OBE) to which the model output can be compared.

We shall name these different sensitivity experiments
using a combination of letters that encapsulates infor-
mation on the nature of the simulation (forced or cou-
pled) and the parameterizations used. The first letter in
the experiment name indicates its nature (F for forced
and C for coupled); the following two letters give the
added or modified parameterization (CO for the control,
SC for stratocumulus clouds, and ER for convective
entrainment rate). So, for instance, the uncoupled and
coupled control experiments are named FCO and CCO,
respectively. The initial atmospheric state comes from
an Atmospheric Model Intercomparison Project (AMIP)
experiment where the AGCM was forced by observed
SSTs over the 1979–88 period. The initial oceanic state
comes from an oceanic simulation where the OGCM
was forced by the atmospheric fluxes generated by the
AMIP simulation. The initial restart date for the coupled
simulations corresponds to 1 January 1986. All the maps
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FIG. 2. Latitude–height cross sections of the monthly averaged specific humidity, relative humidity, and total cloudiness differences FER
minus FCO (a), (b), (c) for July. In (a) units are in grams per kilogram and contour intervals are every 0.25 g kg21. In (b), (c) units are in
percent and contour intervals are every 2.5%. In all panels, shading corresponds to positive values and the latitude domain is from 608S to
608N. The zonal average is performed over the full grid.

shown in the next two sections are averages over 1 and
2 (the last ones) yr for the forced and coupled simu-
lations, respectively. Although 3 yr is a short period, it
is long enough to assess whether the simulated climate
drifts differ drastically from each other. Furthermore,
the above coupled system is designed to study the trop-
ical atmosphere–upper ocean system where the ocean
surface and mixed layer adjust with short timescales to
changes in the forcing fields. For instance, it takes about
1 yr to establish all the upper-ocean currents when one
initializes a tropical ocean model at rest with climato-
logical temperature and salinity and drives it with re-
alistic wind stress and heat fluxes.

a. Uncoupled experiments: FCO, FSC, and FER

To begin, we inspect maps of cloudiness, water vapor,
and relative humidity to check the effect induced by
changes in the parameterizations of SC clouds and con-
vective entrainment rate, respectively. Figure 1 shows
total nebulosity during the September–November
(SON) period for FCO, FSC, and the International Sat-
ellite Cloud Cover Project (ISCCP) dataset (Rossow and
Schiffer 1991). The SON period is the peak stratus cloud
amount for the Peruvian region (Klein and Hartmann
1993). A much improved representation of nebulosity
is obtained in the FSC simulation, due to the additional
clouds over the subtropical regions. Consequently, the
solar heat flux FSC values are strongly reduced (up to
80 W m22) west of the Peruvian and, to a lesser extent,
Californian coasts (not shown). Furthermore, the choice
of parameters for the SC parameterization results in in-
creased cloudiness over the whole domain with too large
values over the equatorial western and central Pacific.

The impact of the convective entrainment change on
the zonal moisture and cloudiness distributions for July
can be seen in Fig. 2. The lower-tropospheric specific
humidity strongly increases in the northern Tropics as
well as in the extratropical cyclonic storms regions. The
tropical increase extends from the surface to 500 hPa
with a maximum around 800 hPa within the ITCZ. Sec-
ondary maxima are observed at midlatitudes associated
with a smaller vertical extent.

The relative humidity difference field (Fig. 2b) shows
a complex pattern with a dipole structure for the maxima
in the northern Tropics, linked with a middle-tropo-
spheric negative minimum in the southern Tropics. The
peak increase is depicted in the southern midlatitudes
with strong vertical extent. The maxima regions are
characterized by strong vertical motions (net rising mo-
tion). The associated adiabatic cooling induces satura-

tion and acts to increase relative humidity through its
effect on saturation vapor pressure. Thus a detailed anal-
ysis of this pattern requires the knowledge of the dif-
ferential adiabatic cooling between the two experiments
(this will be discussed further below). The cloud cover
difference (Fig. 2c) shows very similar patterns due to
its quadratic dependency in relative humidity for the
stratiform part (1).

Changes in the simulated surface fluxes are now in-
vestigated focusing on those that can potentially impact
the behavior of the coupled system the most. The total
heat flux annual mean is displayed in Fig. 3 for the
FCO, FSC, and FER simulations as well as for the OBE
data. The FSC and FER values are smaller than the FCO
ones and closer to the OBE data in the equatorial eastern
Pacific. The decrease in solar heat flux due to increased
cloudiness is responsible for the diminished total heat
flux (Fig. 1). Over the equatorial warm pool region, the
FSC and FER values are weakly positive and negative,
respectively. Again the reduction in solar heating plays
the main role with an increase of the latent heat flux in
the FER case (not shown). Similar effect is found at
higher latitudes (between 108 and 308) in the central and
western Pacific. The reduced solar radiation leads to
negative total heat flux in the FSC case, whereas for the
FER simulation, the negative values come from en-
hanced latent heat fluxes due to stronger winds (Fig. 4).

The zonal wind stress pattern is depicted in Fig. 4.
The FSC values are very similar to the FCO ones with
even weaker zonal gradients in the western Pacific. The
equatorial zonal wind stress has increased by 30% over
the 1508–1208W region in the FER simulation. The
northward meridional component has also increased in
the equatorial eastern Pacific but is still only half of the
observed values just north of the equator (not shown).
The change in the convective ER has thus resulted in
an increased low-level flow linked to stronger Walker
and Hadley circulations. Figure 4c shows intense west-
erlies over the western equatorial Pacific (west of 1608E)
denoting stronger convergence with increased easterlies
on the eastern side.

Figure 5 shows the March–May (MAM) precipitation
field for the experiments FCO, FSC, and FER and the
OBE data. The double ITCZ is already present in forced
mode (Fig. 5a) in the control simulation. It is associated
to a symmetrical geographical distribution of the rainfall
over the entire tropical Pacific resulting in an unrealistic
shape for the South Pacific convergence zone (SPCZ).
This tendency is maintained in the FSC simulation while
it is much weaker in the FER one. In the latter, the ITCZ
and SPCZ are well localized with precipitation values
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FIG. 3. Geographical distributions of the annual mean total surface heat flux simulated with (a) FCO, (c) FER, (d) FSC, and derived from
the OBE dataset (b) between 308N and 308S. Fluxes are positive downward. Units are in watts per square meter and contour intervals are
every 20 W m22. Shading corresponds to positive values.

close to the observed ones (greater than the FCO ones
over the warm pool). The model even simulates the
observed precipitation dipole in the western Pacific and
the SPCZ recovers its observed northwest–southeast ori-
entation.

It is worth investigating the mechanisms leading to
the remarkable difference between the FCO and PER
simulations. Specifically, one needs to understand the
transition, regarding the rainfall distribution, between
the symmetric FCO and asymmetrical FER states. The
precipitation field is related to the vertically integrated
diabatic heating due to cumulus convection, large-scale
condensation, and radiation processes. In the Tropics,
cumulus convection accounts for most of the diabatic
heating. It is then quite logical to look at the influence
of the FER change on the convective heating and drying
profiles. Figure 6 shows latitude–height cross sections
of the mean July zonally averaged convective heating
and drying rates for the FCO and FER simulations as
well as the differences. Both experiments exhibit max-
imum convective heating in the Tropics with smaller
peaks associated to extratropical storm track regions.

The vertical distribution in the Tropics differs markedly
between the two experiments: the FER convective heat-
ing is much increased north of the equator in the ITCZ
with a maximum difference of 1.5 K day21 between 600
and 500 hPa. The increased heating extends from the
lower levels to the upper troposphere. The opposite oc-
curs just south of the equator, where the convective
heating in the FER simulation is reduced by 0.5 K day21

between 750 and 250 hPa. Figures 6d–f show convective
drying of the lower troposphere (up to 850 hPa) for both
FCO and FER simulations due to environmental com-
pensating subsidence. The quasi-symmetrical pattern of
the FCO experiment is broken in the FER one where
relative lower-tropospheric convective moistening and
drying occur south and north of the equator, respectively
(Fig. 6f). A question regarding the above results is the
following. Why is the impact of the ER change so dif-
ferent between regions just north and south of the equa-
tor? The direct effect of the ER change on water vapor
can be described as follows. At low levels, the main
convective contribution to the atmospheric column hu-
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FIG. 4. Geographical distributions of the annual mean zonal wind stress simulated with (a) FCO, (c) FER, (d) FSC, and derived from the
OBE dataset (b) between 308N and 308S. Units are in pascals and contour intervals are every 1022 Pa. Shading correponds to westerly winds.

midity budget is given by the mass flux term Qc (the
detrainment term is important only for upper levels):

]q
Q 5 2a (H 2 H ) , (8)c k n ]p

where H is the moist static energy of the environment,
Hn that of the cloud, p the atmospheric pressure, and ak

a constant determined by the Kuo hypothesis (Bougeault
1985). The ER change gives a stronger relaxation of the
temperature and specific humidity cloud values toward
the environment at low levels in the moist adiabat de-
termination. Consequently, the upward convective mass
flux is reduced at low levels and thus specific humidity
increases at the bottom of the convective column. As
this direct effect is symmetric (no geographical depen-
dence), the symmetry breaking seen in Fig. 6 must result
from a dynamical feedback loop. In the following we
investigate changes in the mean atmospheric circulation
to demonstrate its existence.

The increase in convective heating in the northern
equatorial midtroposphere for the FER simulation is
consistent with a vigorous enhancement of the zonally

averaged meridional circulation as shown by Fig. 7. The
intensity of the Hadley cell is increased by about 40
and 110 109 kg s21 between the two experiments for
January and July, respectively. This strengthening of the
vertical motions has an impact on the vertical advection
of potential temperature. Since potential temperature in
the troposphere increases with height and is conserved
in adiabatic motions, upward advection leads to colder
temperatures in the middle and upper troposphere. So
the stronger vertical motions in the FER case tend to
produce a cooling in the regions of ascendance com-
pared to the control simulation. This explains the up-
ward extension of the positive relative humidity anom-
alies in Fig. 2b.

The planetary-scale divergent circulation is also
strongly affected by the FER change and can be de-
scribed in terms of the divergent flow at 200 hPa. Figure
8 presents the mean July divergent flow in terms of the
velocity potential x at 200 hPa for the FCO and FER
experiments as well as the European Centre for Medi-
um-Range Weather Forecasts (ECMWF) analysis. Low
values of x denote areas of divergence and therefore
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FIG. 5. Geographical distributions of the monthly averaged precipitation for the MAM season simulated with (a) FCO, (c) FER, (d) FSC,
and derived from the OBE dataset (b) between 308N and 308S. Units are in millimeters per day and contour intervals are every mm day21.
Shading corresponds to values greater than 5 mm day21.

upward motion below 200 hPa, whereas large values
denote convergent flow and downward motion. The FER
simulation is characterized by a much stronger upward
flow over the western Pacific in good agreement with
the analysis results. There is also increased subsidence
over South Africa and along the coast of South America,
which compares favorably with the ECMWF analysis.
Nevertheless, the mean subsidence in the northeastern
Pacific is too strong in all the model results compared
to those of the analyses and is possibly related to the
failure of the model to adequately represent the ITCZ
in the eastern Pacifc. The stronger zonal circulation in
FER is likely to favor vertical mixing of the SST anom-
alies in the western Pacific and suppress vertical mixing
of anomalies in the eastern Pacific.

The stronger Walker and Hadley circulations entail a
stronger rising motion, which favors moisture conver-
gence as the rising air must converge at low levels where
moisture is abundant. As the change in the moisture
transport by the large-scale flow has not been directly
estimated, it can be diagnosed from the precipitation P

and the surface evaporation E. For steady-state condi-
tions, as apply for the considered timescale, the moisture
convergence M is given by

M 5 P 2 E. (9)

Figure 9 depicts the annual mean moisture convergence
for the FCO and FER simulations and for the OBE
climatology. The narrow band of moisture convergence
situated south of the equator in the central and east
Pacific for the FCO experiment disappears in the FER
one, which compares fairly realistically with the cli-
matology. More moisture is being advected toward the
convergence zones, particularly above the warm-pool
region (up to 6 mm day21), implying a much stronger
hydrological cycle.

In summary, the ER change initiates a positive dy-
namical feedback loop between cumulus convection, the
large-scale flow, and moisture convergence. The direct
effect of the ER change reduces convection everywhere
and, in particular, south of the equator, thereby cooling
and increasing low-level humidity within the trade wind
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FIG. 6. Latitude–height cross sections of the monthly averaged convective heating and drying rates simulated with (a), (d) FCO; (b), (e)
FER; along with their differences FER minus FCO (c), (f ) for July. Panels (a), (b), (c) are heating rates and (d), (e), (f ) drying rates. In
(a), (b), (c) units are in kelvins per day and contour intervals are every 0.5 K day21. Shading corresponds to values greater than 1 K day21

(to positive values for the difference field). In (d), (e), (f ) units are in grams per kilogram per day and contour intervals are every 0.5 g
kg21 day21. Shading corresponds to values greater than 2 g kg21 day21 (to positive values for the difference field, which indicate moistening).
The zonal average is performed over the full grid.

cumulus layer. This additional supply of moisture is then
available for horizontal transport into the tropical con-
vergence zones through the mean trade wind flow. It
yields an increased moisture convergence into the deep
convection areas, such as the ITCZ, due to the additional
water vapor transport from neighboring latitudes. This
indirect dynamical effect overcomes the direct effect,
resulting in a strongly asymmetric profile for the heating
and drying convective rates. Therefore, these simula-
tions suggest a strong link between the PBL structure
in the southeast Pacific and the asymmetry of the at-
mospheric state. The modified convective entrainment
helps to maintain the PBL structure in the trade wind
areas by providing cooling and moistening to balance
the drying and warming effect of subsiding large-scale
motions. A similar effect might be obtained by slightly
changing the convection scheme closure. As mentioned
above, the dry bias is due to the lack of selectivity in

the application of the convection scheme. Imposing an
additional constraint—for instance, a threshold over the
mean relative humidity in the cloud layer (Gregory
1994)—could lead to better-defined convergence zones
and improved transient activity.

The added cloud and modified convection schemes
do significantly affect heat, momentum, and mass sur-
face fluxes, which are driving the ocean in coupled
mode. It is then interesting to see how coupled ocean–
atmosphere feedbacks may modify the patterns ob-
served in the forced simulatons and to study the impact
of atmospheric changes on the ocean climatology.

b. Coupled experiments: CCO, CSC, and CER

Figure 10 displays the annual mean SST maps for the
CCO, CSC, and CER simulations as well as the OBE
data. The most remarkable feature is the inversion, in
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FIG. 7. Latitude–height cross sections of the monthly averaged mean meridional circulation simulated with (a), (d) FCO; (b), (e) FER; along
with their differences FER minus FCO (c), (f) for January and July. Panels (a), (b), (c) are January and (d), (e), (f) are July. Units are in 109

kg s21 and contour intervals are every 25 109 kg s21. Shading corresponds to positive values. Clockwise and counterclockwise circulations are
indicated by positive and negative values for the streamlines, respectively. The zonal average is performed over the full grid.

→

FIG. 8. Geographical distributions of the annual mean 200-hPa velocity potential simulated with (a) FCO, (b) FER, and derived from the
ECMWF data (c) between 908N and 908S. The ECMWF data are the annual mean for the 1985–91 analysis period. Units are in 106 m2 s21

and contour intervals are every 106 m2 s21. Shading corresponds to positive values (indicative of convergence).

the CER simulation, of the warm bias present in the
CCO experiment over the central and eastern Pacific.
The cold tongue extends westward into the western Pa-
cific and strongly erodes the warm pool. The waters
along the North Equatorial Counter Current (NECC) are
18C colder in the CER simulation. A similar cold pat-
tern, though much less marked, is obtained with the CSC
experiment. The warm pool keeps a reasonable shape
but with a temperature 18C colder and the cold waters
along the South American coast are well simulated. To
summarize, both CER and CSC show a more realistic
representation of the zonal SST gradient as well as the
cold tongue in the eastern Pacific. However, they both
fail to produce a realistic warm pool as far as its shape
(CER) and temperature (CER and CSC).

Figure 11 shows similar maps for the mean precipi-
tation fields. The anomalous precipitation band around
58S in the eastern Pacific, present in both CCO and CSC,
is strongly reduced in the CER simulation. In the latter,
the convection cell over the warm pool area, which was
moved eastward in CCO, is being displaced westward
of its observed position. This displacement is related to
the strong equatorial cooling over the central and west-
ern Pacific. The dry zone over the central Pacific is also
accurately depicted. The precipitation amount is under-
estimated over the tropical convergence zones for the
three simulations compared to the OBE values.

The mean zonal wind stress is presented in Fig. 12
for the three simulations and the OBE data. Comparison
between CCO and CER shows strikingly different spa-
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FIG. 9. Geographical distributions of the annual mean excess M of precipitation over surface evaporation simulated with (a) FCO, (b)
FER, and derived from the OBE dataset (c) between 308N and 308S. Under steady conditions, M represents the net moisture supply through
lateral advection as well as runoff. Units are in millimeters per day and contour intervals are every mm day21. Shading corresponds to
positive values (indicative of moisture convergence).

tial patterns in the equatorial Pacific. The CER simu-
lation shows values almost twice as strong as the CCO
ones in the 1658–1208W region (always greater than
0.05 Pa). The westerlies have been displaced west of
1208E in the CER simulation, whereas they extend until
1708E in the control one. Slightly stronger values are
also depicted in CER for the trades core regions. The
southeast trades maximum position is realistically sim-
ulated in CCO and CER. The northeast trades simulated
dipole in CCO becomes a more intense monopole cen-
tered at 208N–1808, which is westward and northward
of the climatological one (158N–1508W). The CSC sim-
ulation shows values in between CCO and CER in the
central Pacific region (around 0.04 Pa) and the same
pattern as CER in the western Pacific (with weaker east-
erlies).

In summary, the performance of the coupled GCM
is highly sensitive to changes in the parameterization of
convective entrainment rate. The standard version gives
a steady state (which resembles an El Niño with warm
SSTs in the central and eastern Pacific), weak easterlies
over the central equatorial Pacific, and an anomalous
convergence zone south of the equator in the eastern
Pacific. On the opposite, the modified version simulates
a mean state similar to a La Niña state with an enhanced
cold tongue, which extends too far to the west relative
to observations. The easterlies prevail over the entire
equatorial Pacific with realistic amplitude in the center
of the basin. The convergence zones are accuratly de-
picted although the tropical heat source in the western
Pacific has shifted westward. To summarize, the CER
simulation appears more realistic than the CCO one and
is particularly interesting as the systematic biases gen-
erally found in tropical CGCMs (double or migrating
ITCZ, warm SSTs in the southeast Pacific) are absent.
The coupled GCM is also sensitive to the parameter-
ization of SC clouds. The CSC simulation gives SSTs
values in good agreement with the OBE climatology,
whereas the precipitation and the zonal wind stress share
qualitatively the same biases as CCO (with reduced am-
plitude). The quite remarkable contrast between the cli-
matologies of the CCO, CER, and CSC experiments is
suggesting that differences in the relative magnitude of
coupled feedbacks within the CGCM can lead to strik-
ingly different climate drifts.

4. Coupled processes impact on climate drift

In this section and following Dijkstra and Neelin
(1995), the ‘‘climatological version of the Bjerknes hy-
pothesis,’’ namely, that coupled ocean–atmosphere pro-

cesses strongly influence the spatial structure of the trop-
ical Pacific climatology, is investigated with the CGCM
simulations of the previous section. Specifically, reasons
are sought for the drastic differences noted in the CCO,
CER, and CSC simulations of the warm pool–cold
tongue structure within the equatorial Pacific. Before
diagnosing the physical processes fundamental to either
climate drifts, some insight can be gained by simply
looking at the SST difference maps between the mod-
ified and control experiments (Fig. 13). The CER map
(Fig. 13a) shows differences located mainly within a
narrow equatorial band across the Pacific Ocean and
along the South American coast. The maximum cooling
occurs on the equator around 1008W with a value of
38C. The CSC cooling is weaker in the western Pacific
and stronger over the anticyclonic regions of the sub-
tropical Pacific Ocean (Fig. 13b). The cooling maxima
(48C) are situated along the Californian and Peruvian
coasts away from the equator. The different cooling pat-
terns indicate that different mechanisms or differences
in process amplitudes are operating between the CER
and CSC experiments.

a. Surface forcing and atmospheric boundary layer

The first idea is whether the different SST distribu-
tions simply reflect different total heat fluxes at the
ocean surface. The CER total heat flux deviation map
shows strong positive values (up to 40 W m22 at 1008W)
in the equatorial wave guide (58S–58N) (Fig. 13c) due
to an increase in solar irradiance. The latter is associated
with the decrease in cloudiness due to reduced convec-
tion linked with the colder equatorial SSTs. Further-
more, the total heat flux anomaly resembles the negative
of the SST anomaly, which suggests that the atmosphere
is reacting as a negative feedback to the SST cooling.

In the central and eastern Pacific, the CSC total heat
flux deviation map shows small positive values within
the 58S–58N lat band (Fig. 13d). Large negative values
are depicted in the eastern subtropics indicating a strong
reduction in solar radiation due to the enhanced simu-
lated stratus deck (not shown). These negative anom-
alies do correspond in sign to the SST anomalies, which
suggest that the observed cooling can be, at least partly,
attributed to the diminished total heat flux in these
regions.

To study the coupling impact on PBL physics, dis-
tributions of sea–air temperature difference (SST 2

) and surface relative humidity are compared to sug-airTs

gest possible mechanisms for the changes in total heat
flux and precipitation surface budgets (Fig. 14). The
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FIG. 10. Geographical distributions of the annual mean sea surface temperature simulated with (a) CCO, (c) CER, (d) CSC, and derived
from the OBE dataset (b) between 308N and 308S. Units are in Celsius and contour intervals are every 18C. Shading corresponds to values
greater than 288C.

former gives a crude measure of atmospheric boundary
layer stability, whereas the latter is indicative of the
surface moisture field (Deser and Wallace 1990). Pos-
itive values for (SST 2 ), indicative of unstable con-airTs

ditions, are depicted in the equatorial Pacific for the
CCO simulation with large values over the eastern ITCZ
and warm-pool areas. Negative sea–air temperature dif-
ferences are simulated over the equatorial cold tongue
in the CER simulation. A stable boundary layer (values
less than 20.258C) is present on and south of the equator
between 908 and 1608W. The ITCZ is well defined with
positive values greater than 0.258C across the whole
Pacific. The CSC simulation shows large negative val-
ues over the cold upwelling regions (both the coast of
Peru and the equatorial cold tongue). Stable conditions
are also present in the central Pacific along the ITCZ
indicating reduced convection. Coupled ocean–atmo-
sphere feedbacks are clearly responsible for the ob-
served differences as the sea–air temperature difference
field is very similar between the three forced experi-
ments (not shown). For instance low-cloud lock-in

(Randall 1994) can lead to a SST cooling in the CSC
simulation. Increased cloudiness reduces surface inso-
lation, which cools the underlying ocean surface. The
colder SSTs give increased atmospheric boundary layer
stability, which traps water vapor near the surface, there-
by raising low-level relative humidity and cloudiness.
This mechanism is probably effective along the Peru-
vian coast in the CSC simulation as shown by the higher
relative humidities compared to CCO (Figs. 14d–f).
However other boundary layer processes must be pres-
ent as evidenced by the corresponding CER map (Fig.
14e), which depicts larger values over the equatorial
eastern Pacific and along the ITCZ. Regions of stable
stratification are characterized by high surface relative
humidities as vertical mixing of moisture is inhibited
within the atmospheric boundary layer. The surface
moisture difference between CER and CSC is then not
consistent with the corresponding difference in atmo-
spheric boundary layer stability for the eastern Pacific
region. As surface evaporation is roughly the same in
the two simulations, the discrepancy could be explained
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FIG. 11. Geographical distributions of the annual mean rainfall simulated with (a) CCO, (c) CER, (d) CSC, and derived from the OBE
dataset (b) between 308N and 308S. Units are in millimeters per day and contour intervals are every mm day21. Shading corresponds to
values greater than 5 mm day21.

by stronger upper PBL mixing with the drier free at-
mosphere in the CSC case. This is coherent with a stron-
ger deep convective activity in the southeastern Pacific.
This stronger ventilation of the PBL could also result
from a more active shallow convection in the CSC sim-
ulation. The intensity of shallow convection is related
to the saturation deficit gradient, which has larger values
in the CSC case from the upper part of the PBL to the
midtroposphere, especially south of the equator (not
shown). This suggests the following interpretation: both
shallow and deep convection strive to maintain drying
of the lower atmosphere by pumping moisture out of
the PBL and feeding it into the free atmosphere. This,
in turn, maintains a high evaporation rate, thereby con-
tributing to the moisture convergence, which drives the
mass flux scheme. This mechanism could explain the
maintenance of a double ITCZ in CSC (although the
SSTs are much colder than in CCO) while it clearly
weakens in CER.

In summary, the simulated sea surface cooling cannot
be solely explained through changes in atmospheric heat
forcing at least for the CER case. To gain a deeper

insight into the physical processes involved with the
cooling, one has to analyze dynamical and thermal
changes in the ocean upper layers. Furthermore, shallow
convection likely plays an important role in the main-
tenance of the double ITCZ through a positive feedback
with the deep convection and surface evaporation.

b. Upper-ocean description

1) MEAN ZONAL AND MERIDIONAL CIRCULATION

Figure 15 shows an equatorial section of the annual
mean zonal current and vertical velocity for the CCO,
CER, and CSC simulations. The surface westward flow,
driven by the mean winds, strongly increases in both
CSC and CER experiments with a maximum of 35 cm
s21 reached in the CER case. The mean flow is westward
along the whole equatorial Pacific, but it is eastward
from the western part of the basin until 1608W in the
control simulation. The three simulations do represent
a subsurface current, sloping toward the eastern part of
the basin, the equatorial undercurrent (EUC). The latter
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FIG. 12. Geographical distributions of the annual mean zonal wind stress simulated with (a) CCO, (c) CER, (d) CSC, and derived from
the OBE dataset (b) between 308N and 308S. Units are in pascals and contour intervals are every 1022 Pa. Shading corresponds to westerly
winds.

is due to the pileup of warm surface-layer waters in the
western Pacific under the action of trade wind–driven
westward mean currents. This creates a zonal pressure
gradient that accelerates the fluid eastward in the sub-
surface. Nevertheless, there are substantial differences
between the three simulations. While the EUC maxi-
mum velocities are relatively close [Umax(CER) 5 1.20
m s21 . Umax(CSC) 5 1.12 m s21 . Umax(CCO) 5 1.07
m s21], the position of the EUC core relatively to the
208 isotherm depth as well as the upper vertical shear
strongly differ between the three simulations. The EUC
core is located above the thermocline (taking the 208
isotherm depth as a good indicator of its mean position)
in CCO while it is found in the middle of it in both
CER and CSC. This is primarily due to the much stron-
ger tilt of the thermocline slope in the CER and, to a
lesser degree, CSC case. The steepening of the ther-
mocline slope is associated to the strong increase in
zonal wind stress over the central Pacific (1808–1108W)
(Fig. 12). Additionally, a deepening and a westward
shift of the EUC core are observed in both CER and
CSC.

A recent numerical study performed by Maes et al.
(1997) has identified the various EUC dynamical re-
gimes simulated with the OPA model. In particular, the
upper EUC regime exhibits a balance between, on one
hand, the zonal pressure gradient and vertical advection
terms (EUC acceleration) and on the other hand, the
vertical diffusion and horizontal advection terms (EUC
deceleration). Moreover, the contribution of these terms
do vary according to their vertical scale. These results
can be used to provide a qualitative explanation for the
changes in EUC core location mentioned above. The
zonal pressure gradient strongly increases for both CER
and CSC as well as its vertical scale due to the enhanced
equatorial wind stress in the central Pacific. Similarly,
the enhanced mean upwelling in the (1808–1108W; 80–
120 m) longitude–depth box does increase the efficiency
of the vertical advection term [w(]u)/(]z)] in this region.
These two processes could lead to the observed deep-
ening and westward shift of the EUC core in the CER
and CSC experiments.

The subsurface flow reversal in the west of the basin
(eastward in CCO and westward for both CER and CSC)
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FIG. 13. Geographical distributions of the annual mean sea surface temperature and total surface heat flux differences (from the control
simulation CCO) simulated with (a), (c) CER and (b), (d) CSC. In (a), (b), units are in Celsius and contour intervals are every 0.58C. In
(c), (d), units are in watts per square meter and contour intervals are every 10 W m22. Shading corresponds to positive values and heat
fluxes are positive downward.

can be partly explained by the rise in vertical scale of
the vertical diffusion term. Strong easterlies and in-
creased vertical velocity shear (linked to the westward
surface flow induced by the winds) are sources of TKE
and lead to a deeper mixed layer in both CER and CSC.
The decelerating effect of the vertical diffusion reaches
deeper depths and balances the zonal pressure gradient
term between the 60- and 100-m depths around 1658E.

Furthermore, important differences are found in the
amplitude [Wmax(CER) 5 3.21 m day21 . Wmax(CSC)
5 2.95 m day21 . Wmax(CCO) 5 2.38 m day21] and
location of the upwelling along the equator. Strong val-
ues (greater than 2 m day21) are found within the ther-
mocline (around and below the 208C isotherm depth)
in CER and, to a lesser degree, in CSC. However, in
the control simulation, significant values are depicted
only well above the thermocline. So the mean upwelling
can access much colder water in both CER and CSC
relatively to CCO, especially in the eastern Pacific. In
the central Pacific, it has slightly greater values for the

CCO case in the upper layers while it reaches deeper
depths for both CER and CSC.

The meridional structure of the zonal current and ver-
tical velocity at 1508W is illustrated on Fig. 16. The
CCO equatorial current structure is quite symmetric
with a very weak South Equatorial Current (SEC) (max-
imum velocity is Umax 5 0.14 m s21) and the existence
of a South Equatorial Counter Current (SECC) between
28 and 68S. The simulated EUC is relatively sluggish
with a maximum velocity of 0.7 m s21 at 120 m depth.
The CER and, to a lesser degree, the CSC simulations
do exhibit a more active equatorial dynamics with much
stronger SEC and EUC (maximum velocities of 0.48 m
s21 and 1.06 m s21, respectively, in the CER case).
Nonetheless, the CSC experiment still shows a pattern
with symmetric features such as the presence of a SECC
and the separation of the SEC in two asymmetric
branches not as marked as in the CER case.

Equatorial upwelling, which is controlled by diver-
gence of the meridional flow exhibits weak values (,1
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FIG. 14. Geographical distributions of the annual mean sea–air temperature difference (defined as SST 2 ) and surface relative humidityairTs

simulated with (a), (d) CCO; (b), (e) CER; and (c), (f ) CSC. Panels (a), (b), (c) are sea–air temperature differences and (d), (e), (f ) are
surface relative humidities. In (a), (b), (c), units are in Celsius and contour intervals are every 0.258C. Shading corresponds to positive
values. In (d), (e), (f ), units are in percent and contour intervals are every 2%. Shading corresponds to values greater than 82%.

m day21) in the upper 50 m for all three simulations.
Higher values are found at deeper depths for the CER
experiment (.1.5 m day21 between 80- and 120-m
depths).

2) UPPER-OCEAN THERMAL STRUCTURE

As shown in the previous section, changes in the
equatorial zonal wind stress have significantly altered
the ocean dynamics between the CCO, CSC, and CER
simulations. Similarly, the equatorial ocean thermal
structure has been deeply modified as depicted in Fig.
17. The warm-pool margin shifts westward in CSC and
is pushed close to the western boundary in CER. The
warm-pool volumic extension is greatly reduced in the
CER and, to a lesser degree, CSC simulations. As al-
ready seen, they both exhibit a sharp increase in the
thermocline slope eastward of 1508W and a strong sur-
face cooling in the eastern part of the basin. These con-
ditions lead to stronger zonal equatorial SST gradients

in CER and CSC compared to CCO. These results are
mutually consistent with our previous atmospheric find-
ings such as the wind stress increase around 1508W, the
low-level flow reversal in the western Pacific, and the
diminished solar radiation in the far eastern Pacific for
the CSC simulation. While the western Pacific mixed
layer is cooler in CER and CSC, its depth strongly in-
creases, as stated previously and clearly seen in Fig. 17,
leading to a vertical warm–cold dipole in the temper-
ature difference fields (Fig. 18).

c. Discussion

Relying on simple model analysis, changes in the
relative amplitude of coupled feedbacks are sought to
qualitatively explain the differences between the sim-
ulated climatologies. What are the main processes set-
ting the position and spatial pattern of the warm pool–
cold tongue complex? As demonstrated in Dijkstra and
Neelin (1995) for a simple model, the balance between
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FIG. 15. Equatorial depth–longitude sections of annual mean zonal current velocity and
vertical velocity simulated with (a), (b) CCO; (c), (d) CER; and (e), (f ) CSC. Panels (a), (c),
(e) are zonal current velocities and (b), (d), (f ) are vertical velocities. In (a), (c), (e), units
are in m s21 and contour intervals are every 0.1 m s21. Shading corresponds to positive values,
i.e., eastward currents. In (b), (d), (f ), units are in m day21 and contour intervals are every
0.5 m day21. Shading corresponds to positive values, i.e., upwelling. In all figures, the thick
solid line represents the relevant 208C isotherm.
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FIG. 16. Meridional ocean cross sections at 1508W of annual mean zonal current velocity U and vertical velocity W simulated with (a),
(d) CCO; (b), (e) CER; and (c), (f ) CSC. Panels (a), (b), (c) are zonal current velocities and (d), (e), (f ) are vertical velocities. In (a), (b),
(c), units are in m s21 and contour intervals are every 0.2 m s21. Shading corresponds to negative values, i.e., westward currents. In (d),
(e), (f ), units are in m day21 and contour intervals are every 0.5 m day21. Shading corresponds to values greater than 1 m day21.

→

FIG. 17. Equatorial depth–longitude sections of annual mean temperature simulated with (a) CCO, (b) CER, and (c) CSC. Units are in
Celsius and contour intervals are every 8C. Shading corresponds to values greater than 288C.

the thermocline and upwelling feedbacks is crucial to
determine the warm pool–cold tongue structure. The
first type of feedbacks involve thermocline perturbations
and are induced as a differential wave response to dif-
ferent wind stress fields. In this study, changes in at-
mospheric physical parameterizations provide the dif-
ferent surface wind forcing, which interacts with the
ocean circulation. These processes can cause a remote
response. For instance, the thermocline responds to in-
creased easterlies in the center of the basin by shallow-
ing to the east. This generates colder SSTs as the mixed
layer is able to access colder water due to the raised
thermocline. The second type of feedbacks can be called
Ekman-induced equatorial upwelling. The prevailing
easterly winds induce equatorial upwelling and hence

some degree of cooling. This process is enhanced with
stronger easterlies. Furthermore, its spatial scale is set
up by the atmosphere as the upwelling is local under
the wind stress forcing. The coupled nature of both pro-
cesses is clear as they can modify the zonal SST gra-
dients, further increasing the trades especially to the
west of the main cooling region.

The likelihood that both the thermocline and, to a
lesser extent, the upwelling feedbacks play a more active
role in CER and CSC can clearly be seen in the equa-
torial temperature and vertical velocity difference fields
(Fig. 18). The CER difference plot shows cooling
throughout the whole upper ocean from 1608W eastward
due to a global upward shift of the isotherm structure
linked with stronger zonal surface winds. The maximum
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FIG. 18. Equatorial depth–longitude sections of annual mean differences in (a), (b) temperature and (c), (d) vertical velocity between CER
and CCO (left panels) and CSC and CCO (right panels). In (a), (b) units are in Celsius and contour intervals are every 0.58C. In (c), (d),
units are in m day21 and contour intervals are every 0.5 m day21. Shading corresponds to positive values for all panels.

temperature cooling is in the far eastern Pacific (1008–
908W) between 20- and 60-m depths. As the mean up-
welling in this region is comparable between the two
simulations, the cold anomaly signal can mostly be at-
tributed to the remote response to the steeper thermo-
cline slope eastward of 1508W. The contribution of the
thermocline feedback then decreases westward up to
1308W as shown by the strong zonal gradients in the
first 100 m of the temperature difference field. The cen-
tral Pacific (1308W–1708E) region is characterized by
a quasi-homogenuous cooling from the surface down to
70 m. While the equatorial upwelling is slightly weaker
in CER in the first 60 m, the vertical velocity difference
field exhibits large positive values between 80- and 130-
m depths. Increased upwelling at these depths linked to
stronger vertical mixing due to the intense easterlies in
the CER experiment leads to the simulated upper-layer
homogenuous cooling. Furthermore, examination of the
zonal advection term in the temperature equation for the
three simulations suggests it plays a dominant role in

the central Pacific cooling observed in the CER simu-
lation (not shown).

The CSC maps display similar patterns in the central
and western Pacific with reduced amplitude for the ex-
trema. There is no clear minimum in the eastern Pacific
for the temperature difference field. It is quasi-homo-
genuous over the first 50 m between the date line and
the South American coast suggesting that the thermo-
cline feedback is weaker in CSC than in CER.

To summarize, the amplitude of the thermocline feed-
back is playing an essential role in determining the cli-
matology of the tropical Pacific in the ARPEGE–OA-
SIS–OPA model. Furthermore, the value of the equa-
torial zonal wind stress around 1508W seems to be crit-
ical in getting a thermocline feedback with reasonable
strength. This, in turn, is necessary to get an SST pattern
with realistic zonal and meridional gradients. However,
the quantitative determination of the dominant processes
involved in the simulated upper-ocean cooling observed
both in CER and CSC would require a detailed spatial
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analysis of all the terms in the temperature equation,
which is beyond the scope of this study.

5. Conclusions

In this study we investigated the sensitivity of climate
drift in a tropical coupled ocean–atmosphere model to
changes in carefully chosen atmospheric physical pa-
rameterizations. Specifically, the effects of SC clouds
and stronger low-level convective ER upon the clima-
tology of the tropical Pacific were simulated and ana-
lyzed through a series of uncoupled and coupled nu-
merical experiments. As a result of this work, a number
of important points can be made.

A complex coupled ocean–atmosphere GCM is able
of producing a rich variety of climatologies for the trop-
ical Pacific when changes to the atmospheric physical
parameterizations are performed. For instance, the mean
climate of the CGCM has been found to be extremely
sensitive to the low-level enhancement of convective
ER in the determination of the cloud profile. The control
simulation gives an air–sea interface mean state resem-
bling an El Niño state, whereas the modified one (CER)
yields a La Niña state. In the former case, both the
atmosphere and ocean have very sluggish dynamics
with too symmetric patterns. In the latter case, the Walk-
er and Hadley cells are strongly enhanced as well as
the ocean zonal circulation cell.

Uncoupled atmospheric simulations show that the
modified convection scheme leads to an increased mois-
ture content at low levels. This additional moisture is
then available to be carried into the tropical convergence
zones through the mean meridional and zonal circula-
tions, thereby increasing moisture convergence and con-
vective activity. Consequently, the Hadley and Walker
cells are strongly enhanced due to a dynamical feedback
between cumulus convection, the large-scale flow, and
moisture convergence. Furthermore the new atmospher-
ic state does not suffer from the double ITCZ problem.
The modified convective ER reduces convection locally
by altering the vertical cloud profile (more environ-
mental air entrained at low levels) toward which large-
scale variables are relaxed. Although the change in con-
vective entrainment acts equally on both sides of the
equator, its interaction with the atmospheric dynamics
breaks the initial symmetric pattern through the dynam-
ical feedback described above. This change has a tre-
mendous effect on both the circulation and thermal
structure of the equatorial ocean when implemented in
the coupled system. The strong zonal winds at 1508W
do increase the equatorial temperature zonal tilt, which
favors the thermocline feedback process. In the eastern
Pacific, the mean upwelling is able to access much
colder water due to the raised thermocline. The resulting
cooling is then advected westward through the mean
zonal circulation and leads to the cooling of the western
Pacifc and the associated shift of the convective activity
over the Indian Ocean. Despite being on the cold side,

the SST distribution exhibits more realistic zonal gra-
dients than the control simulation.

Implementation of a new diagnostic parameterization
for SC clouds yield large changes in both SSTs and
surface fluxes. As found by other authors (Ma et al.
1996), the presence of SC in the eastern basins of the
subtropical oceans strongly reduces the surface solar
radiation locally and yields colder SSTs in these regions.
The SST distribution for the CSC experiment is actually
the most realistic one, with zonal and meridional SST
gradients close to the observed ones. The larger zonal
thermal gradients give an increased wind stress in the
east and central Pacific leading to stronger oceanic ad-
vection through the SEC. However, the double ITCZ
bias is not alleviated in the CSC experiment although
the SST distribution displays realistic zonal and merid-
ional asymmetries. This confirms the atmospheric origin
of the double ITCZ problem in the OPA–ARPEGE cou-
pled model. Analysis of the PBL structure in the three
simulations suggests a positive feedback between shal-
low and deep convection and surface evaporation, which
would contribute to the maintenance of the double ITCZ
in the CSC case despite realistic SSTs in the south-
eastern Pacific.

For coupled models to capture the dominant processes
determining the climatology and variability in the trop-
ical Pacific, it is crucial to adequately represent the spa-
tial and temporal variations in convective activity as
well as its sensitivity to sea surface temperature. Other
critical processes include the realistic simulation of the
thermocline and upwelling feedbacks, cloud cover and
the representation of the interaction of convection with
the planetary boundary layer, and its impact on surface
fluxes. This last point is probably mandatory to solve
both the double ITCZ and lack-of-stratus problems.
Coupled modeling studies focusing on PBL physics are
deeply needed as its thermodynamics modulates the sur-
face fluxes and provides the link between the SST and
the atmospheric flow.

Finally, it is anticipated that these changes in the mean
climate of the tropical Pacific region could strongly
modify the simulated interannual variability (Moore
1995), which is very weak in the original version [the
one used for the CCO simulation; Terray et al. (1995)].
A detailed study of the seasonal cycle and El Niño–
Southern Oscillation variability is under way with a 30-
yr simulation of the model incorporating both effects;
results will be given in a subsequent publication.
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