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Multifrontal methods [4, 5] are efficient direct methods to solve sparse systems of linear
equations, in which the sparse matrix of the system is factored by performing a succession of
partial factorizations of small dense matrices called frontal matrices. Each frontal matrix is
associated to a node of a so-called assembly tree, which represents the dependencies of the tasks
in the algorithm. Multifrontal methods work by assembling information (contribution blocks)
from the frontal matrices of children to the frontal matrix of the parent. An individual assembly
operation can only be performed after the child has been factored and after the frontal matrix of
the parent has been allocated. But these scheduling constraints still leave significant freedom to
choose the allocation schedule. In [8], Liu presents two extreme schedules and the corresponding
reordering of children to reduce the active memory usage:

• the classical allocation scheme where the parent is only allocated after all children have
been factored, and

• the early allocation scheme where the parent is allocated immediately after the first child
has been factored.

The objective of this talk is to show how to generalize these extreme schedules by allowing
the parent to be allocated after any number of children have been factored (we will refer to
this scheme as flexible allocation scheme). When the parent is allocated, all the contributions
from its factored children are assembled and discarded. From that point on, each child that is
factored is immediately assembled and its memory is released. Under these new assumptions, we
need to find at each level of the tree (starting with leave nodes) an optimal schedule, consisting
in:

• the order in which the children of a node should be processed, and

• the position where the parent node should be allocated.

We propose algorithms to find such an optimal schedule so that either the maximum mem-
ory consumption (including the generated factors) is minimized, or the active memory (current
frontal matrix and contribution blocks not yet assembled) is minimized. In Figure 1, we re-
port the gains obtained when the new schedules are applied in the case of the active memory
minimization with a large range of test problems (44 matrices from various sparse matrix col-
lections). We used the software package MUMPS (MUltifrontal Massively Parallel Solver) [2],
which implements a parallel multifrontal solver with threshold partial pivoting for both LU

and LDL
T factorizations. We implemented the algorithms in the analysis phase of MUMPS and

we compute statically the memory occupation for the factorization (if no pivoting occurs). In
this simulator, the tree is traversed using a depth-first search scheme (like the one used in the

∗INRIA/ENSEEIHT-IRIT, Toulouse, France.
†INRIA/LIP-ENS Lyon, Lyon, France.

1



factorization phase of a multifrontal method), and the schedules defined above are used to mea-
sure the memory peak. Note that in the results presented in Figure 1 we used two types of
sparse matrix oderings, AMD (Approximate Minimum Degree) [1] and METIS [7].
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(a) AMD. Gains relative to the classical allo-

cation scheme are equal to 14.46, 10.10 and
14.5 for matrices 8, 9 and 10, respectively.
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(b) METIS. Gains relative to the classical al-

location scheme are equal to 27.18, 17.48 and
19.60 for matrices 8, 9 and 10, respectively.

Figure 1: Comparison of the active memory usage with different parent allocation schemes.
For each scheme, the schedule is chosen to minimize the active memory usage. Memory is
normalized with respect to the flexible allocation scheme.

These results show the potential and the interest of our approach to minimize the memory
usage of the multifrontal method. We report in [6] more results with several variants of the
proposed schedule.
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