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ABSTRACT

This study investigates the origin and features of interannual–decadal Atlantic meridional overturning

circulation (AMOC) variability from several ocean simulations, including a large (50 member) ensemble of

global, eddy-permitting (1/48) ocean–sea ice hindcasts. After an initial stochastic perturbation, each member

is driven by the same realistic atmospheric forcing over 1960–2015. Themagnitude, spatiotemporal scales, and

patterns of both the atmospherically forced and intrinsic–chaotic interannual AMOC variability are then

characterized from the ensemblemean and ensemble spread, respectively. The analysis of the ensemble-mean

variability shows that the AMOC fluctuations north of 408N are largely driven by the atmospheric variability,

which forces meridionally coherent fluctuations reaching decadal time scales. The amplitude of the intrinsic

interannual AMOC variability never exceeds the atmospherically forced contribution in the Atlantic basin,

but it reaches up to 100% of the latter around 358S and 60% in the Northern Hemisphere midlatitudes. The

intrinsic AMOC variability exhibits a large-scale meridional coherence, especially south of 258N. An EOF

analysis over the basin shows two large-scale leading modes that together explain 60% of the interannual

intrinsic variability. The first mode is likely excited by intrinsic oceanic processes at the southern end of the

basin and affects latitudes up to 408N; the second mode is mostly restricted to, and excited within, the

NorthernHemispheremidlatitudes. These features of the intrinsic, chaotic variability (intensity, patterns, and

random phase) are barely sensitive to the atmospheric evolution, and they strongly resemble the ‘‘pure in-

trinsic’’ interannual AMOC variability that emerges in climatological simulations under repeated seasonal-

cycle forcing. These results raise questions about the attribution of observed and simulated AMOC signals

and about the possible impact of intrinsic signals on the atmosphere.

1. Introduction

a. Motivation and background

The Atlantic meridional overturning circulation

(AMOC), as defined by the zonally integrated northward

volume transport cumulated in the vertical in theAtlantic

Ocean, plays a crucial role in the Earth’s climate system

in redistributing heat within the ocean and connecting the

Southern and Northern Hemispheres. The importance

of AMOC for Earth’s climate has motivated numerous

studies to investigate AMOC characteristics, dynamics,

and variability (e.g., review article by Buckley and

Marshall 2016). Observational initiatives have also been

implemented, or are planned to be, to achieve a long-term

monitoring of the AMOC at different locations; these in-

clude the RAPID–MOCHA observational program star-

ted in 2004 at 26.58N (e.g. Hirschi et al. 2003; Smeed et al.

2014), the Observatoire de la Variabilité Interannuelle et

Décennale (OVIDE) program in the Subpolar Gyre since

2002 (Lherminier et al. 2007) followed by the Overturning

in the Subpolar North Atlantic Project (OSNAP) program

since 2014 (Lozier et al. 2017), and the South Atlantic

Meridional Overturning Circulation (SAMOC) interna-

tional initiative at 34.58S (Garzoli et al. 2012).

AMOC variability is linked to sea surface tempera-

ture (SST) and atmospheric variability through complex
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interactions over a wide spectrum of time scales (e.g.,

Buckley and Marshall 2016; Duchez et al. 2016). For

example, the AMOC accounts for a northward cross-

equatorial ocean heat transport of approximately 0.4

PW, leading to heat convergence in the North Atlantic,

and the amount of this hemispheric asymmetry sets the

off-equatorial shift of the annual-mean location of the

ITCZ in the atmosphere (e.g., Frierson et al. 2013;

Marshall et al. 2014). On decadal time scales, the

AMOC is seen as the main driver of the basinwide SST

mode in the North Atlantic (referred to as the Atlantic

multidecadal variability or oscillation; e.g., Kerr 2000;

Deser et al. 2010), which plays an important role in re-

gional climate by driving, for example, large-scale pre-

cipitation changes over the Sahel and the southern

United States (e.g., Ting et al. 2009; Enfield et al. 2001).

The relative role of atmospheric forcing versus ocean

internal processes in causing AMOC fluctuations, and

the nature of the mechanisms at play, are not fully un-

derstood (e.g., Roberts et al. 2013a; Hirschi et al. 2013).

On subannual time scales, AMOC variability is often

seen as a passive response to local surface wind changes

(e.g., Xu et al. 2014). In contrast, decadal AMOC vari-

ability is more coherent in latitude and is thought to be

driven mainly by convection and water mass formation

in the Labrador Sea (e.g., Yeager and Danabasoglu

2014; Roberts et al. 2013b). In addition, regional and

local atmospheric conditions related to the phase of the

North Atlantic Oscillation (NAO) or the amplitude of

atmospheric high-frequency white noise can also excite

or modulate AMOC variability (e.g., Danabasoglu

2008). It is, however, unclear how much of the AMOC

variability is actually determined by the atmospheric

forcing, relative to the contribution from ocean intrinsic

processes (e.g., Hirschi et al. 2013; Buckley et al. 2012).

Penduff et al. (2011, 2014), Roberts et al. (2013a),

and Hirschi et al. (2013) have raised the question of the

role of mesoscale ocean eddies and how much they

potentially contribute to interannual ocean variability

in eddy-permitting OGCMs. Previous idealized mod-

eling studies based on simplified ocean configurations

forced with time-independent surface winds, or high-

frequency noise, indeed predict that the AMOC might

vary spontaneously up to low frequency (interannual–

decadal time scales), even if those time scales are not

present in the external forcing, just owing to the chaotic

nature of the turbulent ocean system (e.g., Sévellec and
Huck 2015; Dijkstra and Ghil 2005). However, the

measure of this spontaneous, intrinsic, and chaotic

source of AMOC low-frequency variability, relative to

that induced by the atmospheric forcing, remains poorly

known in a more realistic context, such as simulated by

eddy-permittingOGCMs. This is the question we address

in the present study. It is an important aspect to better

understand and quantify, given that most of the coupled

atmosphere–oceanGCMs used for CMIP-type long-term

climate projections up to now have used ocean compo-

nents in the laminar regime (i.e., noneddying resolutions

of about 18–28). Those might, in fact, have under-

estimated ocean variability, and in particular AMOC

variability, on all time scales, including interannual and

decadal time scales. For instance, Sérazin et al. (2016)

have shown that CMIP5 coupled models are likely un-

derestimating sea level variability on decadal time scales

in several regions in themidlatitudes. As eddy-permitting

OGCMs are now progressively replacing their laminar

counterparts for the future CMIP-type projections,

studying ocean-only eddy-permitting experiments is

essential in order to assess and quantify the influence

of the ocean mesoscale on low-frequency variability

(interannual and longer time scales), before those eddy-

permitting configurations are incorporated in the future

atmosphere–ocean coupled modeling systems [e.g.,

High Resolution Model Intercomparison Project (High-

ResMIP);Haarsma et al. 2016].A better quantification of

the uncertainty associated with intrinsic variability for a

given ocean variable, as a function of time scale and

space, would also be useful information to provide to data

assimilation systems or monitoring systems and to com-

pare in magnitude to the other types of uncertainties in-

troduced by, for example, the assimilated observations

and the atmospheric forcing dataset.

A few recent studies based on eddy-permitting

OGCMs have proposed different approaches to in-

vestigate the role of mesoscale eddies on low-frequency

ocean variability. Hirschi et al. (2013) have compared

twin experiments at eddy-permitting (1/48) and non-

eddying (18) resolution, consisting of a pair of 40-yr

global ocean hindcasts at each resolution forced by the

exact same surface fluxes and started with different

initial conditions. They show that on subannual–

interannual time scales, a large fraction of AMOC var-

iability is induced and determined by the surface forcing,

but in the eddy-permitting case, some of the variability is

also clearly dependent on the initial conditions. From

the spread between the two members of the eddy-

permitting pair, they provide a first estimation of the

intrinsic contribution to be up to approximately 30% of

the total subannual–interannual AMOC variability. In

the same idea, Roberts et al. (2013a) used an eight-

member initial-condition ensemble of global ocean

hindcasts to investigate the origins of the large transient

weakening of the AMOC recorded in 2009/10 by the

RAPIDmonitoring array at 26.58N. Their model results

show that the atmosphere played a dominant role in

driving this recent interannual fluctuation.
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The intrinsic low-frequency contribution to ocean

variability has been quantified and characterized

further in works by Penduff et al. (2011, 2014),

Sérazin et al. (2015), and Grégorio et al. (2015). To

isolate the intrinsic part of the ocean variability, they

used 327-yr climatological global ocean simulations

forced with atmospheric boundary conditions bear-

ing no variability other than a climatological seasonal

cycle identically repeated from year to year. Com-

paring noneddying (28) and eddy-permitting (1/48
and 1/128) versions of such climatological simula-

tions, Grégorio et al. (2015) showed that in the ed-

dying configurations only, a substantial part of the

AMOC variability spontaneously emerges from the

turbulent ocean under climatological atmospheric

forcing. The noneddying simulation remains devoid

of interannual variability. They also demonstrate

that this intrinsic variability in the eddy-permitting

case is of chaotic nature, intermittent in time, and

widely spreads in time from months to multidecadal

time scales.

b. Objectives, proposed approach, and outline

Building on the results from Grégorio et al. (2015),

the present study takes a step further and investigates

now the contribution of both intrinsic and forced

AMOC variability in a global eddy-permitting ocean

model under realistic atmospheric forcing (i.e., a

forcing varying on all time scales). A large-ensemble

modeling approach is followed as part of the Ocean

Chaos–Impacts, Structures, Predicability (OCCIPUT)

project (http://meom-group.github.io/projects/occiput/;

Penduff et al. 2014; Bessières et al. 2017) in order to

simulate simultaneously both contributions (intrinsic

and forced) and subsequently separate them from one

another via ensemble statistics. An ensemble of N5 50

members multiplied by 56-yr global ocean–sea ice

hindcasts was thus performed, where all the members

are driven by the same atmospheric forcing derived

from atmospheric reanalysis datasets and started from

perturbed initial conditions.

In this modeling framework, the ensemble mean can

be taken as an estimate of the forced, deterministic

variability, induced by the atmospheric boundary

conditions shared by all the members. The spread

about the ensemble mean, as measured by the en-

semble standard deviation, or the ensemble proba-

bility density function (PDF), gives an estimate of the

intrinsic, chaotic variability generated by the turbu-

lent ocean at eddy-permitting resolution. For the sake

of brevity and clarity in the following, we will mostly

use the adjectives ‘‘intrinsic’’ and ‘‘forced’’ to qualify

those two contributions to AMOC variability. What

we mean by this terminology is 1) the part of AMOC

variability intrinsically emerging from the turbulent

ocean at eddy-permitting resolution, owing to the

chaotic nature of the system and thus sensitive to

initial conditions (i.e., phase and amplitude varying

from one member to another), and 2) the part of

AMOC variability induced and phase-locked by the

time-varying atmospheric forcing, deterministic in the

sense that it is not sensitive to initial conditions and is

shared identically by all the ensemble members.

Ensemble modeling is a commonly used approach in

atmospheric and climate studies, but it has been much

more rarely applied to eddy-permitting OGCM studies

up to now, given the high computing cost of ocean

models at this resolution. Previous studies on intrinsic

AMOC variability with realistic ocean models have

often been limited to one long simulation, to ensembles

of small size [e.g., N 5 2 in Hirschi et al. (2013) and

N5 8 in Roberts et al. (2013a)], or to regional modeling

[e.g., in theAgulhas region, withN5 2 in Biastoch et al.

(2008)].

The main objective of this ensemble-based study is to

provide a characterization and quantification of the

AMOC variability that spontaneously arises in an eddy-

permitting OGCM driven by a realistic forcing (i.e.,

varying on all time scales), and to compare it with the

AMOC variability that is directly driven by the atmo-

spheric variability. Compared to approaches based on

climatological simulations (e.g., Grégorio et al. 2015),

the ensemble strategy allows us to simulate simulta-

neously both the intrinsic and forced variability under a

realistic, time-varying atmospheric forcing at all re-

solved time scales, and to subsequently separate them

from one another for analysis. The interannual forced

variability is, by design, excluded from climatological

simulations whose forcing is devoid of any period longer

than one year. The ensemble approach also allows us to

extract the amplitude of the intrinsic variability as a

function of time, to compare it with the atmospherically

forced variability, and to investigate potential interactions

between the two. It is then possible to assess whether the

time-varying atmospheric forcing possibly modulates,

damps, or paces the intrinsic AMOC variability, in com-

parison with what we may call the ‘‘pure intrinsic’’ vari-

ability isolated in a climatological simulation.

Section 2 describes the OCCIPUT ensemble, the

model configuration, and the methodology details.

Section 3 quantifies and discusses the relative proportion

of intrinsic and forced AMOC variability deduced from

the global ensemble. Section 4 investigates further the

preferred time scales and spatiotemporal structures of

the intrinsic contribution. Final conclusions are given in

section 5.

1 FEBRUARY 2018 LEROUX ET AL . 1185

http://meom-group.github.io/projects/occiput/


2. Modeling and methodology details

a. The global OCCIPUT ensemble simulation

The general concept and motivations for a fully proba-

bilistic approachofoceanmodeling arepresented inPenduff

et al. (2014) andBessières et al. (2017). The latter study also
presents the technical implementation and performances

of this novel ensemble configuration of the NEMO mod-

eling system (http://www.nemo-ocean.eu; Madec 2012).

The main OCCIPUT ensemble is made of 50 global

ocean–sea ice hindcasts in the eddying regime, run for

56 years (1960–2015). The configuration is based on version

3.5 of NEMO, using a 1/48 eddy-permitting horizontal

resolution (;27km at the equator, decreasing poleward)

and 75 vertical levels. It is forced by atmospheric conditions

from the DRAKKAR forcing set DFS5.2 (Dussin et al.

2016), based on the reanalyses ERA-40 and ERA-Interim.

The model characteristics and parameters (Table 1) are

similar to those commonly used in the DRAKKAR-

ORCA025 one-member setups (e.g., Barnier et al. 2006).

They are also close to the parameters used for the 327-yr

one-member climatological simulation studied in Grégorio
et al. (2015).

The OCCIPUT ensemble run starts from a 21-yr, one-

member spinup simulation performed in three succes-

sive phases:

1) The model is started from rest on 1 January 1958 and

is driven for 18 years by the 6-hourly DSF5.2 forcing

until 31 December 1976.

2) In January 1977, the spinup simulation is then driven

by a modified forcing; over this month, all DSF5.2

forcing components are linearly transitioned from their

state on 1 January 1977 to their state on 31 January 1958.

3) The standard DFS5.2 forcing is applied again for

another 23 months between 1 February 1958 and

31 December 1959.

This strategy yields a 21-yr spinup phase (from 1958 to

1976, then from 1958 to 1959) that includes a smooth

transition from January 1977 back to January 1958.

This compromise allows us to maximize the duration of

both the single-member spinup simulation and the

ensemble hindcast, and to minimize the perturbation in

the forcing during the transition because 1977was found to

be a reasonable analog of 1958 in terms of key climate

indices (El Niño–Southern Oscillation, North Atlantic

Oscillation, and southern annular mode).

Starting from this 21-yr spinup simulation, the 50

members of the OCCIPUT ensemble hindcast are then

generated in 1960 by activating a small stochastic per-

turbation in the density equation of each member (see

also Brankart et al. 2015; Bessières et al. 2017). This

stochastic perturbation is only applied for the first year

(1960) to seed the ensemble dispersion. It then remains

switched off for the rest of the ensemble hindcast (from

1961 to 2015). Once the stochastic perturbation is

stopped at the end of 1960, the 50 members are thus

integrated from slightly perturbed initial conditions and

forced by the same atmospheric conditions. The code is

parallelized with a double-parallelization technique

described in Bessières et al. (2017) so that the 50 mem-

bers are integrated simultaneously through one single

executable. Online ensemble statistics can thus be

computed along the integration.

As explained in the following, our diagnostics are then

mostly performed over the period 1979–2015, that is,

after 19 years of integration of all the members in ad-

dition to the monomember spinup. The total effective

spinup time of the ensemble simulation before most

analyses is, therefore, 40 years.

b. Additional simulations

The results from the global ensemble hindcast

(ENSx50-occi025) will be compared with three addi-

tional simulations, all summarized with their main

characteristics in Table 1. We will investigate a one-

member 330-yr climatological simulation (CLIM-

occi025). It is similar to the climatological simulation by

TABLE 1. Model setups and simulations.

Simulation ENSx50-occi025 ENSx10-natl025 CLIM-occi025 CLIM-Greg025

Domain Global North Atlantic (218S–818N) Global Global

Lateral conditions — Solid wall to Levitus

monthly climatology with

28-gridpoint buffer.

— —

Type Ensemble hindcast Ensemble hindcast Climatology Climatology

No. of members N 50 10 1 1

Time period 1960–2015 1993–2012 330 yr 327 yr

NEMO version 3.5 3.5 3.5 3.4

Resolution 1/48 and 75 vertical levels 1/48 and 46 vertical levels 1/48 and 75 vertical levels 1/48 and 46 vertical levels

Atm forcing set DFS5.2 (all time scales) DFS5.2 (all time scales) Climatology from DFS5.2 Climatology from DFS4

Reference Bessières et al. (2017) Bessières et al. (2017) Bessières et al. (2017) Grégorio et al. (2015)
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Grégorio et al. (2015) (CLIM-Greg025), but it uses the

same model configuration and parameters as the en-

semble ENSx50-occi025 and is driven by a climatological

atmospheric forcing derived from the same dataset

(DFS5.2). The climatological forcing is, by construction,

devoid of any other variability than the seasonal cycle,

and CLIM-occi025 will provide a measure of the pure

intrinsic variability, that is, simulated in the absence

of interannually varying and synoptic forcing from

the atmosphere. The amplitude and characteristics of the

pure intrinsic variability will then be compared with their

counterparts in the ensemble hindcast to assess

the impact of the reanalyses forcing on the intrinsic var-

iability.Wewill also present results from aNorthAtlantic

regional ensemble hindcast from 1994 to 2012 with N 5
10 members (ENSx10-natl025). Its southern lateral

boundary is set at 208S and is treated as a solid wall with a

28-gridpoint buffer zone where the ocean state is restored

to monthly Levitus climatological conditions (Levitus

et al. 1998). In this regional setup, the AMOC variability

north of 208S is thus isolated from any influence coming

from the south. We will compare the regional and global

ensembles to assess the potential origin of intrinsic

AMOC variability in the Atlantic basin.

c. AMOC diagnostics

The AMOC is diagnosed as the zonally integrated

northward volume transport cumulated in the vertical

in the Atlantic basin frommonthly mean model output.

The annual AMOC dataset is then computed from

the monthly mean output by applying a nonrunning

12-month averaging operator. We mostly show results

based on the AMOC computed in density coordinates

(AMOCs2) with a reference depth at 2000m, following

Zhang and Delworth (2005) and Grégorio et al. (2015).

Some comparison with the AMOC in geopotential

coordinates (AMOCZ) is provided in section 3f. At

latitudes lower than about 358N little difference is

found in our results in density or geopotential co-

ordinate systems.

We focus our analysis on the maximum value of

the AMOC in the vertical, corresponding to the total

northward volume transport (i.e., the AMOC upper

branch). The search for the maximum transport is

conducted for waters denser than 35.5 kgm23

(AMOCs2) or below 500m (AMOCZ) to avoid any

locally shallower extremum.

Unless mentioned otherwise, AMOC variability is

computed from the anomaly time series after applying

a nonparametric locally estimated scatterplot smooth-

ing (LOESS) operator on each ensemble member that

removes the long-term nonlinear trend and time mean

(LOESS detrending; Cleveland andDevlin 1988). Only

the time scales fully resolved within the length of the

examined time segment are thereby retained. In other

words, when detrending the entire 56-yr simulation, we

discard the time mean and the very low-frequency

variability of periods T longer than the duration of

the simulation, and we also discard any potential long-

term trends that might correspond to some long-term

climate forcing and to the model drift. The effect of this

detrending operator is illustrated in section 3a.

d. Definitions and notations

We now introduce some notations and definitions

related to how we quantify the intrinsic and forced

contributions of AMOC variability. We define fi(t, f)

as the total AMOCs2 anomaly time series at a given

latitude f after nonlinear detrending, where t stands for

the time (yr) and i is the index of the ensemble member.

We use overbars for the time-mean operator and angled

brackets for the ensemble-mean operator. The function

fi(t) can be decomposed as

f
i
(t)5 h f

i
(t)i1 f 0i (t) , (1)

where h fii is the ensemble mean (i.e., the forced com-

ponent), and parameters f 0i are the N 5 50 intrinsic

components. Note that because the N 5 50 total anom-

aly signals fi(t) have each been nonlinearly detrended and

thus cleaned of their mean and unresolved very low fre-

quencies, we also have fi(t); 0 and h fi(t)i; 0 for each

member i.

We define s2 as the time-variance operator. Applied

to the ensemble mean, it gives

s2
h f i 5

1

T2 1
�
T

t51

[h f
i
(t)i2 h f

i
(t)i]2 . (2)

We define «2 as the ensemble–variance operator. Ap-

plied to f 0i (t), it gives

«2(t)5
1

N2 1
�
N

i51

f 0i (t)
2 . (3)

In this study, wewill hereafter quantify and discuss the

amplitude of the intrinsic and the forced AMOC vari-

abilities, and their relative contributions, with the am-

plitude ratio R:

R5
A

intrinsic

A
forced

, (4)

where Aintrinsic is our time-independent estimate for the

amplitude of the intrinsic variability:
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A
intrinsic

5
ffiffiffiffiffi
«2

p
, (5)

and Aforced is our time-independent estimate for the

amplitude of the forced variability:

A
forced

5sh f i . (6)

We also defineAtot,i as our estimate for the amplitude of

the total variability in each member i as

A
tot,i

5s
fi
. (7)

These three amplitudes, Aintrinsic, Aforced, and Atot,i as

defined above, are linked to each other by the sum of

their squared values (variances):

A2
intrinsic 1A2

forced 5 «2 1s2
h f i 5 hs2

fi
i (8)

5hA2
tot,ii. (9)

In the following sections, we mostly discuss the

amplitude of the AMOC fluctuations (in Sverdrups;

1 Sv [ 106m3 s21), but note that we rather plot the

associated variances (Sv2) to conserve additivity

properties in the figures. We therefore provide two

different axes in the related figures in order to facili-

tate the direct reading of both variance and amplitude

values from the plots.

3. Estimates of intrinsic and forced interannual
AMOC variability

In this section, we first illustrate our ensemble ap-

proach at two key locations in the Atlantic basin: 26.58N
and 34.58S. The former latitude is that of the observa-

tional RAPID–MOCHA array monitoring the AMOC

since 2004. The latter latitude is targeted by the SAMOC

international initiative for a project monitoring the South

Atlantic meridional overturning circulation, where the

dynamics of the AMOC is known to be influenced by

the Agulhas Current leakage (e.g., Ansorge et al. 2014;

Garzoli et al. 2012). We then extend some diagnostics to

all latitudes.

a. Centered AMOC time series at 26.58N and 34.58S

Figures 1a and 1b present the annual-mean

AMOCs2 anomaly time series from ENSx50-occi025

and CLIM-occi025, respectively, before applying the

detrending operator. The time series are here simply

centered in time by removing their individual time

means (of which the distribution is given in Figs. 1c,

d for reference). The anomaly time series illustrate the

two types of variability that we are going to quantify

and compare in this study:

d Some intermember spread is clearly seen across the 50

individual trajectories, thus confirming the sensitivity

of our eddy-permitting OGCM to slightly perturbed

initial conditions, up to low-frequency time scales

(interannual and longer).
d At each latitude, the 50 time trajectories also share

some similarities, such as the large increase of the

AMOC in 1994 at 26.58N, or the large drop in 2010 at

both latitudes. These common fluctuations provide us

with an estimate of the variability forced by the

atmospheric surface conditions that is identically

seen by each of the 50 members and thus captured

in the ensemble mean. Both the 1994 and 2010

AMOC extrema are, indeed, attributed to atmo-

spheric causes in the literature (Zhao and Johns

2014; Roberts et al. 2013a; Reichler et al. 2012).

Note, however, that only the 2010 extremum extends

over the two latitudes plotted here, suggesting that it

might be related to a larger-scale forcing anomaly.

Figure 1 also shows the long-term trends that are

discarded in the rest of the study: a decreasing trend of

about 23 Sv is seen in each ensemble member over the

56 years of simulation. Note that these trends are not

necessarily linear: at 26.58N, for example, they all de-

crease more steeply in the second half of the simula-

tion, while this decrease is more linear over the same

period at 34.58S. A long-term trend also affects the

climatological simulation CLIM-occi025. These non-

linear trends include the combined effects of the long-

term climate forcing as well as the model drift. The

differences in ENSx50-occi025 and CLIM-occi025

trends come from the very low-frequency variability,

possibly forced by the atmosphere in ENSx50-occi025

and/or generated from intrinsic processes in both

simulations. In any case, this very low-frequency contri-

bution is not fully resolved within our 56-yr simulation

and will thus be discarded in the following by ap-

plying the nonlinear detrending operator to each en-

semble member.

This very low-frequency AMOC variability is not

necessary negligible but must be discarded to ensure

that the subsequent analyses are focused on a clear

and well-resolved range of time scales (from interannual

to decadal). This frequency restriction in particular is

required to compare the amplitude of the intrinsic and

forced variability over the same spectral window:Aforced

is estimated from a time variance and would be influ-

enced by nonlinear trends without this preprocessing,

while Aintrinsic, estimated from an ensemble variance,

would not.

Our estimation of the intrinsic variability Aintrinsic is

thus a conservative estimation because it does not
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include longer multidecadal time scales that were de-

tected under seasonal forcing (Grégorio et al. 2015).

b. Detrended AMOC time series at 26.58N and 34.58S

To quantify the relative contribution of intrinsic and at-

mospherically forced variability, we now focus on the

detrended annual AMOCs2 time series in Figs. 2 and 3.

The ensemble spread, defined as «2(t) in section 2, is

plotted as a function of time in Figs. 2b and 3b. At both

latitudes, it undergoes an initial growth phase in the first

few years, after which it stabilizes: on average, over 1979–

2015, wemeasureAintrinsic5 0.36Sv at 26.58N and 0.53Sv

at 34.58S. The amplitude «2(t) of the intrinsic variability

slightly fluctuates from year to year around its mean

value. But these fluctuations cannot be held as significant

here because they lie within the 95% confidence interval

associated with the successive computations of the «2

estimate, each year, from our finite-size samples (see

Figs. 2b and 3b and the appendix for details). Assessing

whether the ensemble spread «2(t) actually varies in time

for physical reasons would require a narrower confidence

interval (i.e., a larger ensemble run).

It has also been verified from an additional experi-

ment (not shown here) that the level of Aintrinsic does

not significantly change when the small stochastic

perturbation is activated permanently for eight years of

simulation instead of being stopped after the first year as

in ENSx50-occi025 and ENSx10-natl025. In those sim-

ulations, the 1-yr stochastic perturbation only aims to

seed the initial dispersion of the members. The intrinsic

variability is thereafter fully controlled by nonlinear

ocean dynamics.

FIG. 1. Annual-mean AMOCs2 anomaly time series at (a) 26.58N and (b) 34.58S from the

ensemble ENSx50-occi025 (black) and CLIM-occi025 (dashed orange) before applying the

detrending operator. The time series are simply centered in time by removing their individual

timemeans. The nonlinear trends computed from the LOESSmethod for each of themembers

are also shown in light gray in the background. The distribution of the removed time-mean

values is shown at (c) 26.58N and (d) 34.58S for ENSx50-occi025 (individual timemeans in gray

and time mean of the ensemble mean in black) and for CLIM-occi025 (orange).
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The amount of intrinsic variability (Aintrinsic) at both

latitudes can now be compared to the amount of atmo-

spherically forced variability (Aforced) in Figs. 2b and 3b.

We find that the intrinsic contribution is substantial,

reaching the same order of magnitude as the atmo-

spherically forced contribution at 34.58S (R5 97%) and

half that at 26.58N (R 5 51%). Note that for this com-

parison we restrict the time statistics to the period 1979–

2015 to ensure that the forcing dataset DFS5.2 is fully

varying on interannual time scales. In the pre-1979 pe-

riod, DFS5.2 precipitation and radiative fluxes are, in-

deed, devoid of interannual variability, whichmight lead

to an underestimation of the atmospherically forced

AMOC variability (see Dussin et al. 2016).

In accordance with the substantial amount of intrinsic

variability detected at these latitudes, the total time var-

iabilityAtot,i also varies significantly from one member to

another (plotted in thin light gray lines in Figs. 2b and 3b).

In other words, the ensemble approach provides us here

with an estimate of the uncertainty usually associated

with the AMOC time variability on interannual time

scales when the latter is computed from just a single eddy-

permitting simulation.We are able to quantify howmuch

this time variability might differ between two simulations

due solely to the sensitivity to initial conditions: at 34.58S,
the ensemble-mean value of the total time variability

(hAtoti, thick dashed line) is about 0.75Sv, but individual

Atot,i values can differ from one member i to another by

up to 0.3Sv (from minimum to maximum). At 26.58N,

hAtoti is about 0.8Sv and can differ from one member to

another by up to 0.25Sv (from minimum to maximum).

Note also that the total variability Atot,i from some indi-

vidual members can be smaller than the forced variability

Aforced (Fig. 2b). This can happen in cases where the in-

trinsic and forced time signals [ f 0i (t) and h f (t)i, re-

spectively] cancel out each other in part resulting from

anticorrelation of their respective phases: the phase of

hf (t)i is fixed and determined by the atmospheric forcing,

but the phase of each of the 50 f 0i (t) is random and differs

from one member to another.

FIG. 2. (a) Time series of the annual-mean AMOCs2 anomalies at 268N from ENSx50-

occi025 after nonlinear (LOESS) detrending. The 50 individual trajectories are is shown with

the thin gray lines; the ensemble mean is shown with the thick black line; and the interval6«(t)

is shaded. (b) Ensemble and time statistics: the ensemble variance «2(t) (intrinsic variability;

blue shading) is compared withA2
forced, the time variance of the ensemble mean (i.e., the forced

variability; thick black line). The 95% confidence interval, when taking into account the error

made on «2 due to the finite size of the ensemble, is shownwith the thin dashed blue-green lines

(see the appendix for details). Thin solid gray lines show the distribution ofA2
tot,i, the total time

variance from the 50members. Its mean value hA2
tot,ii is shownwith the thick dashed black line.

Note that tick marks are provided on a square root scale on the left y axis in order to readmore

easily the standard deviation values (Sv) corresponding to the plotted variances. Tickmarks on

a linear scale are on the right y axis to read the variances (Sv2).
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c. Meridional distribution of intrinsic and forced
AMOC variability

The diagnostics for the intrinsic, forced, and total

variability (A2
intrinsic,A

2
forced, andA2

tot,i) are now applied to

all latitudes in Fig. 4a. We find that the forced variability

dominates the intrinsic variability in the entire basin, but

the intrinsic variability reaches a substantial level in

several regions. The amplitude of the intrinsic variability

Aintrinsic gradually increases from north to south, from

about 0.1 to 0.5 Sv in amplitude, with two additional

local peaks at 0.4 Sv around 248 and 378N. The northern

peak is collocated with the mesoscale-active region as-

sociated with the Gulf Stream separation.

In contrast, the atmospherically forced variability

shows two highs of about 0.95 Sv around 158 and 458N
and reaches minima at both the northern and southern

ends of the basin. As a result, the amplitude ratio R

between the intrinsic and forced variability (Fig. 4b) is

the largest in the South Atlantic around 358S with a

ratio of 100%, and around 248 and 378N with a ratio of

R5 60%, collocated with theAintrinsic maxima. Even in

the less active regions, we find a minimum amplitude

ratio of about 25% (in the northern tropics and in the

subpolar region). Our results are in good agreement

with the ratio estimated in the precursor study by

Hirschi et al. (2013) from a pair of simulations (N 5 2)

at the same resolution and for interannual time scales

in the Atlantic basin (cf. their Fig. 14c). Note also that

both the RAPID and the SAMOC projects are located

at latitudes where the relative influence of the intrinsic

ocean ‘‘noise’’ on interannual AMOC variability rea-

ches its highest values in the Atlantic basin (respectively,

with half and with same orders of magnitude as the

forced variability). More generally, our results advocate

for taking better into account this type of ‘‘intrinsic un-

certainty’’ when comparing observed AMOC records

to eddy-permitting model simulations, and so even on

low-frequency time scales. The higher the level of in-

trinsic low-frequency noise at a given latitude, the

smaller the chance that the correlation can be high be-

tween a given simulation and the observational record at

this latitude. This implication is further developed in the

next paragraph.

d. Comparison with the observations at the RAPID
array

We present the comparison of the ensemble with the

observational record at the RAPID array (26.58N) in the

form of Taylor-type diagrams (Taylor 2001) in Fig. 5.

This type of representation is useful to summarize time

statistics (time standard deviation and correlation) and

to compare eachmember of a simulated ensemble with a

single observed time series. Time statistics are computed

over the common available period between the two, that

is, 2004–15. The first diagram (Fig. 5a) compares the

annual AMOC time series of each ensemble member

FIG. 3. As in Fig. 2, but at 34.58S.
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[ fi(t)] to the observational record at the RAPID array,

taken as the reference, over the common available pe-

riod 2004–15. Consistent with many previous studies

with forced oceanmodels (e.g., Roberts et al. 2013a), the

members underestimate the total time variability com-

pared to the observations (all the normalized members’

time standard deviations are smaller than 1). But note

that the member’s standard deviation ratios range from

0.48 and 0.84 among the members as a consequence of

sensitivity of the members’ time statistics to initial con-

ditions. Furthermore, the correlation between each of

the members’ time series and the observational record

ranges from 0.38 to 0.85. For 11 of the 50 members, the

correlation is not significant at the 95% level (using

the Student’s t test and Fisher’s transform). Because

the variability of the observational record includes an

intrinsic, random contribution as in any of the members,

the correlation of the observations with the ensemble

mean is higher than with most individual members. In

other words, the higher the level of intrinsic noise in the

time series, the less likely it is that the two time series

will fluctuate with an identical phase.

The second Taylor diagram (Fig. 5b) presents an al-

ternative view, following an approach proposed in pre-

vious literature (e.g., Shin and Sardeshmukh 2011). It

provides additional information about the dispersion of

the ensemble and its signal-to-noise ratio. The diagram

is this time constructed using each of the 50 individual

members’ AMOC time series fi(t) successively taken as

the reference, and comparing it to the 49 other members

and to the RAPID observational time series. Consistent

with Fig. 5a, we find that the correlation of a member

FIG. 4. (a) Intrinsic and forced components of interannualAMOCs2 variance (A
2
intrinsic in blue

shading and A2
forced in thick black line, respectively) as a function of latitude from ENSx50-

occi025, detrended, over 1979–2015. The distribution of the total temporal variability in each

member is shown with dashed lines [min(A2
tot,i), hA2

tot,ii, and max(A2
tot,i)] and light blue shading.

Note that tick marks are provided on a square root scale on the top x axis in order to read more

easily the standard deviation values corresponding to the plotted variances. Tick marks on

a linear scale are on the bottom x axis. (b) Amplitude ratio R of the intrinsic-to-forced com-

ponents (R 5 Aintrinsic/Aforced; %) from ENSx50-occi025 as a function of latitude.

1192 JOURNAL OF CL IMATE VOLUME 31



with the observational time series ranges from 0.38 to 0.85

(green shading). In addition, the diagram also shows that

the correlation of a member with the other members

ranges from 0.45 to 0.95 (blue shading). A situationwhere

all intermember correlations are significantly higher than

member-observation correlations would suggest under-

dispersion of the ensemble. This is not the case here be-

cause intermember correlations can be almost as low

(0.47) as member-observation correlations (0.38 at the

smallest). The opposite situation is not present here ei-

ther because intermember correlations are not all smaller

than member–observation correlations; such a case

would have indicated a too-small signal-to-noise ratio in

the model compared to the real world (i.e., over-

dispersion of the ensemble). This potential issue, or

‘‘signal-to-noise paradox,’’ had been pointed out in pre-

vious coupled climate simulations (e.g., Eade et al. 2014)

but does not seem to affect our ensemble at this latitude.

e. On the location of intrinsic variability sources

Figure 6a now compares Aintrinsic computed from the

global ensemble (ENSx50-occi025) and from the North

Atlantic regional ensemble (ENSx10-natl025). Note that

Aintrinsic is this time computed in geopotential coordinates

(from AMOCZ) and over 1994–2012 only, as it was the

common denominator in terms of model output avail-

ability for all the simulations compared in Fig. 6. We find

that north of the equator, the amount of intrinsic vari-

ability is fairly similar in both the regional and global

ensembles; the discrepancies remain everywhere within

the range of the fluctuations from year to year in the

global ensemble (shading in Fig. 6a). The amplitude of the

intrinsic variability Aintrinsic from the regional ensemble

decreases south of the equator and logically reaches zero

at the southern boundary, where all members are restored

to monthly Levitus climatological conditions, yielding a

damping of intrinsic variability. The similarity of Aintrinsic

in the regional and global ensembles to the north of the

equator suggests that the intrinsic variability on these time

scales might be generated within the North Atlantic re-

gion. In contrast,Aintrinsic from the equator to 208S ismuch

lower in the regional than in the global ensemble, and it

suggests another source of intrinsic variability located

farther south than the southern boundary of the regional

FIG. 5. (a) Taylor diagram (Taylor 2001) using the 2004–15 RAPID observational time series (annual means) as

the reference. TheRAPID time series is compared to the annualAMOC time series fi(t,f) of each ENSx50-occi025

individual member and to the ensemble-mean time series hf(t,f)i atf5 26.58N. For each point on the diagram, the

angle with the horizontal axis shows the correlation with the reference time series, and the radial distance to the

origin shows the ratio of their time standard deviations. In addition, the radial distance to the reference point

corresponds to the RMS between the two time series (light gray arcs and labels). The green lines and shaded area

mark out the minimum and maximum correlations and std dev values between the observational reference and the

N5 50 members. The gray dotted lines indicate the significance threshold at the 95% and 99% levels for a Pearson

correlation based on 19 years. (b) Taylor diagram permuting each member fi(t, f) alternatively as the reference.

The diagram thus describes the correlation and std dev ratio between each member (at 26.58N) and the 49 other

members (gray crosses), the ensemble mean (black-filled triangles), and the observational record at the RAPID

array (green-filled squares). The blue lines and blue-shaded area mark out the minimum and maximum correlation

and std dev values between the members. The green lines and green shaded area mark out the minimum and

maximum correlation and std dev values between the ensemble members and the observational record.
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run (208S). This hypothesis is supported further by the

results of the EOF analysis discussed in section 4.

f. Comparison between AMOCs2 and AMOCz

The consistency of our results using the AMOC in

either density coordinates or geopotential coordinates is

also shown in Fig. 6a. South of 458N, the latitudinal

profiles are very consistent in both coordinate systems;

everywhere the discrepancies remain within the range of

the fluctuations from year to year (shading in Fig. 6a).

The latitudinal profiles only differ significantly at higher

northern latitudes, where the variability is small in both

cases, but the value for AMOCZ is only half the one

obtained forAMOCs2 [which is consistent with previous

studies such as Zhang and Delworth (2005) or Grégorio

et al. (2015)]. This weak intrinsic variability north of

458Nmight be partly accounted for by the modest (1/48)
horizontal resolution of the model: the Rossby number

is small in this latitude range, and turbulence is less well-

resolved than at lower latitudes. The intrinsic AMOC

variability was indeed shown byGrégorio et al. (2015) to
be smaller at 1/48 than at 1/128 resolution in the subpolar

region, while it is of fairly similar amplitude for both

resolutions at lower latitude than about 408N (cf. their

Fig. 7b).

g. On the influence of atmospheric fluctuations on
intrinsic AMOC variability

Towhat extent is the intrinsicAMOCvariability sensitive

to interannually varying atmospheric forcing, compared to

FIG. 6. Time-averaged intrinsic variance A2
intrinsic 5 «2(t) plotted as a function of latitude,

computed in geopotential coordinates (from AMOCZ) over 1994–2012 from (a) the global

ensemble ENSx50-occi025 and the regional North Atlantic ensemble ENSx10-natl025 and

(b) the global ensemble ENSx50-occi025 and the climatological simulations CLIM-occi025 and

CLIM-Greg025. In (a), A2
intrinsic from ENSx50-occi025 is also shown in density coordinates for

comparison. The fluctuations of «2(t) from one year to another in ENSx50-occi025 are repre-

sented by a light shading between «2(t)min and «2(t)max. Note that tick marks are provided on

a square root scale in the top x axes in order to read more easily the standard deviation values

corresponding to the plotted variances (tick marks on a linear scale in the bottom x axes).
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the pure intrinsic variability in the climatological simula-

tions?To investigate this question, we now focus onAintrinsic

from ENSx50-occi025 and from the two climatological

simulations CLIM-occi025 and CLIM-Greg025 (Fig. 6b).

To compute the equivalent of an ensemble spread from

each climatological simulation, we divide the 330 yr into

17 segments of 19yr (same length as the 1994–2012 period

considered here). Each of these time segments is pro-

cessed and nonlinearly detrended in the same manner as

any member of the ‘‘true’’ ensemble ENSx50-occi025 so

that both ensembles include the same time-spectral con-

tent. Finally, a pseudo «(t) and a pseudo Aintrinsic are

computed from the ensemble spread between these 17

climatological segments.

We find that the latitudinal distributions ofAintrinsic from

CLIM-occi025 and from CLIM-Greg025 are remarkably

similar, despite the differences in their model versions,

resolutions, and setups (Table 1), giving good confidence

in the consistency of our results with previous studies

(Grégorio et al. 2015; Sérazin et al. 2015) and across

NEMOconfigurations in general.We also find thatAintrinsic

from the climatological runs, which could be labeled as

pure intrinsic variability, remains almost unchanged under

realistic forcing (ENSx50-occi025). Overall, it means that

the existence of low-frequency variability in the atmo-

spheric forcing barely affects the amount and distribution

of intrinsic variability in the simulation (as far as the

AMOC is concerned, at least). In other words, we do not

see any systematic effect of the atmospheric forcing to

pace or lock the phase of the AMOC spontaneous fluc-

tuations. Although a few notable differences appear lo-

cally, the main one being a peak of intrinsic variability

around 158N in the climatological runs, absent from the

ensemble hindcast. This peak is the only occurrence where

the climatological Aintrinsic clearly exceeds the envelope

of the year-to-year fluctuations of the hindcast Aintrinsic

(shading in Fig. 6b). A more detailed investigation is

needed to elucidate the dynamical mechanism for this

significant peak of intrinsic variability in the climatological

runs. But note that according to Fig. 4, this latitude co-

incides with a maximum of forced variability, suggesting

that at this location, the variability forced by the atmo-

sphere might be locally able to damp or lock the phase of

the intrinsic variability that otherwise develops randomly

in the climatological runs at this location.

4. Spatiotemporal scales and structures of the
intrinsic AMOC variability

a. Meridional distribution of preferred AMOC
variability time scales

We now compare the spectral characteristics (time

frequencies) of Aintrinsic and Aforced as a function of

latitude in Fig. 7, based on AMOCs2 from the global

ensemble ENSx50-occi025. To get a more accurate

frequency resolution for this analysis, we directly use

the monthly output (with the nonlinear trends re-

moved as before). Figure 7a shows the power spectral

density (PSD) computed from the ensemble mean at

each latitude over the entire period 1960–2015. With

the notation from section 2, it reads PSDh f (t)i. Figure 7b
shows the average of the 50 individual PSDs com-

puted from the intrinsic variability of each member

[i.e., hPSDf 0
i
(t)i]. A weak smoothing operator is also

applied on each PSD in the frequency domain (con-

volution with a 9-point Hanning window), simply to

reduce graphical noise, with no significant effect on the

main spectrum characteristics or on the resulting in-

tegrated variance.

The spectral information in Fig. 7 is consistent with

the latitudinal distribution of the variance in Fig. 4. The

two maxima in Aforced seen around 458 and 108–158N in

Fig. 4 coincide with the two main spectral peaks in

Fig. 7a. Interestingly, the spectral analysis indicates

that the maximum of forced variability at 458N is as-

sociated mostly with decadal time scales, while the

second peak of forced variability around 58–158N is

associated with much shorter time scales in the

interannual–subannual range. Note that the forced

decadal peak centered on 458N is consistent with the

AMOC decadal fluctuations discussed in the literature

in this region as driven by convection in the Labrador

Sea, and indirectly by NAO activity (e.g., Böning et al.
2006; Bingham et al. 2007; Yeager and Danabasoglu

2014).

In addition, we find that the spectral characteristics of

Aintrinsic are substantially different from those ofAforced.

The main peak in the distribution of Aintrinsic, located

around 358S, is associated with time scales in the

interannual–subannual range. South of the equator, the

power spectral density of Aintrinsic increases gradually

southward, mostly centered on short interannual time

scales, but with substantial energy up to periods of

10 years and more.

Black contours in both panels of Fig. 7 show the ratio

of the intrinsic and forced PSDs on a decibel (dB)

scale [i.e., RPSD 5 10log10(PSDintrinsic/PSDforced)]. Around

358N, the intrinsic and forced variabilities are seen

to be of similar magnitude (RPSD 5 0 dB: contours

marking 100%) in the interannual and subannual range

(T shorter than ;4 yr). South of 208S, the intrinsic

variability is, in magnitude, at least 70% of the forced

variability on all time scales (i.e., RPSD 5 23 dB). In

contrast, in the 458–608N region, the forced variability

clearly dominates, mainly on decadal time scales (i.e.,

RPSD , 26 dB).
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b. Time–latitude structure of forced and intrinsic
AMOC variability

Figure 7 has shown that there is some regional co-

herence in the preferred time scales of the AMOC in-

trinsic variability in the Atlantic basin. But do these

intrinsic fluctuations occur in phase over latitude f? To

investigate this question, we now focus on time–latitude

Hovmoeller diagrams, shown in Fig. 8. Those are based

on annual means from 1) the forced part of the signal hfi
(t,f)i, 2) the intrinsic part of the signal f0(t,f)i5mb1 from

one example member in the global ensemble (ENSx50-

occi025), and 3) the pure intrinsic variability from the

climatological simulation (CLIM-occi025).

We find a clear meridional coherence of the AMOC

fluctuations, both forced and intrinsic, over wide ranges

of latitude. In-phase interannual fluctuations are

clearly seen in the forced variability (Fig. 8a) in the

northern and southern Atlantic with a zone of weaker

meridional coherence between 258 and 358N. A tran-

sition between northern and southern variability re-

gimes was also detected in this latitude range by Zhang

(2010), Bingham et al. (2007), and Hodson and Sutton

(2012). Those regimes might also be related to the re-

gions identified in Fig. 7a for their different preferred

time scales: interannual–subannual time scales south

and decadal time scales to the north of 258N.

Figures 8b and 8c also exhibit some clear meridionally

coherent fluctuations of the interannual intrinsic AMOC

variability over the entire southern basin from about 358S
to 208N. Interestingly, Biastoch et al. (2008) reported

similar large-scale, low-frequency intrinsic AMOC fluctu-

ations in their OGCM study, and showed they were gen-

erated by low-frequency modulation of mesoscale activity

in the Agulhas region.

The hypothesis that the South Atlantic is a strong

source of intrinsic variability farther north is supported

by the fact that the amplitude of this phenomenon drops

to zero south of about 108N in our regional North At-

lantic ensemble simulation (Fig. 6a). In this simulation

climatological conditions are indeed prescribed at the

southern boundary (208S) and forbid any influence of

the regions located farther south on the North Atlantic

intrinsic variability. Figures 8b and 8c also show that

these large-scale interannual–decadal intrinsic AMOC

fluctuations are coherent across the equator; this feature

FIG. 7. PSD on a log10-scale (Sv2 month), as a function of latitude in ENSx50-occi025, from: (a) the 56-yr-long

ensemble-mean monthly AMOCs2 time series (PSDforced) and (b) 50 3 56 yr intrinsic monthly AMOCs2 time series

(PSDintrinsic). The ratio of the two PSDs is also computed as RPSD 5 10log(PSDintrinsic/PSDforced) (dB), and contours are

shown in (a) and (b) for ratio values of26,23, and 0 dB (thin dashed, thin solid, and thick black contours, respectively)

translating to an amplitude of the intrinsic variability of 50%, 70%, and 100% of the forced variability, respectively.
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was reported in previous OGCM studies at the same

time scales by Biastoch et al. (2008) and Grégorio et al.

(2015), and at seasonal time scales by Böning and

Kröger (2005). This cross-equatorial transmission of

relatively high-frequency AMOC anomalies is not pre-

dicted by the idealized linear wave theory proposed by

Johnson and Marshall (2002). Our study and these

previous references hence suggest that more complex

dynamics (e.g., nonlinear, or related to western bound-

ary processes) are involved in this interhemispheric

connection, robustly found in full OGCMs.

In the 258–458N latitude range, which includes the

mesoscale active region of the Gulf Stream, the patterns

of intrinsic AMOC fluctuations look noisier but never-

theless also show some meridional coherence. This

meridional coherence in the intrinsic variability be-

comes much weaker farther north, in contrast with the

patterns in the forced variability (Fig. 8a) that can

remain meridionally coherent up to 658N with the

same amplitude. Meridional coherence in the in-

trinsic variability might, however, exist in this latitude

range (north of 458N), but on longer time scales than

those available with the ensemble approach in this

study, as suggested by Grégorio et al. (2015) (e.g.,

their Fig. 10).

Note also that the space–time patterns of the intrinsic

variability in the climatological simulation (Fig. 8c) ap-

pear qualitatively similar to how they look in the ensem-

ble hindcast driven by interannually varying atmospheric

conditions (Fig. 8b); the varying forcing does not seem to

have much influence in that regard.

c. Leading modes of forced and intrinsic AMOC
variability

A latitude–time EOF analysis is now applied (Fig. 9)

to retrieve the main meridionally coherent fluctuations

noticed in the Hovmoeller diagrams. EOFs are com-

puted on annual means over 1979–2015 for the forced

variability (Fig. 9a), the intrinsic variability (Fig. 9b),

and the pure intrinsic variability obtained in the clima-

tological simulation (Fig. 9c; see section 3g). In practice,

in Fig. 9a, the EOFs are computed from the 37-yr

ensemble-mean signal (meaning a latitude–time matrix

of 1021 grid points 3 37 yr). In Fig. 9b, the EOFs are

computed based on the intrinsic part of the signal f 0i (l, t)
from each member concatenated in time (50 3 37 yr) to

form a single latitude–time matrix of size 1021 grid

points 3 1850 yr. In Fig. 9c, the EOFs are computed

based on the pure intrinsic signal, concatenated from the

climatological pseudoensemble (8 3 37 yr) to form a

latitude–timematrix of size 1021 grid points3 296 yr. By

construction, the frequency content of the signal con-

sidered in Figs. 9a–c is strictly the same. The results are

robust across different latitude domains and time ranges

tested for this analysis, and the EOFs are shown in Fig. 9

only if they pass North’s test on the significance of the

variance explained (North et al. 1982; Björnsson and

Venegas 1997).

FIG. 8. Latitude–time Hovmoeller diagrams from the global ensemble ENSx50-occi025 on interannual time scales for (a) the forced

AMOC (Sv) variability [i.e., the ensemble-mean signal hf(t,f)i], (b) the intrinsic part of the signal f 0 i(t, f) from one examplemember, and

(c) the pure intrinsic signal from a 56-yr segment of the climatological simulation CLIM-occi025.
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The two leading EOFs describing the structure of the

intrinsic interannual AMOC variability are very similar

in ENSx50-occi025 and CLIM-occi025, explaining about

42% and 17% of the intrinsic variance in each simulation

(Figs. 9b,c). EOF1intrinsic peaks homogeneously in the

Southern Hemisphere and drops smoothly to zero north

of the equator: this is consistent with the in-phase fluc-

tuations highlighted previously from the Hovmoeller di-

agrams in the same region. Note that this mode explains

almost half of the intrinsic variance over the entire basin.

EOF2intrinsic peaks in the midlatitudes and subtropics,

between 408 and 108N, with two local maxima. It differs

slightly between ENSx50-occi025 and CLIM-occi025 in

the location of the southern local maxima: the climato-

logical simulation reveals a more pronounced maximum

at 158N (258N inENSx50-occi025). This difference is likely

related to the presence of the additional variance peak

already pointed out in the climatological simulation in

Fig. 6 (also see discussion in section 3g).

Four leading EOFs are found passing North’s test for

the forced variability (Fig. 9a), explaining respectively

42%, 22%, 13%, and 9% of the forced variance. Note that

EOF1, EOF2, and EOF3 all show a maximum in the

region north of 408N, while none of the EOFs from the

intrinsic variability explained any variance in this region.

This is consistent with the variance plot in Fig. 4a and

confirms the strong relationship of theAMOCfluctuations

with the atmospheric variability in this region, already

pointed out by, for example, Böning et al. (2006), Bingham
et al. (2007), and Yeager and Danabasoglu (2014).

EOF1forced peaks at about 458N, with a second peak in

opposite phase around 158N extending in the southern

subtropics. EOF2 forced peaks both around 488N and 208S.
Given their overlap in latitude, it is difficult to interpret

further the forced EOF patterns and to attribute distinct

physical processes to each of them. Some interesting ad-

ditional information can, however, be deduced by com-

paring Fig. 9 with Fig. 10, where an EOF analysis is shown

for the regional North Atlantic ensemble (ENSx10-

natl025) over 1994–2012. The forced EOF modes are

very similar in the regional and global ensembles. In other

words, none of the forced EOF modes are missing in the

regional ensemble, where climatological conditions have

been applied at the southern lateral boundary (208S), thus
filtering out any possible remote (southern) influence on

the AMOC variability. It thus confirms the idea that the

FIG. 9. The 1979–2015 latitude EOF patterns (Sv) from the global ensemble ENSx50-occi025 on interannual time

scales for (a) the forced variability, (b) the intrinsic variability, and (c) the pure intrinsic variability from the

climatological simulation. Details on the computation are given in section 4c. The percentage of variance explained

in each case is indicated in the panel legends. The EOF patterns are presented here as the projection of the

normalized principal component (PC) time series onto the initial data at each time (or, in other words, as the

covariance between the two).
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atmospheric forcing associated with these forced modes

acts locally. In contrast, only EOF2intrinsic is found both in

the regional and global ensembles. EOF1intrinsic, which

explains 43% of the intrinsic variance in the global en-

semble and corresponds to in-phase fluctuations in the

SouthernHemisphere, is missing in the regional ensemble.

It is thus another suggestion that the intrinsic fluctuations

associated with EOF1intrinsic are generated in, and propa-

gate from, the southern endof the basin, possibly related to

the modulation of mesoscale activity in the Brazil–

Malvinas Confluence region and/or the Agulhas region

as was suggested by, for example, Biastoch et al. (2008)

and Dong et al. (2015). Other authors have also

suggested a potential remote forcing influence of the sur-

face wind stress in the Southern Ocean on interannual

AMOC variability (e.g., Yeager and Danabasoglu 2014).

Our results do not confirm or rule out this proposed

mechanism, but we do not find any evidence for a forced

mode that would propagate from the south of the basin,

phase locked in all the members. On the contrary, we do

find such a southerly mode but in the intrinsic part of the

AMOC variability (i.e., fluctuations having different time

phases in the different members). It suggests that if some

AMOC variability is indeed induced remotely by the at-

mospheric forcing in the SouthernOcean, the propagation

mechanism is such that it generates intrinsic AMOC fluc-

tuations, differing in phase from one member to another.

Alternatively, it is also possible that a forcing mechanism

by the Southern Ocean operates at longer time scales than

those we can retrieve from our analysis (.30yr).

5. Summary and conclusions

Our study investigates the nature of interannual–

decadal variability of the AMOC, making use of large

ensembles of sea ice–ocean hindcasts at eddy-permitting

FIG. 10. The 1994–2012 latitude EOF patterns (Sv) from the North Atlantic regional ensemble

ENSx10-natl025 on interannual time scales for (a) the forced variability and (b) the intrinsic var-

iability. Details on the computation are given in section 4c. The southern boundary of the regional

configuration is at 208S. The percentage of variance explained in each case is indicated in the panel
legends. The EOF patterns are presented here as the projection of the normalized PC time series

onto the initial data at each time (or, in other words, as the covariance between the two).
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resolution (1/48) performed in the OCCIPUT project.

This modeling approach was for the first time applied

to a global OGCM at eddying resolution with N 5 50

ensemble members (Bessières et al. 2017).
This approach provides a consistent framework to

study and quantify the fraction of the AMOC variability

that is generated from ocean intrinsic processes relative

to that driven by the atmospheric variability imposed

through the surface boundary conditions. The atmo-

spherically forced variability is estimated from the fluc-

tuations of the ensemble mean, whereas the intrinsic

variability is estimated from the ensemble spread. On the

time scales considered in this study (2–28yr), the atmo-

spherically forced AMOC variability exceeds the in-

trinsic variability in the entire Atlantic basin, but we find

that the intrinsic contribution reaches a significant frac-

tion of the variability in several regions The amplitude

ratio between intrinsic and forced variability can be up to

100% in the southern Atlantic, and it peaks twice at 60%

in the Northern Hemisphere midlatitudes, close to the

location of the RAPID observational array at 26.58N.

We also find that despite the chaotic nature of the

intrinsic variability, it shows a clear meridional co-

herence south of about 258N,mostly on subannual–short

interannual time scales. Our EOF analysis in fact sug-

gests the existence of two main regional modes ex-

plaining in total about 60% of the intrinsic variance. The

second EOF explains about 17% of the intrinsic vari-

ance over the Atlantic Ocean and seems to be generated

within the North Atlantic midlatitude region. In con-

trast, the first EOF explains 43%of the intrinsic variance

in the Atlantic in the form of coherent fluctuations south

of the equator. Because this mode vanishes in the re-

gional North Atlantic simulation where climatological

conditions were applied at the southern boundary at

208N, it suggests a source of intrinsic AMOC variability

in the southern Atlantic. This is consistent with previous

discussions in the literature mentioning the possible role

of the mesoscale-active regions of the Agulhas Current,

the Brazil–Malvinas Confluence, and/or of the Southern

Ocean on AMOC variability, including on interannual–

decadal time scales (Biastoch et al. 2008; Grégorio et al.

2015; Dong et al. 2015; Yeager and Danabasoglu 2014).

Our results also show a strong constraint exerted by the

atmospheric variability on the AMOC variability north

of 408N. These forced AMOC fluctuations are coherent

in latitude over the region and favor time scales in the

subdecadal–decadal range, consistent with, for example,

Böning et al. (2006), Bingham et al. (2007), and Yeager

and Danabasoglu (2014), who previously pointed out

the role of convection in the Labrador Sea, and of sur-

face forcing by the NAO, in driving the AMOC in the

North Atlantic.

In addition, this study shows that the amount, me-

ridional distribution, and space–time spectral charac-

teristics of intrinsic variability remain fairly unchanged

under realistic atmospheric forcing, compared to the

‘‘pure intrinsic’’ variability from the climatological

simulation. Only in one region, around 158N, did we

find a noticeable difference between the climatological

run and the ensemble hindcast in the amount of in-

trinsic variance (see discussion in section 3g). In many

aspects, our results are very consistent with the pre-

vious study by Grégorio et al. (2015) based on such a

climatological simulation. Note, however, that only an

ensemble approach can provide a time-dependent es-

timate of the amplitude of the intrinsic variability and a

simultaneous analysis of both the forced and intrinsic

contributions to compare their structures and their

relative importance.

Overall, the substantial amount of intrinsic AMOC

variability that we have detected in some regions relative to

the atmospherically forced contribution raises important

questions on howwe should assessAMOCvariability from

model simulations and observational records. Our study

advocates to better take into account the uncertainty at-

tached to the variability deduced from time series from

single simulations. It also questions the significance of

trends or low-frequency variations that we might try to

detect or predict and attribute to the changing climate. In

regions where the amount of intrinsic ocean noise is as high

as the atmospherically driven variability, it might be diffi-

cult to retrieve significant trends or decadal variations from

10- or 20-yr-long observational records, as is the case for the

2004–12RAPID–MOCHArecord (e.g., Baehr et al. 2007).

The issue has also been investigated in parallel in the

OCCIPUT project in Sérazin et al. (2017), focusing on the

ocean heat content (OHC). Their study highlights different

areas where large-scale regional OHC trends computed

over the 1980–2010 period cannot be unambiguously at-

tributed to the atmospheric forcing, for example, in the

subpolar North Pacific and in the South Atlantic.

Finally, our results raise the question of the potential

impact on the atmosphere of this spontaneous, chaotic

variability of the AMOC arising in eddy-permitting

OGCMs. This AMOC noise is all the more likely to

have an impact that it is regionally coherent and affecting

interannual and decadal time scales. Given that climate

ocean–atmosphere coupled simulations have beenmostly

based on laminar (noneddying) ocean models up to now

(e.g., CMIP5), one can wonder how much they have

actually missed of the climate variability from intrinsic

oceanic sources on low-frequency time scales. Ensem-

bles of coupled simulations using eddy-permitting

ocean models will be needed to further investigate

this question in a framework where ocean and
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atmosphere are freely interacting. Results from ocean-

only ensemble simulations, such as the OCCIPUT en-

semble presented here, are crucial in order to better

understand the eddying-ocean low-frequency chaotic

behavior and prepare the next (coupled) step.
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APPENDIX

Error on the Variance Estimator of a Finite-Size
Ensemble

The ensemble spread «2(t), as defined in this study

(section 2d), is a variance estimator, or sample variance,

computed each year from a finite-size sample (N 5 50).

A sample variance is itself a random variable, and, as

such, its distribution can be characterized by a variance

g2 expressed as (e.g., Mood et al. 1974, p. 229)

g2 5 var(S2)5
1

N

�
m

4
2

N2 3

N2 1
(s2)2

�
, (A1)

where S2 is the sample variance, s2 is the population

variance, and m4 is its fourth central moment.

We use the interval [«2 2 2g, «2 1 2g] as the 95%

confidence interval to take into account the error made

each year on «2 due to the finite-size ensemble.
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