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Blender visualisation of the large-eddy simulation/LES of the MUST trial 2681829 using AVBP

This document is a technical note to complement the article manuscript by Rochoux et al. [33]. Our objective
is to provide an extensive comparison of Large-Eddy Simulations (LES) for micro-scale dispersion of air
pollutants in the framework of the Mock Urban Setting Test (MUST) experiment. This is done through a
validation against experimental data and through a detailed model-to-model comparison. For this purpose,
we investigate the capability of LES to capture the unsteady short-to-medium-range plume dynamics and
dispersion in near-neutral boundary layer conditions using three different LES codes: AVBP, Meso-NH
(including an immersed boundary method/IBM) and YALES2. We also analyse the sensitivity of the LES
results to different physical and numerical choices (e.g. model equations, computational grids, numerical
schemes, physical assumptions).

This work is part of current CERFACS’ efforts to design safety CFD (Computational Fluid Dynamics) capa-
bilities with applications to environment (e.g. air pollution dispersion, wildland fires).
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INTRODUCTION

The general objective of this work is to assess the robustness of Large-Eddy Simulation (LES) for sim-
ulating near-field air pollution problem at very high resolution (i.e. at submeter scale) in the atmospheric
boundary layer and provide an estimation of the LES multi-model variability for a well-known test case
(Mock Urban Setting Test/MUST). The reader shall refer to Rochoux et al. [33] for the scientific presentation
and analysis of the LES results; the objective here is to further justify scientific and technical choices
made in the study.

The present document reports several numerical tests that were carried out to analyse the sensitivity of
the results to numerical choices done at both the model integration and postprocessing stages with the
following LES codes: AVBP [14, 36], MesoNH [18, 19] (including an Immersed Boundary Method/IBM [1,
2] and referred to as MNH-IBM in the following) and YALES2 [23, 27]. These three codes are references in
their communities, CFD and combustion for AVBP and YALES2 on the one hand, atmosphere for MNH-IBM
on the other hand. Over the years, they have been applied to a wide range of applications and validated
against multiple observational datasets. Still, none of the three codes has been used here in its classic
application framework: the MUST test case is the first near-real case simulated using the IBM in MNH-IBM;
AVBP and YALES2 are not usually applied to environmental fluid flows in open areas.

Picture of the MUST experiment and shipping containers in Utah’s West Desert [3]

Our primary objective is model validation [4, 9, 13, 25], i.e. to investigate whether the LES solvers routinely
used at CERFACS are able to simulate in an accurate way, the plume dynamics following a gas release from
a point source and its micro-scale dispersion through an idealized urban canopy.

Our scientific objective is exhaustive model-to-model comparison, i.e. to use the pool or ensemble of
LES models (the ensemble size is small, on the order of 10) to estimate multi-model variability [10, 30],
which could be related in the future to the natural variability associated with large-scale meteorological
forcing, in order to quantify the total uncertainty in such LES model predictions.

Structure of the document:

• 1) The MUST case study is briefly presented.

• 2) The pool of LES model configurations is presented, with a focus on AVBP specificities to justify
model configurations (e.g. artificial compressibility, boundary conditions, mesh properties) that are
not presented in Rochoux et al. [33].

• 3) LES results are reported with a more exhaustive list of plots and statistical metrics than in Rochoux
et al. [33] for completeness of the model-to-model comparison.

• 4) Explanations on the structural model uncertainty estimation approach are given.

• 5) A preliminary step towards the aleatory uncertainty estimation is reported to pave the way towards
quantifying the impact of the large-scale meteorological forcing on micro-scale meteorology in future
work.
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Lexicon:

• CFD/Computational Fluid Dynamics

• CFL/Courant-Friedrichs-Lewy

• dPID/Digital Photo-Ionization Detector

• FAC2/Fraction of predictions within a fACtor of TWO of observations

• FB/Fractional Bias

• IBM/Immersed Boundary Method

• LES/Large-Eddy Simulation

• LW/Lax-Wendroff

• MG/Geometric Mean bias

• MUST/Mock Urban Setting Test

• MME/Multi-Model Ensemble

• NMSE/Normalized Mean Square Error

• PPM/Piecewise Parabolic Method

• PGS/Pressure Gradient Scaling

• TKE/Turbulent Kinetic Energy

• TTG/Two-step Taylor-Galerkin

• VG/Geometric Variance

• WALE/Wall-Adaptative Local Eddy-Viscosity

• WENO/Weight Essential Non Oscillatory
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1) THE MOCK URBAN SETTING TEST

Figure 1: Map of the shipping containers (grey rectangles) and the 40 tracer concentration probes located at
1.6-m high (circle symbols) in the MUST case study. Grey circles correspond to probes where the observed
tracer concentration during the MUST trial 2681829 is below the instrument detection limit (0.04 ppm):
these probes were removed from the dataset to compute the performance metrics; only 25 probes (blue
circles) were used. Red triangles correspond to instrumented towers, the upstream tower S and the central
tower T. A windrose is shown to indicate the orientation of the cardinal directions with respect to the array
x- and y-axes: the mean wind direction of the MUST trial 2681829 is indicated in red.

1.1) EXPERIMENTAL TEST SITE AND POINT-SOURCE EMISSION

Our test case is the MUST field campaign [3, 38] corresponding to a gas tracer emitted as a point source in
an idealized urban environment in a continental meteorology in late September 2001 at Horizontal Grid on
the U.S. Army Dugway Proving Ground, located in the Great Basin Desert of north-western Utah (USA).

The test site is mainly flat (slope of approximately 0.0005 towards the south). It is homogeneously covered
with a mixture of sparse greasewood and sagebrush1 ranging in height from about 0.4 to 0.75 m. The
average roughness length (z0) was estimated to 0.045 m (± 0.005 m). The north direction (dashed arrow)
corresponds to the angle -30◦ in the x-y frame presented in in Figure 1. This orientation was chosen to take
advantage of the prevailing wind directions at the test site in the sector from south-south-west to south-east,
resulting in a flat and homogeneous upwind fetch of more than 10 km according to Yee and Biltoft [38].

The urban environment is made of an array of containers: conex containers were regularly arranged in a
12-by-10 array in the x-y frame shown in Figure 1. Each container is 12.2-m long, 2.42-m wide, and 2.54-m
high (H). The mean distances between two rows and two lines (corresponding to the horizontal x-direction
and vertical y -direction in Figure 1) are on average 12.9 m (W ) and 7.9 m, respectively. This geometrical
arrangement can be classified as an avenue canyon or as a semi-open area with aspect ratio equal to
0.2 (i.e. the height-to-width ratio H/W ). The overall size of the container array is 93 m by 171 m. Note
that some small geometrical irregularities were present in the way the containers were arranged during the
experiment; we still consider a regular case as for instance in Ref. [26].

The emitted gas is propylene (C3H6), which is advantageous for included cost, availability, safety and health,
and compatibility with the instruments. It is also representative of gases used in chemical industry. Propy-
lene can be considered as non reactive and is therefore represented as a tracer. It was released through
the container array during 15 minutes, at different locations and for different atmospheric conditions (several
wind directions, wind speeds and atmosphere states) across the multiple (63) MUST trials.

Measurements of mean velocity and turbulence were obtained within and above the container array. Vertical
profiles were obtained from the 32-m tower T located near the centre of the container array (red triangle in-
side the container array in Figure 1). This central tower was instrumented with four 3-D sonic anemometers
located at 4, 8, 16 and 32 m above the ground level. To track the tracer within the container array, a number
of measuring stations (40 dPIDs/digital photo-ionization detectors represented as circles in Figure 1) were

1Typical shrubland found in California and the northern part of Mexico shaped by a Mediterranean climate and wildfire, featuring
summer-drought-tolerant plants (greasewood stands for “chaparral" and sagebrush for “armoise" in French)
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placed in-between the containers at 1.6-m high, they were arranged along four sampling lines (aligned with
the vertical y -direction in Figure 1). These stations referred to as “probes” hereafter recorded the time
series of tracer concentration (in ppm). Note that we only have access to these 40 horizontal probes in
the present analysis. Vertical profiles of concentration statistics at the central tower T and the 6-m masts
A-B-C-D were not used. Mean velocity and turbulence measurements at the masts A-B-C-D were also not
used. Future work could include these data in the analysis.

1.2) SELECTED EXPERIMENTAL TRIAL

63 MUST trials were performed experimentally. In our work, we focus on one trial referred to as 2681829,
which is part of the 21 trials retained by Yee and Biltoft (2004) [38] for a detailed analysis. We made the
choice of studying a single trial due to the high overall computational cost of the study and the complexity
of the LES multi-model result analysis.

The characteristics of the selected trial are summarized in Table 1. This case is a configuration with near-
neutral atmospheric conditions (i.e. afternoon transition from unstable to stable conditions), characterized
by a high value of the Obukhov length Lo (> 2,500 m at the 4-m level of the central tower T), no latent and
sensible heat fluxes, and a weak influence of buoyancy. This case with ineffective thermal turbulence is
thus particularly relevant to study mechanical turbulence such as the container impact on the incident flow
and in particular the plume deflection from the inlet wind direction within the container array.

Intermittent wind conditions were recorded at the upstream tower S (red triangle outside of the container
array in Figure 1) over the 15 minutes of the trial. Figure 2 presents the time-evolution of the near surface-
wind conditions during the first 200-s time period of interest: the wind speed and the wind direction range
from -83 to -12◦ and from 3.2 to 13.9 m s1 at 4-m high at tower S. The (time-averaged) mean wind speed
(u4) and wind direction (α4) at 4 m high are respectively 7.93 m s−1 and -41◦. These conditions can be
considered as moderate (neither too calm nor too strong), with a wind mainly blowing from the south-
southwest direction. Note that these mean wind conditions were recorded at different heights (1.15, 4, 8
and 16 m) of the upstream tower S; they are used to derive the initial and inlet wind fields for the LES
models (Figure 4).

Note that in Ref. [38], a 200-s time period was extracted from the 15-minute continuous release during the
trial corresponding to the least variation in the mean wind speed and direction recorded from the upwind
mast anemometers. This was done in order to remove unstationarity from the data. This “optimal” time
period is between 300 and 500 s according to unpublished information (private communication with Bertrand
Carissimo/CEREA and Tim Nagel/CNRM). Future work could include comparing the simulation data against
the choice of the optimal time sequence.

The tracer was released and continuously sampled at a source point (at 1.8 m high) using a mass flow
controller to maintain a constant flow rate (225 L min−1 with a 2 % uncertainty) over a period of 15 minutes.
The source location is indicated by a black star symbol in Figure 1. According to Yee and Biltoft [38], the
release can be considered as passive at this flow rate level.

Table 1: Main characteristics of the MUST trial 2681829 [38]: α4 and u4 are the mean wind direction and
the mean horizontal wind speed at the 4-m level of the upstream tower S; Lo is the Obukhov length at the
4-m level of the central tower T; Q is the tracer release rate; and zs is the source height.

Trial Start local time α4 u4 Lo Q zs
UTC (◦) (m s−1) (m) (L min−1) (m)

2681829 2001/09/25 1830 -41 7.93 28,000 225 1.8

Technical report V1 – Thouron et al. (2020) Page 5/31



Figure 2: Time series of wind speed (m s−1, top panel) and wind direction (◦, bottom panel), at the 4-m level
of the upstream tower S, over the first 200 s of the MUST trial 2681829 (grey solid lines); the wind direction
is defined with respect to the x-axis of the container array (-30◦ corresponds to a wind blowing from the
south to the north direction). The mean values are indicated in black solid lines; the mean values more or
less the standard deviation are indicated in black dashed lines.

1.3) OBSERVATIONAL DATASET POSTPROCESSING

a) Data acquisition

Probes provide “raw” data, which are to be processed to be compared to the LES model outputs. One
difference between the observed and simulated datasets relates to the acquisition time (i.e. the time period
at which data are saved); the acquisition frequency of the observations is ten times higher than that of the
model outputs. This difference is to remember when considering nominal values. However, the evaluation
statistical metrics proposed by Chang and Hanna [6] and used in the present analysis consider (time-
averaged) mean quantities so that the difference in acquisition time is not an issue. A second difference
relates to the initial time of data acquisition. For a proper model evaluation, it is of first importance to
synchronise the initial time of observed data with that of the simulated times (when a signal starts to be
observed at the simulated probes). Instruments have an initialization phase of about 61 seconds. LES have
an initialization stage of about 30 seconds: 15 seconds are needed to spin-up the flow field and establish
the container-induced turbulence, and 15 additional seconds are then needed to establish the plume in the
computational domain. Table 2 gives the actual time offsets to be subtracted from the observations and for
each LES code. Note that a 15-s spin-up is indicated for YALES2, since YALES2 simulations were initialized
at this preliminary stage using an AVBP solution to gain from computational time (there is a tool to map an
AVBP solution onto a YALES solution). Note also that the same synchronisation is applied for all probes of
a given simulated configuration.

Table 2: Time offsets between observations and LES models

Offsets Probes MNH-IBM YALES2 AVBP
Sensor 61 – – –
initialization
phaze (s)
Wind – 15 – 15
spin-up (s)
Tracer 15 15 15 15
spin-up (s)
Total 76 30 15 30
waiting time (s)
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b) Instrument limit detection

The instrument limit detection for each probe ranges between 0.04 and 1,000 ppm according to Biltoft [3].
As a consequence, every probe that never records above 0.04 ppm at any instantaneous time of the 200-s
time sequence is removed from the present analysis. Following this principle, 15 probes record measure-
ments that are below the instrument limit detection. They are indicated using grey markers in Figure 1 and
correspond to probes numbered 11, 12, 20, 21, 27, 28, 29, 30, 34, 35, 36, 37, 38, 39 and 40. Thus, the
total number of probes considered in the present analysis is 25 (instead of 40).

Milliez and Carissimo [26] reported that the CFD model performance could be improved by considering a
minimum threshold of 0.1 ppm. To address this point, we compare in the present document the results
obtained for a threshold of 0.04 ppm and 0.1 ppm (Table 12).

Note that a filter is applied for time steps with values below the lower instrument limit detection: the obser-
vations are set to NaN (since it is not known whether or not it is a malfunction of the measuring instrument)
and the simulations are set to the minimum threshold (it would not be physical if the model could not predict
at least the lowest measured value of the instruments). However, those situations occur very rarely and this
filtering does not significantly impact the analysis.
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2) POOL OF LARGE-EDDY SIMULATION MODELS

2.1) REFERENCE VERSUS SENSITIVITY CONFIGURATIONS

A total of eight different LES configurations has been designed and tested for the three LES codes: two
configurations for MNH-IBM, three configurations for YALES2, and three configurations for AVBP. Each code
is used in its best-known (reference) configuration, i.e. with its a priori best models and options in terms
of numerics, boundary conditions or closure models for instance. Since none of these three codes has
been used in its classic application framework for the MUST trial, their best-known settings may not hold.
So additional test (sensitivity) simulations were carried out to go further into the LES validation. Detailed
settings for each reference configuration are given in Table 3. Table 4 highlights the changes between
reference and sensitivity simulations.

Table 3: Reference configurations for MNH-IBM, YALES2 and AVBP for the MUST trial 2681829 (the modi-
fied components in the sensitivity configurations are in bold)

Codes MNH-IBM YALES2 AVBP

Code settings
Navier-Stokes equations Incompressible, Low-Mach Artificial

anelastic compressibility
Container condition IBM Body fitted Body fitted
Advection scheme WENO5 TFV4A TTGC

(5th order in space, (4th order in space (3rd order in space
4th order in time) and time) and time)

Subgrid turbulence TKE 1.5 WALE WALE

MUST case
Time step 0.012 s < 0.02 s 6.5 · 10−4 s
Grid type Structured Unstructured Unstructured
Grid size 135M cells 71M cells 71M cells
Number of cores 1,920 1,600 1,440
Total CPU time 40,000 h 21,000 h 21,600 h

Table 4: Reference and sensitivity configurations for MNH-IBM, YALES2 and AVBP for the MUST trial
2681829 (the modified components in the sensitivity configurations are in bold)

Code LES model name Advection
scheme

Turbulence
scheme

Mesh Compressibility

MNH-IBM MNH-IBM_reference WENO5 TKE 1.5 135M cells incompressible
structured

MNH-IBM_CEN4 CEN4 TKE 1.5 135M cells incompressible
structured

YALES2 Y2_reference TFV4A WALE 71M cells low Mach
tetrahedra

Y2_hexa TFV4A WALE 246M cells low Mach
hexahedra

Y2_smago TFV4A Smagorinsky 71M cells low Mach
tetrahedra

AVBP AVBP_reference TTGC WALE 71M cells artificial
tetrahedra

AVBP_LW LW WALE 71M cells artificial
tetrahedra

AVBP_LW_smago LW Smagorinsky 71M cells artificial
tetrahedra
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2.2) COMPUTATIONAL GRIDS

The domain of interest is about 225-m by 300-m and includes the 93-m by 171-m container array.

The MUST trial 2681829 was simulated for MNH-IBM over a total computational domain of 300-m long,
300-m wide and 40-m high. The regular Cartesian structured grid is constituted of 135 million hexahedra.
The same horizontal and vertical resolutions (0.2 m) are used from the surface to 10 m. Above 10 m, the
vertical resolution decreases with a geometrical progression (ratio of 1.08 with the constraint of keeping the
vertical resolution below 1 m). Flat ground is boundary-fitted; containers are modelled by an IBM validated
by Auguste et al. [1], with at least ten cells per container side to ensure IBM accuracy.

For AVBP and YALES2, the computational domain is meshed with 71 million tetrahedra; the resolution is
equal to 0.3 m from the surface until 10 m, and coarsened vertically up to a resolution equal to 1 m at the
upper boundary condition. The grid is unstructured and boundary-fitted (Figure 3).

Note that the choice of the computational grid results from a trade-off between accuracy, computational cost
and memory issues that is different for each LES code. Note also that there are fundamental geometric
differences between MNH-IBM and AVBP/YALES2 computational grids. Changes in the computational
mesh have been tested with YALES2: by using hexahedral cells instead of tetrahedral cells in the reference
simulation on the one hand, and by increasing the finest mesh resolution from 0.3 m to 0.2 m on the other
hand. The objective of these changes was to design a configuration for YALES2 (Y2_hexa in Table 4) that
was closer to that of MNH-IBM.

Figure 3: YALES2 and AVBP unstructured, boundary-fitted mesh (71 million cells, tetrahedra)

2.3) NUMERICS

a) Advection scheme in MNH-IBM

In its reference configuration, MNH-IBM uses a fourth-order explicit Runge-Kutta scheme for time integration
associated with a fifth-order weight essential non-oscillatory (WENO5) scheme [21] for wind advection.
WENO5 is used for two main reasons [22]: i) due to its low diffusion properties in the area of sharp gradients,
WENO5 features good accuracy and stability with no need of artificial diffusion; and ii) it runs much faster
than the fourth-order centered scheme (CEN4) by a factor of 3. The influence of the numerical advection
scheme on the MNH-IBM model response is tested, WENO5 being replaced by CEN4 (MNH-IBM_CEN4 in
Table 4). In both reference and sensitivity configurations, the Piecewise Parabolic Method (PPM) is used for
meteorological variables and tracer advection [7] and the subgrid turbulence model is based on a turbulent
kinetic energy (TKE) 1.5 turbulence scheme, where the TKE is a prognostic variable [11].

b) Subgrid turbulence model in YALES2

Equations in YALES2 are discretized with a fourth-order central scheme in space and a fourth-order Runge-
Kutta scheme in time (TFV4A) [17]. The subgrid turbulence model for the reference YALES2 simulation is
the wall-adaptative local eddy-viscosity (WALE) model [28]. WALE was specifically designed to represent
subgrid-scale turbulence in complex geometry, near walls, and to reproduce the proper scaling at the walls.
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The influence of the subgrid turbulence model on the YALES2 model response is tested by replacing WALE
by the well-known Smagorinsky’s model [37] (Y2_smago in Table 4). Note that several LES studies reported
in the literature used the Smagorinsky’s model [5, 12, 34].

c) Advection scheme and subgrid turbulence model in AVBP

For the reference simulation, AVBP uses a third-order in space and time, explicit, two-step Taylor-Galerkin
(TTGC) scheme, which is part of the family of high-order finite-element two-step Taylor-Galerkin/TTG
schemes, specifically designed for LES [31, 20]. TTGC is used since it is supposed to be more precise
and less dissipative than the standard second-order in space and time Lax-Wendroff (LW) scheme [8].
The subgrid turbulence is modelled by WALE as in the reference YALES2 simulation. The influence of the
advection scheme on the AVBP model response is tested as for MNH-IBM, TTGC being replaced by LW
(using WALE as in the reference simulation)2 (AVBP_LW in Table 4). The influence of the subgrid turbu-
lence model on the AVBP model response is tested as for YALES2, WALE being replaced by the well-known
Smagorinsky’s model [37] (AVBP_LW_smago in Table 4).

2.4) INITIAL AND BOUNDARY CONDITIONS

a) Upstream wind profile

Figure 4 presents the horizontal wind speed data (symbols) available at the upstream tower S at different
heights (1.15/4/8/16 m). These data are used to derive initial and inlet wind fields for the LES models.

Figure 4: Vertical profile of the horizontal mean wind speed u(z) at the upstream tower S for the MUST
trial 2681829. Comparison between experimental data (symbols) and the fitted profile (solid line) obtained
using Equation 1 for u∗ = 0.715 m s−1.

The initial and lateral boundary conditions are imposed in the LES models using a mean horizontal upstream
wind, which follows a semi-empirical logarithmic law with respect to altitude. Since the thickness of the
atmospheric boundary layer over deserts is large and the measured Obukhov length (Lo in Table 1) is high,
the vertical profile (z-axis) of the mean horizontal upstream wind u(z) is obtained as

u(z) =
u∗
κ

ln

(
1 +

z

z0

)
(1)

where z0 (m) is the surface roughness length equal to 0.045 m according to observations [38]; κ is the
von Kármán constant equal to 0.4; and u∗ (m s−1) is the friction velocity. The formulation of u(z) is semi-
empirical in the sense that z0 and u∗ are calculated based on horizontal wind speed data available at the
upstream tower S at different heights (1.15, 4, 8 and 16 m). The friction velocity is estimated through a
least-square regression of Equation 1 to these data. The optimized value of u∗ is equal to 0.715 m s−1.
The resulting vertical profile (dashed line) is presented in Figure 4 along with the measurements used for
regression (symbols).

2This configuration is not presented in the 2–D views, data are missing from previous work.
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b) Upstream turbulence

Even though the upstream wind is subject to temporal variability (Figure 2), only the mean profile u(z) with
u∗ = 0.715 m s−1 and the mean angle α = −41 (corresponding to a south-southwest wind) are imposed at
the inlet of the computational domain. The reason is two-fold: i) the turbulence generation becomes rapidly
controlled by the containers within the canopy, which strongly modifies the near-surface flow topology, and
the experimental sensors of interest are located after this transition; ii) the three codes have a very different
treatment for turbulence injection, which would introduce a discrepancy detrimental for the comparison
of the three codes. Further work could include designing a strategy to inject turbulence and analysing
similarities and differences in the LES model response.

c) Ground and container surface

In AVBP and YALES2, the boundary conditions for both ground and containers are a law-of-the-wall based
on a viscous length [35]. In MNH-IBM, the ground surface is described with the SURFEX surface scheme
[24], which computes the Reynolds stress based on the roughness length, and the container surface is
described using the IBM [1].

2.5) PERFORMANCE MEASURES

The present report focuses on the tracer concentration results3. They are presented in two ways: i) the
plume footprint is given by two-dimensional horizontal views extracted at 1.6-m high (at the same altitude
as the probes) and averaging over a 200-s time period; and ii) the statistical metrics by Chang and Hanna [6]
are computed for each LES model with respect to the experimental measurements at each of the 25 se-
lected probes (Figure 1).

The statistical metrics compare the tracer concentrations extracted from the simulations with those mea-
sured experimentally in terms of normalized mean square error (NMSE), fractional bias (FB), fraction of
predictions within a factor of two of observations (FAC2), geometric mean bias (MG) and geometric vari-
ance (VG):

NMSE =
(Co − Cs)2

Co Cs
, (2)

FB =
(Co − Cs)

0.5 (Co + Cs)
, (3)

FAC2 = fraction of data that satisfies 0.5 ≤ Cs
Co

≤ 2.0, (4)

MG = exp
(
lnCo − lnCs

)
, (5)

VG = exp
[
(lnCo − lnCs)2

]
, (6)

where Co and Cs are the observed and simulated concentrations, and the overbar denotes the mean value
over the dataset. FB and MG measure the mean relative bias and are an indicator of systematic errors.
NMSE and VG measure the mean relative scatter and indicate both systematic and random errors. A
perfect model would have NMSE and FB equal to 0; FAC2, MG and VG equal to 1.

2.6) AVBP SPECIFIC FEATURES

a) Artificial compressibility

Since AVBP is a fully compressible LES solver, the time-step is restricted by the Courant-Friedrichs-Lewy
(CFL) condition for the acoustic wave propagation. Since correctly capturing the acoustic waves is not
relevant in the context of atmospheric boundary layer simulation (very low Mach number), an artificial com-
pressibility approach [32], also known as pressure gradient scaling (PGS) and referred to as “cryogenic”, is
used for all AVBP configurations in the pool of LES models to increase the time step and gain computational
time.

3Rochoux et al. [33] present wind speed profiles at the central tower T in addition to the tracer concentration results.
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The key idea of artificial compressibility is to artificially decrease the propagation speed of the acoustic
waves (c) by rescaling the pressure p and the temperature T by a factor α2, leading to artificial temperature
T ∗ = α2 T and pressure ap∗ = α2 p. With this transformation, the resulting acoustic wave propagation
speed (c∗) is artificially reduced by a factor α:

c∗ =
√
γ r T ∗ =

√
γ r α2T = α c (7)

where γ is the heat capacity ratio, which significantly reduces the constraint on the AVBP model time-step.
It can be shown that the hydrodynamic problem remains unchanged [32], provided the resulting artificial
Mach number Ma∗ = Ma/α remains small. Recall that the Mach number is defined as Ma∗ = u

c∗ = u
α c ,

where u is the mean upstream wind speed. In the present study, the magnitude of the incoming wind speed
is about 6.4 m s−1 at 1.6 m high. α is thereby set to 0.22 to guarantee that Ma∗ < 0.1 (Ma∗ = 0.086 at 1.6 m
high) in the whole simulation domain. The new CFL condition satisfies CFL = (u+ c∗) ∆t∗

∆x
, where ∆t is the

model time step and ∆x is the mesh step size. Since the acoustic wave propagation speed is reduced by a
factor α, the time step ∆t∗ can be increased without changing the CFL condition.

We check the quality of the artificial compressibility solution (AVBP_reference in Table 5) with the reference
configuration considering the full compressible solver in AVBP (AVBP_no_cryo). Figure 5 compares the
(time-averaged) mean plume footprint and Table 5 compares statistical metrics for both configurations.

Figure 5: Mean horizontal tracer concentration (ppm) at 1.6-m high obtained with AVBP configurations,
with (AVBP_reference, left panel) and without (AVBP_no_cryo, right panel) artificial compressibility. White
rectangles represent containers. Probe positions are indicated by circle symbols. They are colored using
experimental data using the same color map as for simulated data. Values are truncated at 10 ppm for
image clarity purpose.

Field results show that plume footprints are similar between both AVBP configurations. We can still notice
some small differences in the lateral spreading of the plume, there are some tracer accumulation upwind
the first container encountered by the tracer in the case with artificial compressibility (left panel in Figure 5)
that is not as significant in the case without artificial compressibility (right panel in Figure 5). Consistently,
statistical results are very close to each other. The NMSE is small for both configurations, the FB has
the same negative sign (i.e. the present AVBP models tend to overestimate observations) and the FAC2
is reduced by a few % when using artificial compressibility (the FAC2 is upgraded from 60% to 56%).
The computational cost is significantly reduced (by a factor of about 5, changing the total CPU time from
120,000 hours to 21,600 hours for typical HPC resources from GENCI), making AVBP competitive with
MNH-IBM and YALES2 (Table 3). These elements motivate the use of artificial compressibility for all AVBP
configurations in the present pool of LES models (Table 4).

Technical report V1 – Thouron et al. (2020) Page 12/31



Table 5: Comparison of AVBP reference solutions with and without artificial compressibility in terms of
standard statistical metrics

LES model name NMSE FB FAC2 MG VG

AVBP_reference (with) 0.0065 -0.08 0.56 1.22 2.18
AVBP_no_cryo (without) 0.0231 -0.15 0.60 1.13 2.08

b) Treatment of boundary conditions

Characteristics-based NSCBC (Navier-Stokes Characteristics Boundary Conditions) are used at inlet and
outlet in AVBP to properly handle acoustics [15, 29]. This is required even when using artificial compress-
ibility. Relaxation coefficients are therefore introduced to avoid numerical instabilities and spurious acoustic
wave reflections at the computational domain boundaries. We give here some additional, technical details
about the AVBP numerical configuration. This part might not be easily understandable for a non-AVBP user.

Figure 6: Schematics of AVBP boundary conditions: inlet, outlet, top and (ground/building) surface.

In spite of the NSCBC boundary conditions, edge effects occurred in the AVBP reference configuration. Typ-
ically, a large non-physical increase in pressure and velocity appears near the outlet boundary. To overcome
this issue, two approaches were tested: i) modifying the relaxation coefficient (from 1 to 0.1) on the outlet
patch of the domain (AVBP_RELAX), and ii) adding a sponge layer near the outlet patch with increased
artificial viscosity (to 0.2 kg m−1 s−1) (AVBP_VISCOBOUND). Figure 7 shows that the relaxation coefficient
does not act on the numerical solution instability as evidenced by the edge effects on pressure, tempera-
ture, wind speed and artificial viscosity fields (left panels). The AVBP_VISCOBOUND configuration is not
subject to these edge effects and thereby appears as the best solution to overcome this numerical issue.
Hence, all AVBP configurations presented in Table 4 are carried out using the VISCOBOUND approach.
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Figure 7: Mean horizontal pressure, temperature, velocity magnitude and viscosity at 1.6 m high from top
to bottom panels for AVBP_RELAX (left panels) and AVBP_VISCOBOUND (right panels) configurations.
For the viscosity panels, the left panel represents artificial viscosity generated by the LES code and the
right panel represents the viscosity mask (or sponge layer) defined a priori by the user. White rectangles
represent containers. Dashed lines indicate the edge effect areas.
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Table 6: Features of the inlet/lateral boundary condition of type INLET_RELAX_UVW_T_Y (Figure 6), where
the profile of the streamwise flow component (U ) is given by the logarithmic law in Equation 4 (Figure 1)

patch_name INLET
boundary_condition INLET_RELAX_UVW_T_Y

target_origin solutbound
wave_type temporal
relax_type local

relax_coeff_Un 1.0D0
relax_coeff_Ut 2.0D0
relax_coeff_T 1.0D0
relax_coeff_Y 1.0D0

U profile
V 0.0d0
W 0.0d0

Temperature 304.4d0
P 1.01300d5

AIR 1.0d0
tracer 0.0d0

Table 7: Features of the outlet and top boundary conditions of type OUTLET_RELAX_P_3D (Figure 6)

patch_name OUTLET/TOP
boundary_condition OUTLET_RELAX_P_3D

target_origin solutbound
wave_type normal_FE
relax_type local

relax_coeff_P 1D0
damping_type local

pressure 1.01300d5

Table 8: Features of the ground and building boundary conditions of type WALL_LAW_ADIAB (Figure 6)

patch_name GROUND/BUILDINGS
boundary_condition WALL_LAW_ADIAB
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3) MODEL-TO-MODEL COMPARISON RESULTS

We propose both a qualitative analysis of spatially-distributed tracer dispersion and a statistical analysis for
each LES configuration to provide an exhaustive model-to-model comparison. All tested configurations with
MNH-IBM, YALES2 and AVBP are presented in Table 4.

3.1) STATISTICAL ANALYSIS

a) Comparison of statistical metrics

Table 9 reports the standard statistical metrics by Chang and Hanna [6] that are computed over the set of
25 selected probes for the different configurations simulated with MNH-IBM, YALES2 and AVBP. Since the
FAC2 is the most robust metric for air quality performance evaluation [16], we mainly focus the analysis in
Rochoux et al. [33] on the FAC2 score. The FB score is also used to evaluate the simulation-observation
discrepancies (normalized by the average of the respective simulation and observation). The FB score
thereby indicates if a given LES configuration overpredicts the measurements (FB < 0) or underpredicts
them (FB > 0). For completeness, the present report provides all the statistics for all configurations. In
complement, Table 10 gives the tracer concentration statistics (mean, standard deviation, 99th percentile,
maximum) obtained over the same set of probes.

Table 9: Standard statistical metrics obtained for MNH-IBM, YALES2 and AVBP configurations. In bold is
indicated the best configuration for each LES code, “best” meaning having the highest FAC2.

LES model NMSE FB FAC2 MG VG

MNH–IBM_reference 0.1162 -0.34 0.64 1.25 1.95
MNH–IBM_CEN4 0.0704 -0.27 0.60 1.44 2.58

Y2_reference 0.0123 -0.11 0.76 1.24 1.68
Y2_hexa 0.0091 -0.10 0.76 1.30 1.62
Y2_smago 0.0145 0.12 0.76 1.41 1.73

AVBP_reference 0.0065 -0.08 0.56 1.22 2.18
AVBP_LW 0.0021 0.05 0.84 1.33 1.51
AVBP_LW_smago 0.0004 -0.02 0.72 1.15 1.59

Results show that all LES models are in the acceptable range in terms of FAC2 (above 50%) and feature
a small NMSE. Most of them have a negative FB and thereby tend to overestimate observations. This
is consistent with the overestimation of tracer concentration statistics in Table 10. MG values are at the
acceptability threshold (fixed to 1.3 according to Chang and Hanna [6]) and VG values are above the
acceptability threshold (fixed to 1.6) except for AVBP_LW and AVBP_LW_smago.

The best configuration for MNH-IBM is the reference one corresponding to the WENO5 numerical scheme
with FAC2 equal to 64%. Similar tracer concentration statistics are obtained for both MNH-IBM configura-
tions; they are overestimated by about 40%. In contrast, AVBP and YALES2 achieve their best performance
in the sensitivity tests for different configurations. For YALES2, the three tested configurations feature the
same FAC2 score of 76%. By considering also NMSE, FB and tracer concentration statistics, Y2_hexa can
be considered as the best configuration. In particular, Y2_hexa provides very good approximation of tracer
concentration statistics (e.g. mean overestimation by 10%, perfect estimation of standard deviation). Still,
the three YALES2 configurations remain in a very narrow range. There is much more variability among the
AVBP configurations: the FAC2 score increases from 56% in AVBP_reference to 84% in AVBP_LW. Based
on the FAC2 score, AVBP_LW appears as the best set-up among the pool of eight LES models to simu-
late the present MUST trial. AVBP_LW features a low NMSE, a low FB (the FB is positive, meaning that
this configuration tends to underestimate observations) and good tracer concentration mean and standard
deviation approximation.

Figure 8 presents scatter plots of time-averaged model predictions for all 25 probes (1 dot corresponds to
1 probe and 1 color corresponds to 1 LES code). Right panels correspond to reference configurations;
left panels correspond to the best configurations. The Pearson correlation coefficient (R) is indicated.
All configurations feature a correlation coefficient above 0.85. Some changes are visible for the YALES2
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Figure 8: Scatter plots of measured (x-axis) versus simulated (y-axis) mean, standard deviation, 99th per-
centile and maximum tracer concentration at each sensor for the three LES codes (Meso-NH, YALES2
and AVBP) in the reference configurations (left panels) and in the best configurations (right panels). The
correlation coefficient R is indicated.
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Table 10: Comparison of tracer concentration statistics (in ppm) between observations and simulations
obtained at the 25 sensors. The relative error with respect to the observation (in %) is indicated in brackets.

LES model Mean Standard deviation 99th percentile Maximum

MNH–IBM_reference 1.54 (+40%) 0.77 (+48%) 3.57 (+47%) 5.04 (+40%)
MNH–IBM_CEN4 1.43 (+30%) 0.68 (+31%) 3.27 (+35%) 4.28 (+19%)

Y2_reference 1.23 (+12%) 0.63 (+21%) 3.12 (+28%) 4.80 (+33%)
Y2_hexa 1.21 (+10%) 0.52 (0%) 2.53 (+4%) 3.19 (-11%)
Y2_smago 0.97 (-12%) 0.60 (+15%) 3.03 (+25%) 5.28 (+47%)

AVBP_reference 1.23 (+12%) 0.54 (+4%) 2.72 (+12%) 3.83 (+6%)
AVBP_LW 1.05 (-5%) 0.64 (+23%) 3.06 (+26%) 4.85 (+35%)
AVBP_LW_smago 1.12 (+2%) 0.67 (+29%) 3.23 (+33%) 5.74 (+59%)

Observation 1.10 0.52 2.43 3.60

configurations with a significant improvement in the maximum concentrations for Y2_hexa (R changing
from 0.88 to 0.92). The mean concentrations are also significantly improved when changing to AVBP_LW
(R changing from 0.91 to 0.96). This provides some insights into the best configurations of AVBP and
YALES2.

b) Local versus background statistical metrics

Figure 9: Clustering of local and background tracers among the 25 probes. Left panel: map of the time-
averaged observed tracer concentration for the MUST trial 2681829 (in ppm). Right panel: corresponding
classification of local (red) and background (blue) probes.

To go further in the analysis, we cluster the model performance by classifying tracer concentrations into
two categories. We separate local concentrations corresponding to near-source high concentrations above
1 ppm from background concentrations corresponding to low concentrations below 1 ppm further away from
the plume hot spot. This clustering between background and local concentrations is determined based on
the observed data at each probe; left panel in Figure 9 shows the 200-s time-averaged observed concen-
tration at each probe. Consistently, right panel in Figure 9 indicates the label for each probe:
• local probes (red symbols): 10 probes numbered 5, 6, 7, 8, 9, 14, 15, 16, 17, 22;
• background probes (blue symbols): 15 probes numbered 1, 2, 3, 4, 10, 13, 18, 19, 22, 23, 24, 25, 26, 31,
32, 33.

Table 11 presents the statistical metrics obtained for local and background probes for MNH-IBM, YALES2
and AVBP, respectively. Local concentrations are better simulated with AVBP and YALES; the local FAC2
is equal to 100%, except for AVBP_reference (80%). MNH-IBM exhibits a local FAC2 ranging from 70
to 80%. Background concentrations are not as well represented as local concentrations, especially for
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AVBP_reference for which the FAC2 is below the acceptable value (40%). MNH-IBM, YALES2 and AVBP_LW_Smago
configurations are slightly better with a FAC2 ranging from 53 to 60%. But what is noticeable is that the
AVBP_LW configuration provides the best representation of background tracer concentration with a back-
ground FAC2 equal to 73%.

Table 11: Local and background statistical metrics obtained for MNH-IBM, YALES2 and AVBP

MNH-IBM _reference _CEN4
local background local background

NMSE 0.20643 0.00003 0.11672 0.00238
FB 0.440 0.005 0.337 0.049
FAC2 0.80 0.53 0.70 0.53
MG 0.78 1.72 0.96 1.89
VG 1.30 2.55 1.50 3.70

Mean sim. (ppm) 3.07 (+57%) 0.52 (-2%) 2.75 (+40%) 0.55 (+4%)
Mean obs. (ppm) 1.96 0.53 1.96 0.53

Y2 _reference _hexa _smago
local background local background local background

NMSE 0.05215 0.06621 0.04323 0.06399 0.00255 0.10159
FB 0.227 0.255 0.207 0.251 0.050 0.315
FAC2 1.00 0.60 1.00 0.60 1.00 0.60
MG 0.78 1.70 0.81 1.79 0.99 1.78
VG 1.08 2.25 1.07 2.14 1.06 2.41
Mean sim. (ppm) 2.46 (+26%) 0.41 (-23%) 2.41 (+23%) 0.41 (-23%) 1.86 (-5%) 0.38 (-28%)
Mean obs. (ppm) 1.96 0.53 1.96 0.53 1.96 0.53

AVBP _reference _LW _LW_smago
local background local background local background

NMSE 0.02888 0.03347 0.00114 0.07517 0.00635 0.01960
FB 0.169 0.182 0.034 0.272 -0.080 0.140
FAC2 0.80 0.40 1.00 0.73 1.00 0.53
MG 0.82 1.58 0.98 1.63 0.91 1.35
VG 1.14 3.36 1.05 1.92 1.05 2.10

Mean sim. (ppm) 2.32 (+18%) 0.44 (-17%) 2.02 (+3%) 0.40 (-25%) 2.12 (+8%) 0.46 (-13%)
Mean obs. (ppm) 1.96 0.53 1.96 0.53 1.96 0.53

The results obtained for local and background simulations are satisfactory for all configurations. AVBP is the
model with the highest sensitivity to its configuration since it can be both the best (AVBP_LW) and the least
accurate (AVBP_reference) configuration among the pool of LES models. The AVBP_LW configuration
obtains the best FAC2 results due to its improved representation of the background concentration. When
using the Smagorinsky subgrid turbulence model (AVBP_LW_Smago), the background FAC2 is degraded
to 53%, while the local FAC2 remains equal to 100%. AVBP results tend to show that the advection scheme
impacts both local and background concentration statistics, but the subgrid turbulence model mostly impacts
background concentration statistics. In contrast, for MNH-IBM and YALES2, scores are in a very narrow
range in-between the configurations. Hence, MNH-IBM and YALES do not show any particular sensitivity
to changes in their configurations for the given boundary conditions.

c) Impact of instrument detection threshold

Milliez and Carissimo [26] stated that the CFD model performance could be improved by considering a
detection threshold of 0.1 ppm (instead of 0.04 ppm) to filter out very low tracer concentration values. From
an experimental viewpoint, it is difficult to know if these low values are the result of a physical measurement
or if they result from sensor malfunction. From a CFD viewpoint, models generate numerical errors and can
provide irrelevant model outputs, especially for very low tracer concentration values that can often be con-
sidered as noise. Table 12 presents the statistical metrics obtained for each LES model as a function of the
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detection threshold. This is only done for the reference configurations to test if this change in concentration
threshold can improve our LES results.

Table 12: Statistical metrics obtained for MNH–IBM, YALES2 and AVBP reference configurations according
to the instrument detection threshold (0.04 versus 0.1 ppm)

MNH-IBM_reference Y2_reference AVBP_reference
0.04 ppm 0.1 ppm 0.04 ppm 0.1 ppm 0.04 ppm 0.1 ppm

NMSE 0.1162 0.1010 0.0123 0.0100 0.0065 0.0053
FB -0.34 -0.33 -0.11 -0.10 -0.08 -0.07
FAC2 0.64 0.72 0.76 0.80 0.56 0.60
MG 1.25 1.14 1.24 1.18 1.22 1.15
VG 1.95 1.51 1.68 1.38 2.18 1.62

The change in detection threshold significantly improves model performance: a gain in FAC2 of a few %
(ranging from 4% for YALES2 and AVBP to 8% for MNH-IBM) is obtained; MG and VG are now within the
acceptability limits as defined by Hanna, Hansen, and Dharmavaram [16]. A larger detection threshold
benefits to MNH–IBM, which tends to underestimate low values on the plume lateral sides. Using the 0.1-
ppm detection threshold reduces the weight of very low tracer concentration values, which are observed far
away from the plume centerline.

3.2) QUALITATIVE COMPARISON

Figure 10 represents the horizontal dispersion of the plume at 1.6 m high for some of the LES models
presented in Table 4. Left panels present the reference configurations for the three codes (MNH-IBM,
YALES2 and AVBP); right panels present one sensitivity configuration per code: MNH-IBM_CEN4, Y2_hexa
and AVBP_LW_Smago. This does not correspond to the AVBP best configuration: some data are missing
from this configuration preventing us from plotting the time-averaged tracer concentration field.

Two types of plume shape can easily be identified based on the two-dimensional tracer dispersion maps pre-
sented in Figure 10: i) stretched plumes in the inlet wind direction (MNH-IBM_reference, MNH-IBM_CEN4,
Y2_hexa); and ii) short compact plumes that are more dispersed laterally (Y2_reference, AVBP_reference,
AVBP_LW_Smago).

a) Stretched plumes

Stretched plumes are defined by a very narrow plume advected along the same direction. Lateral disper-
sion (in a direction perpendicular to the plume centerline) is weak, suggesting that advection dominates
turbulence. We observe a division of the plume into two parts around the first container met by the tracer.
An accumulation zone is formed upstream of the container, while much of the tracer is advected into the
open area in-between the containers acting as a channel for the flow. Consistently, wind roses presented
in Figure 11 show that the wind direction within the container array mainly follows the south-southwest inlet
wind direction and is not significantly deflected by the presence of obstacles. Moderate wind conditions are
observed. The magnitude of the incoming wind speed is about 6.4 m s−1 at 1.6 m high and more than 50%
of the simulated wind within the container array is more than 5 m s−1. Such moderate wind conditions can
significantly contribute to reduce the plume lateral dispersion, as it is the case for MNH-IBM configurations
and also Y2_hexa.

b) Short compact plumes

Short compact plumes include Y2_reference, AVBP_reference and AVBP_LW_Smago configurations, which
share the same computational grid. These configurations feature a similar plume geometry with a very lo-
calised area of high tracer concentration upstream the first containers met by the tracer and a change of
the plume centreline direction consistently with actual observations of the MUST trial. As shown by wind
roses in Figure 11, there is a stronger impact of the containers on the flow dynamics than with MNH–IBM
or Y2_hexa. The wind flow is mainly oriented in the vertical direction of the containers (about 40 to 50%,
especially for YALES2), with slightly faster wind speeds for YALES2 (ranging from 4 to 6 m s−1) than for
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Figure 10: Mean horizontal tracer concentration (ppm) at 1.6 m high for MNH-IBM, YALES2 and AVBP
configurations (from top to bottom panels). Left panels: reference simulations (MNH-IBM_reference,
Y2_reference and AVBP_reference). Right panels: sensitivity simulations (MNH-IBM_CEN4, Y2_hexa and
AVBP_LW_smago). The observed mean concentration (ppm) at the sensor locations is also given by the
symbol colors (circles) using the same color map, which only represents values from 0 to 10 ppm (very
strong values in the vicinity of the source term are not shown for clarity purpose). White rectangles repre-
sent containers.
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Figure 11: Wind roses representing the percentage frequency distribution of wind speed (m s−1) and di-
rection (◦C) at 1.6 m high fMNH-IBM, YALES2 and AVBP configurations (from top to bottom panels) cor-
responding to Figure 10. The percentage frequency is indicated with the grey circles: the larger the circle
radius, the larger the percentage frequency. The colors represents the wind speed that is divided into ten
categories.
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AVBP (ranging from 4 to 5 m s−1). The resolution of the mesh and the type of mesh cells might influence
the dispersion since Y2_hexa is in the first category of stretched plumes and the only difference with respect
to Y2_reference is the computational grid. Note that dispersion is expected to increase with mesh size. It
would be of interest to study if AVBP features the same trend as YALES2 when changing the computational
mesh. Note also that the standalone effect of the LW scheme in the AVBP model response cannot be
analysed here in terms of plume shape since data are missing.
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4) STRUCTURAL MODEL UNCERTAINTY ESTIMATION APPROACH

Testing multiple models in different configurations generates a multi-model ensemble (MME) or a pool of
LES models, which samples the structural model uncertainty. Statistics can be derived to evaluate the
variability among the pool of LES results using observations as a reference. Specifically, we are interested
in the minima and maxima of our MME to obtain the “envelope” of the LES models.

a) Definition of multi-model ensemble (MME) error and variability

To evaluate the MME error with respect to observations, we use the maximum error between simulations
and observations characterized by its (time-averaged) mean value Emax and its standard deviation σEmax:

Emax = max
c

(
1

nt

nt∑
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where x corresponds to the tracer concentration at a given time index t over nt time steps (i.e. over the
200-s time sequence), o corresponds to the observation, s corresponds to the simulation and c corresponds
to the LES model configuration.

To evaluate the MME variability, we use the difference between model maxima and minima characterized
by its (time-averaged) mean value ∆ and its standard deviation σ∆.
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where nc corresponds to the number of LES configurations. The MME variability indicates the degree of
confidence we can have in LES models for near-field dispersion problems but can also help spotting the
configurations that are far from the MME mean and that can be considered as outlier.

b) Envelopes and statistics of multi-model ensemble (MME)

To visualize the MME error and the MME variability, we select only three configurations (i.e. one per
LES code). A first set of configurations corresponds to the reference LES models (MNH-IBM_reference,
Y2_reference, and AVBP_reference). A second set of configurations corresponds to the best configurations
(MNH-IBM_reference, Y2_hexa and AVBP_LW in Table 9), see Figure 13. Note that to compute the MME
statistics, a Hodrick-Prescott filter is used to smooth out short-term tracer concentration fluctuations and to
compute the MME error and the MME variability based on the trends of the simulated time series at each
probe. Note also that the MME error and variability are computed for different sets of probes to analyze their
spatial variability: we consider first the whole set of 25 probes to compute the MME error and variability; we
then compute the MME error and MME variability only for local probes to focus on near-source dispersion
and only for background probes to focus on lateral dispersion (Figure 9). Results confirm that LES models
tend to overestimate observations. When removing the first seconds of the time series, the MME variabil-
ity is more important when looking at best configurations than reference configurations, especially at local
probes. This is consistent with the fact that AVBP_LW underestimates the observations in contrary to most
LES models of the tested pool, which means that the lower boundary of the envelope significantly changes
when moving from the reference configurations to the best configurations.
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Figure 12: MME envelopes as a function of time considering different sets of probes for reference configu-
rations (first three panels) and for best configurations (last three panels)
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5) TOWARDS ALEATORY UNCERTAINTY ESTIMATION

Previous results show that the computational grid is one important component when estimating model struc-
tural uncertainty. Another important aspect in the LES models, not yet investigated here, is the atmospheric
forcing from which the initial and lateral boundary conditions are imposed within the micro-scale computa-
tional domain. This can be considered as aleatory uncertainty due to the intrinsic variability of atmospheric
flows at meso-scale. Quantifying the impact of this variability on the LES model response was beyond the
scope of the present work and will be explored in future work. Still, to prepare this future study and to
measure the possible spread in the LES results due to changes in the inlet flow conditions, we carried out
four additional simulations per LES code in reference mode with perturbed inlet flow conditions.

In previous simulations, the inlet wind conditions were the same for the pool of eight LES models, with a 4-m
wind speed equal to u4 = 7.93 m s−1 and a wind direction equal to -41◦ (Table 1). This corresponds to a
friction velocity u∗ = 0.715 m s−1. The four new configurations correspond to “extreme" values of inlet wind
speed and direction; they are set to the mean plus or minus standard deviation extracted from the observed
time series in Figure 2. We still use the logarithmic profile (Equation 1) but with a modified friction velocity
u∗. To have a 4-m wind speed varying between 6.6 and 10 m s−1 as in Figure 2), the friction velocity shall
vary between 0.567 and 0.878 m s−1. The corresponding envelope for the logarithmic profiles is presented
in Figure 13 (blue dashed lines); the reference logarithmic profile (black solid line) is also represented. The
inlet wind direction varies between -29.86◦ and -47.55◦ to match wind direction statistics in Figure 2. The
envelope for the inlet friction velocity and wind direction are presented in Figure 13. Table 13 summarizes
the values of the inputs related to the inlet wind parameterization.

Figure 13: Envelopes of inlet wind direction and speed based on the flow statistics presented in Figure 2:
blue lines correspond to the lower and upper boundaries for the inlet wind direction (right panel) and for the
inlet friction velocity (right panel); black lines correspond to the reference configuration.

Table 13: Input parameters associated with inlet wind conditions for the “extreme” LES models: α4 and
u4 are the mean wind direction and the mean horizontal wind speed at 4-m high; u∗ is the corresponding
friction velocity. These “extreme" values are run for MNH-IBM, YALES2 and AVBP.

Configuration u∗ u4 α4

Reference 0.715 m s−1 7.93 m s−1 -41◦

Extreme 1 0.567 m s−1 6.6 m s−1 -47.55◦

Extreme 2 0.567 m s−1 6.6 m s−1 -29.86◦

Extreme 3 0.878 m s−1 10.1 m s−1 -47.55◦

Extreme 4 0.878 m s−1 10.1 m s−1 -29.86◦

Figure 14 presents the potential dispersion (shaded areas) associated with the four extreme simulations in
terms of tracer concentration time series at probes 16 and 5. Results show very different sensitivity to the
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Figure 14: Time series of tracer concentrations (ppm) at two different sensors (sensor 16 and sensor 5,
Figure 1). Measurements are represented using black symbols; reference LES results (MNH-IBM, YALES2,
AVBP) are represented using bold solid lines and the perturbed LES results are represented using shaded
areas.
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changes of the inlet wind conditions between the three LES codes. For instance, the resulting mean local
wind direction changes from 0.2 to 25◦ in MNH-IBM, from 0.01 to 14◦ in YALES2, and from 0.6 to 19◦ in
AVBP.

MNH-IBM shows the highest variability among the three codes, with local differences up to 200% at sensors
located in the plume (for instance, at sensor 16). Note that MNH-IBM reference simulation does not corre-
spond to the mean value of the envelope. Note also that the wind deviation with respect to the inlet wind
direction induced by the containers is more pronounced for the two cases associated with α4 = −47.55◦.
This implies that starting from a given inlet wind direction, the mean tracer plume is deflected as in the AVBP
and YALES2 reference simulations and the channeling effect is no longer as strong as in the MNH-IBM ref-
erence simulation. The inlet wind directions in the reference configurations may be near a bifurcation, i.e.
a change of plume dispersion behavior for the code MNH-IBM. The presence of such a bifurcation may ex-
plain some of the discrepancies between MNH-IBM and AVBP/YALES2 in the model-to-model comparison.

This highlights the importance of measuring the impact of both epistemic and aleatory uncertainties on
plume dispersion LES results. Aleatory uncertainties may be even stronger than the aforementioned epis-
temic uncertainties. Advanced uncertainty quantification methods based on surrogate approaches could
be valuable to analyse the impact of aleatory uncertainty in a robust and systematic way and thereby as-
sess the influence of large-scale atmospheric conditions on micro-scale air quality problems. This will be
investigated in future work.
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CONCLUSION

In the present note, we reported some useful tests to ensure a robust model-to-model comparison for LES
of micro-scale meteorology and air pollutant dispersion. A pool of different LES models was simulated for
the near-neutral MUST trial 2681829 with three different codes: Meso-NH (anelastic formulation, struc-
tured grid, IBM), YALES2 (low-Mach formulation, unstructured grid, body-fitted) and AVBP (compressible
formulation, unstructured grid, body-fitted). These codes were used with recommended numerical schemes
and models, and with highly resolved computational grids (20-30 cm within the array of containers). In the
present note, more information on the LES settings are given, especially for AVBP in order to validate the
artificial compressibility approach and to choose outlet boundary conditions that are appropriate to handle
compressibility artefacts.

The dependence of the LES results to user’s modelling and numerical choices (i.e. grid resolution and
type of elements; advection scheme; subgrid turbulence model) was studied to provide a detailed model-
to-model comparison and estimate multi-model variability. Various numerical schemes for advection were
tested (WENO5, CEN4, TFV4A, TTGC and LW), CEN4 and LW schemes having the property of being
more diffusive than their counterparts WENO5 and TTGC. Various subgrid-scale turbulence models were
also tested (TKE 1.5, WALE and Smagorinsky). Different computational grids (structured, unstructured,
type of cells, spatial resolution) were also tested. In the present note, LES results are reported with a
more exhaustive list of plots and statistical metrics than in Rochoux et al. [33] for completeness. Results
show that the LES approach is able to represent the short-term plume dynamics. To further analyse the
results, statistical metrics were computed at local and background sensors, i.e. at sensors where the tracer
concentration is high (above 1 ppm) or low (less than 1 ppm). The LES approach achieves good FAC2 in
near-source areas where high tracer concentrations are observed. This indicates a good performance of
the LES models evaluated independently. Still, these near-source are also the areas where the multi-model
variability is the largest. There are not many measurements in the vicinity of the emission source and in the
first layers of the atmosphere. There is thus no way to discriminate the performance of the different LES
models in a robust way. This is a limitation of the MUST field campaign. Using high-resolution observation
platforms such as unmanned aerial systems or scanning lidar in future field campaigns could be helpful to
provide more informative data for model validation.

A preliminary sensitivity study of the LES results to the inlet wind conditions was also carried out to provide
further insights into the multi-model variability. MNH-IBM was found to be particularly sensitive to the inlet
wind conditions. YALES2 was found to be the least sensitive to the inlet wind conditions but also to model
configuration choices.
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