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Abstract

This PhD thesis, funded by SAFRAN Helicopter Engines, focuses on Large
Eddy Simulation (LES) of the FACTOR test rig to investigate combustor-turbine
interactions in the context of next generation lean combustion engines. The FAC-
TOR test rig is a full annular non-reactive lean combustion simulator with a single
staged high-pressure turbine located at the DLR in Gottingen. Another test rig
featuring three sectors or 54° of the full annular DLR test rig is available at the
University of Florence. Both rigs provide a huge amount of validation data. In
this thesis, certain aspects of LES in turbomachinery are investigated in detail and
the manuscript is divided into two parts dealing respectively with the modeling of
cooling systems and an analysis of the flow field in the combustion chamber and
high-pressure vane passage. First, a heterogeneous and a homogeneous coolant in-
jection model for multiperforated plates in combustion chambers are tested against
experimental results. From this first study it is shown that the heterogeneous
model allows for a more realistic coolant jet representation and should be retained
for future simulations. In gas turbine engines the application of coolant systems
is not only mandatory in the combustion chamber, but also in the first stages of
the high-pressure turbine. The next section therefore investigates the previously
presented heterogeneous injection model as a mean to model the effects of the
NGV cooling system on the main flow and compares the simulation to a second
one with a fully resolved coolant system. The second part deals with simulations
that extend over combustion chamber and high-pressure vanes and specifically ad-
dresses the impact of the flow field in the combustor on the high-pressure vanes.
The main objective here is to better understand wall temperature distribution on
the turbine blade wall which is obtained by use of higher order statistics analysis
to highlight thermally critical areas. Based on such coupled multiple component
LES, a discussion is initiated to identify a path allowing to take into consideration
the impact of the combustion chamber on isolated high-pressure vane simulations
using different reconstructed unsteady inlet conditions.

Keywords: Large Eddy Simulation, Turbomachinery, Combustor-turbine in-
teraction, FACTOR



Résumé

Cette these, financée par SAFRAN Helicopter Engines, se concentre sur la sim-
ulation des grandes structures de la turbulence (LES) du banc d’essai FACTOR
pour étudier les interactions chambre de combustion-turbine dans le contexte des
moteurs a combustion de nouvelle génération. Le banc d’essai FACTOR est un
simulateur annulaire complet de combustion pauvre non réactive composé d,Aéune
turbine haute pression a un étage situé au DLR a Gottingen. Un autre banc
d’essai comportant trois secteurs ou 54° du DLR annulaire complet banc d’essai
est également disponible a I’Université de Florence. Les deux appareils fournissent
une grande quantité de données de validation. Dans cette these, certains aspects
du LES dans les turbomachines sont étudiés en détail. Le manuscrit est divisé en
deux parties traitant respectivement de la modélisation des systemes de refroidisse-
ment et d,Adune analyse du champ d’écoulement dans la chambre de combustion et
dans le passage des palettes haute pression. En premier lieu, un modele d’injection
de liquide de refroidissement hétérogene et homogene pour des plaques multi per-
forées dans les chambres de combustion est comparé aux résultats expérimentaux.
Cette premiere étude montre que le modele hétérogene permet une représentation
plus réaliste du jet de liquide de refroidissement et devrait étre conservé pour de
futures simulations. Dans les moteurs a turbine a gaz, I’application de systemes
de refroidissement est non seulement obligatoire dans la chambre de combustion,
mais aussi dans les premiers étages de la turbine haute pression. Dans la sec-
tion suivante, le modele d’injection hétérogene présenté précédemment est étudié
comme moyen de modéliser les effets du systeme de refroidissement NGV sur le
flux principal. Cette simulation est alors comparée a une seconde avec un systeme
de refroidissement entierement résolu. La deuxieme partie de cette these traite
des simulations qui s’étendent sur la chambre de combustion et les palettes haute
pression et s,Adintéresse spécifiquement & impact du champ d’écoulement dans
la chambre de combustion sur les palettes haute pression. L’objectif principal est
ici de mieux comprendre la répartition de la température de la paroi sur la paroi
de I'aube de la turbine, qui est obtenue en utilisant une analyse statistique d’ordre
supérieur pour mettre en évidence les zones thermiquement critiques. Sur la base
de telles LES a composants multiples couplés, une discussion est amorcée pour
identifier un chemin permettant de prendre en compte I'impact de la chambre
de combustion sur des simulations de palettes haute pression isolées en utilisant
différentes conditions d’entrée non stationnaires reconstruites.

Mots clés: simulation des grandes échelles, Turbomachine, interactions chambre-
turbine, FACTOR
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Our modern society of today largely relies on airborne traffic for rapid exchange
of people and goods. Indeed, over the last decades, air traffic has continued to grow
at a rate of about 4.4 % per year, a rate especially driven by the explosion of air
traffic in emerging countries [1]. Since the beginning of aviation, technological
advancements led to tremendous changes in the design of aircraft, mainly focused
on increasing reliability and efficiency. Today, environmental awareness [2], but
also financial imperatives to reduce aircraft operating cost lead to the develop-
ment of ever more efficient aircraft engines. As a result and to reduce NO, emis-
sions, next-generation aircraft engines will make use of new compact design low
NO, lean combustion technologies. Introducing such fundamental technological
changes raises issues that have to be addressed in future development projects.
Typically, shorter residence times due to the compact design and less mixing (due
to the absence of dilution holes) will result in higher levels of swirl, turbulence and
temperature non-uniformities at the exit of the combustion chamber if compared
to current state-of-the-art rich quench lean combustors. Another consequence is
that increased activity at the inlet of the turbine will adversely affect the flow
field in the high-pressure turbine. The FACTOR project [3] is a common effort
of European turbomachinery laboratories and manufacturers to gain insight in
the flow field of next-generation low NO, lean combustion geometries (details in
Section 1.2). The goal of the project is to better understand and optimize the
combustor-turbine interface through a better comprehension of interactions be-
tween the cooling system, secondary flows and mixing mechanisms. As a partner
in the FACTOR project, CERFACS contributes by performing high fidelity Large
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Eddy Simulations (LES) of combustor and complete single staged high-pressure
turbine as a basis for deeper analysis and to complement experimental findings.

This chapter first introduces basic concepts of aeronautical gas turbines while
addressing some of the fundamentals as a prelude to this work. In the following,
the FACTOR project is presented and the content of each chapter composing this
PhD work is introduced.

1.1 Aeronautical gas turbines

Due to their excellent power to weight ratio, gas turbines found a wide range of
applications from small power generators of a few Watts to huge gas turbines of
several Megawatts in the energy sector. For aircraft applications, the power to
weight ratio is of major importance and solely explains why this type of engine
remains the only possible choice to propel helicopters as well as high performance
airplanes. Since gas turbines were first applied to aircraft in the 1940’s, efficiency
driven developments impacted many parts of the engine to yield today an overall
efficiency close to 40 %. Design of such complex systems usually starts using the
Brayton cycle [4] (see Fig. 1.1), where four distinct transformations are imposed
to a fluid:

1 - 2 is an isentropic compression
2 - 3 is an isobaric heat addition
3 - 4 is an isentropic expansion

4 - 1 is an isobaric heat rejection

J 2

q
2\233

5 =konst.

1 4
\‘141

Figure 1.1: Brayton cycle [5].

- Vv - 5

In terms of physical components, the first process of the above-described cycle
is associated to the compressor (see Fig. 1.2), where the air is compressed to achieve
a higher power output per volume. In the combustion chamber, heat generated by



1.1. AERONAUTICAL GAS TURBINES

turbine

/
Air Inlet Compressor Combustor Turbine

Figure 1.2: Schematic drawing of a gas turbine [6].

combustion is added to the fluid. The turbine then extracts mechanical work by
expansion of hot gases, which are then ejected back to the atmosphere. Based on
such a cycle, different engines can be obtained. In particular, turboshaft engines
are optimized to generate a maximum of shaft power, whereas jet engines use the
shaft power only to drive the compressor and are designed to generate a high ve-
locity jet at the exit nozzle. As seen from this theoretical reference cycle, efficiency
of the engine appears to be mainly determined by the Turbine Entry Temperature
(TET, point 3 of Fig. 1.1), an observation which over decades of development lead
to an ever increasing TET (see Fig. 1.3). Ultimately the TET has reached a point
where it surpasses the heat resistance limits of monocrystal Ni-based superalloys
used to manufacture the most thermally and mechanically stressed parts of the
turbine resulting in the need for highly cooled components. In parallel to this
increase in TET, it is important to note that the next big technological step in
the development of aircraft engines will be the introduction of lean combustion
technologies to reduce NO,, emission. Lean partially premixed combustion (LPP)
seems indeed to be a promising path to significantly lower NO,,, as targeted in the
European air traffic emission goals 2020. Such a change in combustor architecture
is however coming with a significant price, that is less air at hand to dilute the hot
products of reaction prior to their ingestion by the turbine. It is hence expected
to yield stronger hot spots reaching very high temperatures, which is clearly detri-
mental to the turbine sustainability. To complexify the context, the generated hot
spot will be accompanied by an increased swriling flow that will also penetrate the
turbine and affect its aerodynamic performance as well as the mixing of the hot
spot with the cold air injected by cooling systems. All of these issues are hence
expected to have a strong impact on the efficiency of any new design if not well
conceived.

Because of this specific above discussed content, the possibility to increase the
TET (see Fig. 1.3) can only be partly granted thanks to improved heat resistant
materials. To a larger extent performance gains could be achieved by developing
more and more sophisticated cooling technologies applied in the combustion cham-
ber (liners with effusion cooling system) as well as in high-pressure turbine blades
allow for higher temperatures. In fact, this capacity is determined by the com-
bustor exit temperatures and distributions on P40, the intersection plane between
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Figure 1.3: Specific core power as a function of temperature [7].

combustor and turbine. A better understanding of combustor-turbine interactions
becomes hence a key point for engine manufacturers. Indeed, in view of harsher
aerothermal conditions induced by next-generation compact design lean combus-
tion technology, the design and development of adapted cooling systems is the only
way to guarantee hot section component durability.

Since the 1950s, combustion temperatures in the engine are higher than ther-
mal stress limits of materials used at that time. This led to the development of
more and more sophisticated cooling systems. An additional challenge for aircraft
engines is the huge range of operating conditions compared to stationary gas tur-
bines. For example, recent designs rely on passive cooling systems in the form of
thermal barrier coatings of heat resistant ceramic material that have been intro-
duced to reduce the thermal stress components are exposed to. Another option
are active cooling systems using the heat sink capacity of cold compressor bleed
air to reduce material temperatures. This air can be furthermore reused to form a
thermal barrier layer around components exposed to high thermal stress. Active
cooling systems have to meet two different opposing design targets: First, thermal
stress has to be reduced to levels that allow long term safe operation of the engine
in different flight conditions. Second, the least amount of air possible should be
used for cooling systems as this air is not available for combustion which reduces
the overall efficiency of the engine and impacts emissions. Thirdly, active cooling
systems in the turbine may lead to changes in the flow around the blades and in-
duce thermal losses [8]. The liners of the combustion chamber and the nozzle guide
vanes (NGV) at the exit of the combustor are the thermally most stressed parts
of an engine and require sophisticated cooling systems. For combustion chamber
liners, coolant is injected through thousands of submillimetric angled perforations

4
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to form a closed coolant film on the inner side of the liner (see Fig. 1.4). In NGVs,
sophisticated interior cooling systems reduce the temperature of the vanes (see
Fig. 1.5). This recirculating air is then ejected into the flow to form a coolant
film around the blade. In Part I of this manuscript both cooling systems are in-
vestigated and different modeling approaches are evaluated and validated against
experimental data.

Machined
cooling ring

Effusion ———
cooling

Machined cooling
ring and diffusion
cooling holes

Figure 1.4: Effusion cooling systems for combustors [9].

Trailing Edge
Coolant
Ejection

Pin-Fin
Cooling

Internal

—_—
Inlet Flow

Showerhead

Figure 1.5: Radial cut of NGV blade illustrating interior cooling and coolant ejection
into freestream [10].
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1.2 The FACTOR project

New technological developments in aircraft engines are today essentially moti-
vated by the need of reducing the environmental impact and operating cost of
air traffic. In this context, the FACTOR (Full Aerothermal Combustor-Turbine
InteractiOns Research) project [3], launched in 2010, aims at investigating the in-
teractions of combustion chamber and turbine for next-generation lean combustion
chambers. Based on the conjoint use of CFD and three dedicated test rigs, the
objective of the project is to reduce specific fuel consumption by an optimization
of the combustor-high-pressure turbine interface design. This is sought through
a better understanding of interactions between coolant and mean flow, secondary
flows and hot streaks issued at the entry of the turbine stage. Particularities of
the non-reactive FACTOR test rig design are the compactness and the absence
of dilution holes, corresponding to the design of a lean combustion chamber (see
Fig. 1.6). It is worth noting that the huge number of publications in the area of gas
turbine component interactions in recent years and the wide range of applications
of gas turbine engines underline the importance of the FACTOR research project.

Effusion cooling Plane 40
55 mm duct

Inlet plenum e,

NGV 1

Plane 42

/

Plane 41

Outlet
Effusion cooling
Swirler

NGV 2

Purge Purge flow
flow

Figure 1.6: Numerical FACTOR domain [11].

1.2.1 Test facilities

The following specifically details the rigs of the project as well as associated CFD
predictions. The tested operating conditions (see Tab. 1.1 and Tab. 1.2) have been
defined in a way that turbine applications from different participating industrial
partners can be represented, while staying at temperature levels that are not chal-
lenging for the materials. Part of the experimental tests from the FACTOR project
are carried out at the NGTURB test bench at the DLR in Gottingen. In parallel,
a trisector test rig featuring 54° of the Gottingen test rig combustion chamber and
nozzle is also operated at the University of Florence. The justification for this
second test bench is that first hand measurement data were needed for validation
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purposes of the 360° bench as well as CFD computations. Finally, the blow-down
turbine facility hosted by the university of Oxford is used to complement the flow
analysis of the continuous DLR test rig.

As mentioned previously, the FACTOR project started in 2010 and is based
on three complementary experimental test rigs. Experimental data from the tri-
sector rig in Italy has been available before 2015 and contributed to the design
process of the full annular test rig at DLR Gottingen. However, due to complexity,
the full annular test rig at DLR Gottingen went into service after most numerical
simulations had been conducted through the course of this project. Furthermore,
in the experiment, the original design point was not completely matched. As a
consequence, different computational domains as well as operating points are cov-
ered in this manuscript as presented hereafter. Note also the existence of different
combustor - turbine clocking positions (see Fig. 1.7) studied at UNIFT and at the
DLR, particularities that are also detailed here. For the DLR test rig there are
two different clocking positions: Leading edge (LE), where the swirler is aligned
with the NGV’s leading edge, and passage (PA), where the swirler is aligned with
the passage.

e

N
DLR LE
V4
DLR PA | 541
N |
) 2.59°
«— 7.09°
— <

A SWIRLER DX | cap sero

Figure 1.7: Clocking positions for UNIFI and DLR test rigs.

Blow-down Oxford Turbine Research Facility

The Oxford Turbine Research Facility is a short duration test rig dedicated to
the investigation of heat transfer and cooling systems [12]. The rig was designed
in the 70s and 80s and is able to simulate realistic flow conditions for a high-
pressure turbine stage. The Oxford rig was not subject to numerical investigations
conducted at CERFACS and is therefore not detailed here.
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Trisector test rig at the University of Florence

The trisector test rig located at the university of Florence consists of three 18° sec-
tors of the full annular geometry [13,14]. At this rig, experiments were conducted
with and without fitted high-pressure nozzle as shown in Fig. 1.8. The first mea-
surement plane, P40, is the exit plane of the combustor while the second plane,
P41, is positioned right after the NGVs. Depending on the presence of vanes,
one notes that measurement planes differ slightly due to accessibility constraints
(see Fig. 1.9). Operating conditions of the UNIFI rig without fitted high-pressure
nozzle used in this work are provided in Tab. 1.1 and are discussed hereafter.

Figure 1.8: Trisector test rig at the University of Florence without (left) and with
(right) fitted high pressure vane cascade [14].

a) Isothermal Operating point (IOP) The isothermal operating point was
defined in a way to respect most non-dimensional quantities (see Tab. 1.1) as de-
rived by Koupper et al. (2014) [15]. Its objective is to allow for hot wire anemom-
etry measurements on P40 to gather velocity data based on the temperature-
dependent electrical resistance of a heated wire. In this case, the combination of
two wires allows the reconstruction of different velocity components. Coupled to
a high temporal resolution (50 kHz), the method allows to gather higher order
statistical data which can then be used to validate high-fidelity simulations. To
complement this diagnostic in P40, Particle Image Velocimetry (PIV) measure-
ments in the cross section plane passing through the swirler axis are also made
available. Finally, a 5-hole probe was used to gather pressure, temperature and
velocity angle data on P40.

b) Design Point (DP) The design point (see Tab. 1.1) was defined to be
representative for a large envelop of gas turbine engines while staying at temper-
ature levels that are harmless for material and measurement devices. At the DP
operating conditions, 5-hole probe data is available on P40.
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Plane 40+
Plane 41

Plane 40 | 1 Plane a1+

| 4

o 1

Figure 1.9: Positions of measurement planes are different with vanes (P40+, P41+).

Table 1.1: FACTOR operating conditions [16] at the trisector test rig at the University
of Florence without fitted high-pressure vanes.

IOP DP
Static pressure on P40 [kPa] 115 147.65
Mach number on P40 -] 0.113 0.108
Mass flow for 360° [kg/s] 4.8 4.8
Flow split swirler [-] 65% 65%
Flow split outer cavity [-] 21% 21%
Flow split inner cavity [-] 14% 14%
Swirler inlet temperature [K] 300 531
Coolant air temperature [K] 300 300
Reference Velocity [ms™!] 37.5 51.5
Swirler Reynolds number [-] 168 500 111 000
Swirler Mach number -] 0.108 0.112

Trisector test rig with high pressure vanes at the University of Florence

After data for DP & IOP had been acquired on the chamber only trisector bench,
the test rig was equipped with five stator vanes resulting in an exit section with six
flow passages. These vanes radially deviate the flow as seen in Fig. 1.8. In its final
version, only the inner three NGVs are cooled, the outer two NGVs and the outer
wall are uncooled. The middle swirler is aligned with the middle NGVs leading

9
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edge. The clocking position is slightly different from that targeted at the full
annular test rig (see Fig. 1.7). As a consequence, the operating points also slightly
differ (see Tab. 1.3). Finally and due to geometrical constraints, the positions of
P40 and P41 are shifted due to accessibility issues (see Fig. 1.9).

Full annular test rig at DLR Gottingen

The full annular FACTOR test rig (see Fig. 1.10) at the DLR in Gottingen is built
on the NG-turb test facility as a closed loop wind tunnel [17]. As previously said,
the initially planned operating point was not entirely matched and pre-experiment
CFD simulations use a different operating point (see Tab. 1.2) as well as clocking
positions (see Fig. 1.7). Measurement data is available on several planes (see
Fig. 1.11) as well as through pressure taps at different locations within the rig,
notably on the NGV surface. Temperature measurements are available on the
measurement planes as well as on the NGVs and rotor blades thanks to infrared
thermography.

Table 1.2: Operating conditions of the full annular FACTOR test rig at DLR Go6ttingen.

Inlet pressure (static = total) [kPa] 143
Outlet static pressure [kPa]  53.7
Pressure ratio (total-to-static) 2.7

Swirler mass flow keg/s|]  3.09
Combustor coolant feed total mass flow  |[kg/s] 1.88
Combustor outer coolant mass flow kg/s| 0.95

[kg/s]
[ke/s]
[kg/s]
High pressure side (upstream) blow-off  [kg/s] 0.26
Rotor front cavity coolant mass flow [kg/s] 0.072
[leg/s]
[kg/s]

Rotor back cavity coolant mass flow kg/s|] 0.072
NGV coolant feed mass flow kg/s] 0.6
Swirler air temperature K] 530
Coolant temperature (all nominal feeds)  [K] 300
Turbine rotor RPM [rpm]| 7700
Turbine rotor power kW] 507
Turbine rotor torque [Nm] 570

10
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S v,

e | W e 1777727 A2 22 2

Figure 1.11: Measurement planes at the full annular FACTOR test rig at DLR Gottin-
gen.

Having given details about the test rigs, all experimental operating points are
summarized in Table 1.3. The isothermal operating point is denominated IOP and
the design point is called DP. For both, there are slight differences depending on
the rig: UNIFI/DLR and for the UNIFI rig: with or without the presence of vanes
(NGV). Depending on the test rig, there are slight differences of clocking positions
as illustrated in Figure 1.7.
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Table 1.3: Summary of operating points.

Test rig Domain Operating point Clocking position Chapter
UNIFI
cC I0P - 3
cC DP - 3
CC + NGV 10Pxav UNIFI -
4,5, 6,
CC 4+ NGV DPxav UNIFI Appendix A
DLR
Full annular rlg DPDLR LEDLR 7
Full annular I‘lg DPDLR PADLR -

CC=Combustion Chamber

1.2.2 CFD of the FACTOR test rig

The FACTOR project’s objective was to improve the understanding of combustor-
turbine interactions and the transport of hot streaks in next-generation gas turbine
engines based on a joint CFD and experimental approach. The previous discussion
focused solely on experimental aspects. Within the FACTOR consortium, LES pre-
dictions were obtained by the CERFACS team and further simulations (RANS,
URANS, SAS) were performed by other project partners. A brief overview of ob-
tained results prior to this work is provided in the following.

At CERFACS high fidelity simulations are performed using the AVBP code.
Details on individual simulations as well as more comprehensive information about
the AVBP code is given in Chapter 2. Simulations performed by C. Koupper
were conducted in accordance with the operating conditions of the UNIFT test rig
without the high pressure nozzle. These simulations are continued in the present
work and specific aspects are investigated in more detail. Further simulations are
also performed considering the complete combustion chamber and attached single
staged high-pressure turbine. Details on the present simulations relative to the
existing experiments are presented in Tab. 1.3.

Several industrial partners of the FACTOR project also performed numerical
simulations, mainly using RANS, URANS and SAS. Cottier et al. [18] performed
URANS simulations of the FACTOR test rig with a domain extending over com-
bustor module and attached high-pressure turbine or turbine only. They concluded
that there is a strong impact of the combustor module on the mixing in the high-
pressure turbine. Further numerical investigations performed at UNIFI targeted
the investigation of the test rig and more specifically the impact of the cooling
system [19] as well as the impact of the combustor outlet flow on the flow field
in the high pressure nozzle [20]. Finally, researchers at the Van Karman institute
performed RANS simulation on the FACTOR test rig which were then compared
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to LES available at that time and performed by CERFACS [21]. The authors con-
clude that RANS may yield results similar to LES in terms of hot streak transport
provided that inlet turbulence is correctly modeled and an adequate turbulence
model is chosen.

1.3 Objectives of this Thesis

This PhD thesis was launched and funded by SAFRAN Helicopter Engines in part-
nership with CERFACS within the framewrok of the European project FACTOR.

This work expands on previous work by C. Koupper [16]. In his PhD, C. Koup-
per participated in the development of the FACTOR combustor module in close
collaboration with UNIFI which provided experimental data for validation [15].
The outcome of the development was to retain a 55 mm duct design that allows
to create a sustained recirculation zone in the chamber. From this, best practice
guidelines for the numerical computation of the combustion chamber were devel-
oped [22] and complemented by the development of advanced diagnostics as well as
validation procedures making use of the rich time resolved flow field data available
from LES [23]. Finally, first integrated computations of the combustor fitted with
vanes at its exit were performed to investigate potential clocking effects [24].

Based on these past experiences, the present work has complementary objec-
tives naturally connected with this previous work. These are briefly summarized
in the following:

e The investigation of coolant flows and interactions with the main flow field is
one of the outcomes of the FACTOR project. In previous studies, the ability
of the homogeneous coolant injection model [25], applied to the combustion
chamber liners to account for the effusion cooling system, was found to be
questionable. A novel heterogeneous model, initially proposed by [26], allows
to represent discrete jets by prescribing discrete inlets on the liner surface, as
reported in the thesis of R. Bizzari [27]. This new model is thus compared to
the previously used homogeneous coolant injection model [25]. Validations
are here obtained by comparing the homogeneous and heterogeneous model
LES predictions with available data at the exit of the combustion chamber,
i.e. P40.

e Alike in the combustion chamber, resolving the cooling system of the NGVs
is very costly. To investigate possible cost-saving alternatives with regard
to the fully integrated chamber + NGV simulation, the same heterogeneous
coolant injection model is applied to the nozzle guide vanes to model its
cooling system. The objective is here to evaluate the potential of such a
model as well as the impact of the NGV cooling system on the main flow.
Results of this collaborative work with M. Harnieh are presented in [28].
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After investigations in the chamber and more specifically the cooling system in
Part I, Part II of this work focuses on the investigation of the flow in chamber
and attached high-pressure vanes.

e One objective in this context is to take advantage of the full time-resolved
data set generated by LES by application of higher-order statistical tools
developed by C. Koupper [29]. Typically, higher order statistics evidence
potential thermally critical areas by marking the trace of the hot streak and
their impact on the NGV wall temperature.

e A second objective results from the inherited industrial design approach and
tries to identify methods for the improvement of isolated component simula-
tions. On the basis of an integrated simulation of the combustion chamber
and high pressure vanes, different approaches are tested to recover the flow
field of the integrated simulation in isolated high pressure vane simulations.
Indeed, using the steady mean field or the mean field with an added artifi-
cially created turbulence as inlet condition is not found to recover the flow
field in an isolated domain [11]. Contrarily it is shown that recasting the full
unsteady flow field obtained from the previous integrated simulation allows
to recover the flow field in an isolated domain. The reason for the different
results is specifically investigated and indicates that large scale disturbances
and hot spot features are of primary importance. Hence, they should be
considered for accurate predictions of isolated high-pressure vane CFD.

e Finally and with the availability of measurement data from the full annular
FACTOR test rig at DLR Gottingen, LES of combustor and single staged
high-pressure turbine are performed. In this simulation, techniques to model
the cooling systems (liners and NGV) previously addressed in this work, are
used. Results are presented in [30].

Note that specific elements of the work performed during this thesis were pub-
lished in various articles. These are:

[a] Thomas, M., Dombard, J., Duchaine F., Gicquel, L., and Koupper, C. ”Com-
parison of heterogeneous and homogeneous coolant injection models for Large
Eddy Simulation of multiperforated liners present in a combustion chamber”. In:
ASME Turbo Expo 2017: Turbine Technical Conference and Exposition. GT2017-
64622. 2017

[b] Thomas, M., Dombard, J., Duchaine F., Gicquel, L., and Koupper, C. ”Ad-
vanced statistical analysis estimating the heat load issued by hot streaks and
turbulence on a high-pressure vane in the context of adiabatic large eddy sim-
ulations”. In: ASME Turbo Expo 2019: Turbine Technical Conference and Ezpo-
sition. GT2017-64648. 2017

[c] Thomas, M., Dombard, J., Duchaine F., Gicquel, L., and Koupper, C. ”Impact
of realistic inlet condition on LES predictions of isolated high pressure vanes”. In:
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12th International ERCOFTAC Symposium on Engineering Turbulence Modelling
and Measurements. ETMM2018 - 110. 2018

[d] Harnieh, M., Thomas, M., Bizzari, R., Duchaine F. and Gicquel, L. ” Assess-
ment of a coolant injection model on cooled high-pressure vanes in Large Eddy
Simulation”. In: 12th International ERCOFTAC Symposium on Engineering Tur-
bulence Modelling and Measurements. ETMM2018 - 111. 2018

[e] Martin, B, Thomas, M., Dombard, J., Duchaine F. and Gicquel, L. ” Analysis of
sand particle ingestion and erosion in a turbomachine using Large-Eddy Simula-
tion”. In: ASME Turbo Expo 2019: Turbine Technical Conference and Exposition.
GT2019-91215. 2019

[f] Thomas, M., Dombard, J., Duchaine F., Gicquel, L., and Koupper, C. ”Large-
Eddy Simulation of combustor and complete single-stage high-pressure turbine of
the FACTOR test rig”. In: ASME Turbo Expo 2019: Turbine Technical Confer-
ence and Fxposition. GT2019-91206. 2019

[g] Harnieh M., Thomas M., Bizzari R., Dombard J., Duchaine F., and Gicquel L.
” Assessment of a coolant injection model on cooled high-pressure vanes with large-
eddy simulation,” In: Flow, Turbulence and Combustion 104, 643 - 672 (2020).

1.4 Organization of the Manuscript

After discussing the general scope of the manuscript, this section describes the
content of parts and chapters. Chapter 1 & 2 give a general introduction about
the topic and the numerical methods used in this work. To address the objec-
tives and results discussed previously, the present PhD dissertation is constructed
around two main parts and five chapters (see Fig. 1.12):

Part I contains a detailed discussion of cooling system modeling approaches
applied to the combustion chamber liners and the NGVs.

e Chapter 3 discusses the impact of a homogeneous and a heterogeneous effu-
sion cooling modeling approach on the flow field in the combustor module.

e Chapter 4 focuses on the application of the heterogeneous cooling modeling
approach on the FACTOR NGVs. For this specific step, results are then
compared to a simulation with a fully resolved cooling system.

Part II focuses on the simulation of a combustor and its high-pressure turbine.
It includes an analysis of the flow field in such integrated domains. Additionally,
different methods are investigated with the objective to extract relevant flow field
information from one simulation, e.g. on the interface plane P40, and then feed
them back into another simulation. Such methods are usually introduced to recover
the flow field of an integrated combustor plus high-pressure vane simulation in an
isolated stator or stage simulation. Therefore,
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e Chapter 5 uses advanced statistical analysis of readily available LES data to
trace the path of the hot streak and to mark clocking position dependent
thermally critical areas in such simulations.

e Chapter 6 contains a novel approach to recover the flow field of integrated
combustor + high-pressure vane simulations while performing isolated high-
pressure vane simulations.

e Chapter 7 compares predictions of an integrated chamber & high-pressure
turbine LES with the experimental data obtained from the full annular FAC-
TOR test rig at DLR Gottingen.

Finally, the chapter General Conclusions and Perspectives summarizes the
outcomes of this work and gives an outlook to future works that will follow.

Note that specific details are furthermore provided at the end of the manuscript
in the Appendix section. These are:

e Appendix A: Sensitivity of simulations to the Sub-grid scale turbulence
model used.

e Appendix B: Summary of LES on FACTOR.
e Appendix C: All publications written within the course of this work.

In Fig. 1.12, above mentioned chapters, their topic and the addressed test rig are
presented to give a short visual insight into each chapter.
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Figure 1.12: Overview of simulations presented in this work.
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Chapter 2

Simulation methods and
diagnostics used in this work

Contents
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2.1.1  Governing equations . . . . .. ... ... 22
2.1.2 The AVBPcode . .. .. .. ... ... ... ...... 27
2.2 Statistical tools and analysis of the LES predictions . . . . . . 27
2.2.1 Higher order statistical moments . . . ... ... ... 28
2.2.2  Proper Orthogonal Decomposition . . ... ... ... 30
2.2.3  Dynamic Mode Decomposition. . . . . . .. ... ... 31

2.1 Computational Fluid Dynamics

Over the last decades, computational fluid dynamics (CFD) has become a valuable
and efficient tool to gain new insights in a range of different fluid mechanics prob-
lems [31-33]. CFD uses numerical methods to predict flow fields in diverse regimes
and geometries. The history of CFD started with the application of numerical
methods for weather forecast [34]. In the 1960s, first calculations were performed
using linear potential equations, a strong simplification of the non-linear partial
differential Navier-Stokes equations governing the motion of fluids (see Fig. 2.1).
Increasing computational power (see Fig. 2.2), actually doubling every 2 years
over the last decades [35], allowed to use more and more sophisticated approaches
yielding more accurate predictions. Such resolution techniques helped to improve
understanding and design of a large range of technical devices. The evolution in
CFD has also allowed to diminish or even replace expensive fluidic experiments
often needed in the design of complex devices. This finally resulted in reducing
the time needed to design a new product.
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Figure 2.1: Historical development of numerical approaches [36].
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Figure 2.2: Moore’s Law - number of transistors on integrated circuit chips, doubling
roughly every two years [37].

One of the major challenges for CFD is the non-linear nature of the model

which results in the existence of different temporal and spatial scales in most flow
fields rendering an accurate prediction of these flows a challenging task [38]. To-
day, most commonly applied approaches in industrial CFD are RANS and LES,
whereas DNS remains in the academic context [32] (see Fig. 2.3). As detailed
hereafter, different modeling levels are introduced in each framework.

Reynolds Averaged Navier-Stokes (RANS):

RANS simulations predict the time-averaged mean flow field of a given fluid me-
chanics problem [39]. To do so, Navier-stokes equations are Reynolds averaged,
whereby one instantaneous quantity is decomposed in a fluctuating and a mean
quantity. The product of fluctuating quantities arising from the nonlinear terms
present in the Navies-Stokes equations yields unclosed terms, so-called Reynolds
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stresses, that need to be modeled in order to close the mean field evolution equa-
tions. Note that for RANS, all unsteady flow contributions are modeled. Since
its introduction, RANS had a long history of application as well as model devel-
opments that yield accurate flow predictions for given specific cases. In industry,
RANS simulations are appreciated and routinely used because they are fast and
low cost. Limits are however very often attained and complex industrial flow pre-
dictions are sometimes questionable.

Large Eddy Simulation (LES):

In LES, filtered Navier-Stokes equations are solved [38,40,41]. Large geometry
dependent flow structures are hence explicitly computed whereas small scale more
homogeneous turbulence features, not resolved by the grid, are accounted for by
so-called sub-grid scale models (detailed in Appendix A). These sub-grid scale
models are needed to mimic the turbulent kinetic energy cascade (see Fig. 2.4)
and drain energy from the resolved flow field which is finally dissipated into heat.
In industrial geometries, near-wall behavior is usually accounted for by wall mod-
els, which significantly reduces computational cost compared to the academic and
recommended wall resolved LES approach [42]. Today, LES finds more and more
applications as it better captures the flow physics and allows new insights in un-
steady flow phenomena [43]. The cost of LES is orders of magnitude higher than
that of a steady-state RANS simulation which makes parallel computing on several
hundreds of cores necessary to obtain results within reasonable time frames [44].

Direct Numerical Simulation (DNS):

In DNS, all turbulent scales are resolved in time and space, which makes this ap-
proach very expensive and only applicable for academic cases. Currently, DNS is
used to improve the understanding of basic fluid mechanics and to create databases
for the development of new models [45] to be used either in RANS or LES.
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Figure 2.3: Numerical approaches for CFD [36].

As said earlier, decades of CFD simulations contributed to a clear improved un-
derstanding as well as an increased performance of all kinds of applications. In this
work, being at the interface between an industrial context and advanced modeling
methods in CFD, LES is used to investigate and eventually predict interaction
phenomena of combustor and high-pressure turbine of the FACTOR test rig. Due
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Figure 2.4: Energy cascade [36].

to the existence of different flow regimes in chamber (low Mach) and high-pressure
turbine (high Mach), the usage of compressible Navier-Stokes equations becomes
mandatory. These are described in the following section.

2.1.1 Governing equations

The compressible Navier-Stokes equations describe the conservation of mass (Eq. 2.1),
momentum (Eq. 2.2) and total energy (Eq. 2.3) in fluid mechanics [46] and can be
written as:

S galom) = o (21)
0 0
5 (Pui) + a—%(ﬂuiug‘ + Poij —m;) = 0, (2.2)
0 0
a(pE) + a—xj(pqu +u; Péi; +q; —wimi;) = 0, (2.3)

where p is the fluid density, ¢ is the time, x is the coordinate vector, u is the fluid
velocity vector, P is the pressure, 7;; is the viscous stress tensor, F is the total
energy and ¢ the heat flux vector. The indices ;,; denote the three dimensions
of space. Pressure, density and temperature are linked by the state equation for
perfect gases,

P = prT, (2.4)

where r = 287.0 J/kg is the air gas constant. All fluids discussed in this work are
Newtonian fluids which implies that the viscous stress tensor is linearly dependent
on the velocity strain rate tensor:

1 8%1 8Uj
%ii =g (axj i (‘hi) ' (25)
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Using the Stokes Hypothesis [47], the viscous stress tensor 7;; can thus be
written as,

1
Tz’j = 2,U/ <8ij — gskkéi]’) > (26)
Using the Sutherland law [48], the dynamic viscosity p can be calculated by:
T \*? Ty + 1104
= Hre = ) 2.7
H "f(ﬂd) T+1104 (2.7)

with the reference values of ., = 1.71 x 107° kg/m.s and T,.; = 273.15 K for
air.
The heat flux vector ¢; of Eq. 2.3 can be expressed by the Fourier law:

oT
;= — 7 2.8
q o (2.8)
where the thermal conductivity A is,
pCp
\ = ) 2.9
5y (2.9)

Here, C), is the specific heat capacity. The molecular Prandtl number Pr equals
0.75 for air and is supposed constant in time and space. C), depends on temperature
and composition, which is neglected here to improve readability.

LES Governing Equations

In LES, filtered Navier-Stokes equations are solved on a grid resolving large scale
geometry dependent flow structures, whereas small scale turbulence, geometry
independent according to Kolmogorov’s Hypothesis [49], is modeled using sub-
grid scale models. Any quantity ® is thereby decomposed in a part ® resolved
by the computational grid and a part ®” unresolved by the computational grid or
equivalently removed by spatial filtering,

O =0+ " (2.10)

Flow features not resolved by the computational grid are taken into account by
so called sub-grid scale (SGS) models, to be discussed in the following section.
To avoid additional SGS terms in the mass conservation equation, compressible
Navier-Stokes equations are favre-averaged [46]:

i

P

o (2.11)

Using a spatial Favre filtering operation on a variable ® results in a separation
of scales:

— 1 +o0 . .
@)= — [ ol )0l NG - D) (2.12)

23



CHAPTER 2. SIMULATION METHODS AND DIAGNOSTICS USED IN
THIS WORK

where G is a filter function determining the size of the small scales. In most cases,
the filter width is equal to the cubic root of the local cell volume. The Navier-
Stokes equations (Eq. 2.1, Eq. 2.2 and Eq. 2.3) obtained after Favre filtering, can
be written as:

o 0 ..
§+8_xj<puj) =0 (2.13)
0

e o, .. = — __sgs
E(pu")Jra_xj(ﬂujuﬂrP(Sij—Tij—Tijg) = 0 (214)
O ~ 0~
a(pE)%—a—x](pu]E—FPul(Smqu]—i-q] —ui(Tij—i—Tij ) =0 (215)

The laminar filtered stress tensor and the filtered heat flux are then respectively
approximated by:

1 - 1.
T‘j = 2/,L (Sij — géijskk> ~ 2ﬂ (Sij — g(gijskk) s (216)
or 0T
G = —A ~ —\—. 2.17

Compared to the original Navier-Stokes equations, two new unclosed terms
describing the unresolved sub-grid scale contributions appear. The SGS heat flux
vector ¢;°9° is defined by:

T =7 (ﬁ - ’dﬁ) , (2.18)
and is modeled by the expression,
s oT
q; 9% = _)\sgsgy (219)
introducing the SGS thermal conductivity Aggs:
VegspCly
Nogs = —22 P 2.20
g P'rsgs ( )

where the SGS Prandtl number noted Prg, is usually set to a constant value
(about 0.6). Different approaches to obtain the sub-grid scale turbulent viscosity
nusgs are presented in the next section.

Equivalently to RANS, the SGS-Reynolds tensor, 7;;°9°, is unclosed and defined
as,
T = —pluiuy — uitg). (2.21)
Different approaches to model SGS contributions exist. Some of the models
used in AVBP are reported in the following section and a comparison of the effect
of these SGS modeling approaches on the flow field in the FACTOR test rig can
be found in Appendix A.
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SGS-Models present in AVBP

SGS models try to estimate effects of small scale physical processes not adequately
resolved on a given computational grid. For LES, many different kinds of SGS
models have been developed and most of them rely on the Bousinesq’s hypothesis
[50], relating the sub-grid Reynolds stress tensor Tf;GS to the trace-less mean strain

rate tensor, S;:

— 1
7'505 = Q,Utsij - g@jﬂ?Gs, (222)
where p; denotes the SGS eddy viscosity. S;; is defined by,
— 1 /0U; 0U;
Sii=—~ . L. 2.23
) 2(axj+axj> (2.23)

The most commonly used SGS models are briefly presented in the following.

Smagorinsky The Smagorinsky model [51] is the most basic SGS model for
LES applying an equilibrium assumption that assumes all energy received from
large scale turbulence to be immediately and entirely dissipated. The main ad-
vantages are its robustness and ease of implementation in CFD codes. A direct
consequence of its initial hypothesis is that in homogeneous isotropic turbulent
flows, the correct amount of dissipation of turbulent kinetic energy is obtained. In
general, the model is however too dissipative and not good for transitioning flows
as found in high-pressure turbines [40]. For the Smagorinsky model, the turbulent
viscosity vgas is related to the resolved strain rate tensor S‘ij such that,

Vsgs — (CSA)Z\/ 2§ij§ij7 (224)

where A is the filter width and Cy = 0.18 the Smagorinsky coefficient.

Wall adapting local eddy viscosity model (WALE) The WALE model
was developed by Nicoud et al. [52] in an attempt to improve near-wall predictions
by recovering the turbulent viscosity scaling law close to solid boundaries. Indeed,
in the vicinity of walls, the eddy viscosity naturally goes to zero. The model also
produces zero eddy viscosity in pure shear flows and is thus able to reproduce
the laminar to turbulent transition process through the growth of linear unstable
modes. With this model, the turbulent viscosity closure reads,

(Conp o 2.25)
Vsgs — CwA == T > 2.25
(8ijSig)>/% + (ss8;)%/4
: PR T 1.
with: s3; = 5(95;9i;) — 390 (2.26)

where C,, = 0.5 is a model coefficient and g;; = % the filtered velocity gradient.
J

Sigma The sigma model [53] yields similar predictions as the WALE model,
with the important advantage that its contribution vanishes in laminar flows. In
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this approach, vsgs is related to singular values (o4, 02, 03) of the velocity gradient
tensor:

203(01 - 02)(02 - 03)

2 bl
07

vsas = (C,A)

(2.27)

where C, = 1.5.

After discussing different sub-grid scale turbulence models, the next section
focuses on boundary conditions.

Boundary conditions

In internal flow simulations, boundary conditions have a major impact on numer-
ical predictions. In the context of LES, imposing boundary conditions in a hard
way on conservative variables can lead to different types of numerical errors that
can have a strong impact on simulation results. The reflection of waves is diffi-
cult to handle imposing boundary conditions in a hard way and usually leads to
dispersion errors of the waves reflected by the wall [54]. To obtain a good LES
prediction such effects have to be minimized. Characteristic boundary conditions
have been specifically developed to reduce such problems.

Characteristic boundary conditions have been first introduced by Thompson
[55] for Euler equations and then extended to viscous flows by Poinsot and Lele [56].
This type of boundary condition distinguishes between outgoing waves that contain
physical information (calculated inside the domain) and incoming waves entering
the computational domain. The principle is to provide a solution from the balance
between incoming and outgoing waves. Depending on the Mach number at the
inlet /outlet, there are cases, where all waves travel out of the domain (supersonic
outlet) or into the domain (supersonic inlet).

The accurate prediction of near-wall velocity gradients is a critical issue in
internal flow simulations. There are two options to take the near-wall behavior
into account: 1) Wall resolved LES and 2) Wall modeled LES. Fully wall-resolved
simulations performed with a grid reaching y* values close to 1 often remain out of
reach for today’s computational resources. Hence, the near-wall velocity gradient
is often modeled [57]. The boundary layer is described by y™, the non-dimensional
wall distance and u™, the non-dimensional wall velocity, defined as:

+ _ ywallu7'7 ut = E7 (228)
Vwall Ur

where . denotes the wall normal distance, v, the local kinematic viscosity of

the fluid, u. the mean velocity of all cell vertices not connected to the wall and w.,

the friction velocity ug = /% where T, = ug—Z|wall. The logarithmic law of
the wall (Eq. 2.30) was first described by von Karman (1930) [58]:

yt <11.445:ut = y™, (2.29)
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yt > 11445 ut = kM og(Ey™), (2.30)

with kK = 0.42 and F = 9.2. The most basic form of wall modeling for LES
simply imposes such a law to evaluate the wall friction at the wall as a function
of u instead of the SGS model. It is also to be noted that some blending may
appear. For a fully developed flow, the law of the wall is described through a Van
Driest-style damping function into the length scale [59]. These specific options are
however not present in AVBP.

2.1.2 The AVBP code

Simulations presented in this work are performed using AVBP [60], a massively
parallel CFD code developed at CERFACS. The code is based on an explicit cell-
vertex formulation and solves the filtered compressible Navier-Stokes equations
for conservative variables on hybrid unstructured meshes. AVBP is dedicated to
LES and has been used and validated for a wide range of different applications
[61-65]. In general, simulations are first converged using the second order accurate
Lax-Wendroff scheme [66], then, a more accurate finite element two-step time-
explicit Taylor Galerkin scheme (TTG4A or TTGC) is used for the discretization
of convective terms. The TTGC scheme is third order accurate in time and space
and the TTG4A scheme is fourth order accurate in time and third order in space
[67]. These schemes ensure low diffusion and dispersion properties [68] and are
therefore adequate for high fidelity simulations. Diffusive terms are discretized
using a vertex centered formulation close to the Galerkin finite element method
[69]. Time marching is done, respecting CFL (convection scheme) and Fourier [70]
(diffusion scheme) numbers to guarantee linear stability. Note also that Colin-type
artificial viscosity [71] is added to damp potential numerical oscillations naturally
present with the used centered schemes. Finally, sub grid scale (SGS) turbulent
contributions are computed using Smagorinsky [51], WALE [52] or Sigma [53]
model (see previous section for details). In this document, all discussed grids have
been designed according to a mesh refinement study performed by C. Koupper and
to allow for a time step around 4 x 107%s. Specific details about all simulations
presented herein are available in Appendix B.

2.2 Statistical tools and analysis of the LES pre-
dictions

After addressing numerical fundamentals, this section discusses the analysis tools
used in this work to study the flow fields. First, higher order statistical moments
(Skewness, Kurtosis) which allow to describe variable distributions are discussed.
The following is dedicated to a presentation of different means to extract frequen-
cies and dominant flow features.
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2.2.1 Higher order statistical moments

To evaluate CFD simulations usually low order statistical moments (mean, vari-
ance) are used. Higher order statistical moments allow further insights in simula-
tions and help to better understand different flow features and to evaluate their
impact on the flow field. The main prerequisite for the application of higher order
statistical methods is the availability of sufficiently long statistically stationary
data. Over this duration, an adequately high number of 3D or interpolated 2D
flow fields is stored at a constant time-interval. Here, operations to extract high
order moments are first described by their continuous form and then approximated
by their discrete representation. Note also that all quantities are one point statis-
tics and refer to a unique location denominated by the vector position z. In this
one point statistics context, describing the shape of probability density functions
(PDF), of temperature for example, allows qualifying the evolution between tur-
bine inlet temperature distortions (ITD) on P40 and temperature distributions on
the adiabatic NGV surface.

The first statistical moment, the mean T(z) of a quantity 7(x,t), defines the
average of a quantity over a time interval or respectively a number N of equally
spaced discrete realizations:

_ "z, t)d N
ﬂ@:éﬁéjgjz%ij@u»:ﬂ@{ (2.31)

where ty and t; describe a time interval. Discrete quantities are marked by the
superscript . The standard deviation o(z), describes how far values are spread

around the mean:
1 t1 2
o(x) = P— / (T(x, t) — T(w)) dt,

to

s %Z:: <T(:c,ti) . Wd)g = o(z)%. (2.32)

Skewness S(x), the third statistical moment, is a measure for the asymmetry of a
PDF, indicating whether the most probable value (mode value) is lower (positive
skewness) or higher (negative skewness) than the mean:

o T -T@\
S(z)_h—to/to ( o(x) ) at,

N

1 & (T T
NN;( ) ) . (2.33)

Note the skewness of symmetric distributions (e.g. Gaussian) is 0, but the reverse is
not true. For single peaked PDF's, the skewness can be interpreted as the distance
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of the most probable value (mode value) to the mean. Kurtosis K (z), the fourth
statistical moment, indicates how 'peaked’ the signal is around the mean value.
K(x) is calculated by:

1 (T -Tw
K“”‘n—m[;< (@) )d“

L (Tat) -T@
NN;< T ) : (2.34)

For a Gaussian PDF the Kurtosis value is K = 3. Distributions with a sharper
peak have higher Kurtosis and those which are flatter show lower values. One
point statistics allow to investigate distribution properties from a single variable.
For a more detailed discussion of statistical tools used to describe turbulent flows,
the reader is referred to Tennekes et al. (1972) [72].

To investigate turbulent timescales which have a major impact on the heat
flux on the NGV surface, the application of two times statistical analysis becomes
mandatory. Visualizations of turbulent timescales allow to reveal locally persistent
features in the flow field, as well as vortical structures marked by short timescale
values. In this work, autocorrelation is used to calculate turbulent timescales
trrp(2) from a set of instantaneous CFD predictions stored at constant time in-
tervals over a statistically significant time period covering multiple flow-through
times [23,38]. To do so, one velocity component u(z, ;) (in this work, due to avail-
ability of experimental data, the analysis is done on the axial velocity component)
is first decomposed in a mean u(x) and a fluctuating part «'(x,t;):

u'(z,t;) = ul(x, t;) — u(z), (2.35)

where the discrete mean value u(x) is calculated by Eq. (2.31). The autocorrela-
tion coefficient Ry of a function f is then introduced,

Reg(r) = [ 50 ste+ i (2.36)

In discrete form the time lag 7 becomes,

For a limited time interval and in discrete form, the autocorrelation coefficient
Ryu(, 7;) for different time lags 7; and normalized by u%,),4(z) = + Zf\il (u(x,t;)—

—d
u(x) )? can then be written as:

v sz\il u'(z, t)u' (w, 1y )

urms(x)?

Ry (z,71;) = , (2.38)
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Provided that the available data set is stationary and long enough, R,,(z,7;)
depends only on the time lag 7; and not on the choice of a specific solution ¢. The
turbulent timescale t4,,, for each point can then be obtained using,

tturb(x) - / Ruu(xu T)dTa
0

No
~ ALY Ry, 75), (2.39)
j=1
where NNy is the solution where the discrete autocorrelation coefficient R, (z, 7;)
tends to 0 [73], meaning that the signal is not correlated anymore.

2.2.2 Proper Orthogonal Decomposition

After discussing statistical methods to evaluate data on single individual locations,
this section addresses ways to analyze data on entire domains using spatial and
temporal information. Proper Orthogonal Decomposition (POD) is a methodol-
ogy to find an optimal lower dimensional description of a high dimensional data
set [74]. POD determines the optimal set of modes to represent data based on the
Ly norm (energy) [75]. The data is hence represented as a set of spatial modes that
are independent of time and a set of temporal modes that are independent of space.
Unlike Dynamic Mode Decomposition (see below), one temporal POD mode can
contain several frequencies. To approximate a function z(z,t), orthonormal basis
functions ®;(x) and temporal coefficients ax(t) are used which guarantees an op-
timal representation with a limited set of functions, where x is the position, t is
the time variable and index k stands for the mode number. As a consequence, any
function z(z,t) can be approximated by:

M

2z, t) =Y ap(t) (). (2.40)

k=0

The set of orthonormal basis functions has to respect,

/¢k1(:p)®k2(m)dm - {1’ ik = he, (2.41)

z 0 otherwise,

so that the temporal coefficients, ax(t), can be calculated as,

ax(t) = / (2, ) Dy () (2.42)

In its corresponding discrete form, the above problem is a singular value decom-
position, which reads,
A=UxVT, (2.43)

where A is a matrix [nodes x instants| that contains the instantaneous solution
data composed by the axial transverse and crossstream momentum as well as the
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temperature hereafter noted (p, ﬁf},ﬁw,f) for all nodes at all time steps of a given
set of instantaneous solutions. The U matrix [nodes x modes| contains the spatial
coefficients for all modes and all nodes, while ¥ [modes x modes| is a diagonal
matrix, containing the Eigenvalues of the POD and V7T [modes x instants] is a
matrix containing the temporal coefficients.

Apart from analyzing the flow field, POD can also be used to recast a flow field
at the inlet of a truncated domain using certain modes that represent specific low
features, as shown in Chapter 6.

2.2.3 Dynamic Mode Decomposition

Dynamic mode decomposition is a dimensionality reduction algorithm that allows
to extract modes at a fixed oscillation frequency. Each mode is associated with
an amplitude and a growth/decay rate. DMD was developed by Peter Schmid in
2008 [76] to extract dynamic features from flow data. Unlike POD, which seeks for
the most energetic flow features independent of their temporal frequency, DMD
allows to investigate data for features excited at the same frequency, independent
of their amplitude. A DMD analysis is usually more sensitive to detect frequencies
in a flow region than using individual local probes. Combining POD and DMD
allows interesting insights in flow data as localized features, excited at a specific
frequency, and their impact on the flow field can be easily distinguished.
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Part 1

Cooling systems

The investigation of interaction between coolant systems and main flow is an
important target of the FACTOR project. This part of the manuscript is dedicated
to a detailed discussion of cooling systems applied in turbomachinery. As of today,
resolving small scale cooling systems in full combustor simulations is possible but
remains prohibitively expensive in the LES context, which makes the application
of models mandatory. Combustion chamber liners are made of multiperforated
plates that inject coolant air to keep hot combustion gases away from the walls and
maintain the structural integrity of the chamber. Chapter 3 discusses two different
existing modeling approaches for such cooling systems and compares the impact of
such modeling on the FACTOR combustor simulator flow. Chapter 4 is dedicated
to the use and validation of the heterogeneous injection model if applied for NGV
cooling. Such a modeling approach allows indeed to take coolant injection in the
turbine into account without costly resolving the entire coolant system.
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Effusion cooling systems
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Reduction of the specific fuel consumption of aircraft engines is usually ob-
tained by optimizing the thermodynamic cycle, which can be achieved by increas-
ing pressure ratios and higher combustion temperatures. Temperatures in the
combustion chamber have thus increased to levels above the melting point of alloys
used in gas turbine engines which makes the use of cooling systems mandatory [4].
However, due to efficiency driven increasing pressure ratios, the heat sink capac-
ity of highly compressed air used to dissipate excess heat diminishes. This poses
challenges for the design of small turbo engines with an inherently high surface to
volume ratio. Another disadvantage of this trend is the associated higher temper-
atures of the reactants in the combustor. Such increasing severity of aerothermal
operating conditions inside the combustion chamber are today controlled thanks
to cooling technologies that guarantee component lifetimes which can reach many
tens of thousands of operating hours [4]. Whilst wall cooling is essential to provide
a satisfactory component durability of both, the turbine and the combustor, there
is also a need to minimize the proportion of air used by the cooling system as air
taken away from the combustion process leads to increasing NO, emissions.

In the next decades, with the introduction of NO, reducing lean combustion
concepts, due to the absence of dilution holes, the liner cooling system will gain
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in impact on the main flow in the chamber. Among a variety of different cooling
technologies present within the combustion chamber, angled-multihole (effusion)
cooling systems (see Fig. 3.1), also known as full coverage film cooling (FCFC),
have proven to perform best reaching different opposing targets, like cooling effi-
ciency, mechanical integrity, weight, durability and industrial fabrication. Indeed,
effusion cooling systems provide a heat sink of coolant air on the outer side of
the liner and, at the same time, create a thermal barrier layer by coalescence of
injected micro-jets on the inner side of the liner, keeping hot combustion gases
away from the walls.
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Figure 3.1: Multiperforated combustion chamber liner with conventional rich-quench-
lean combuster design with dilution holes [77].

Research on liner cooling technologies started in the 1960s [78] when efficiency
driven rising combustion temperatures first surpassed the melting point of heat
resistant alloys known at the time. Due to manufacturing constraints, engine
manufacturers first relied on slot cooling systems, creating a closed coolant film by
injecting air through a slot along the wall. This however adds comparatively much
weight to maintain structural integrity. The limitations of convective cooling sys-
tems for future higher combustion temperatures were first pointed out by Colladay
(1970) [79] and the importance of exploiting the heat sink capacity of coolant air
prior to its injection in the combustion chamber was discussed in [80]. Indeed,
purely convective film cooling is insufficient as it only protects from convective
heat flux and does not affect the radiative heat transfer resulting from luminous
gases [81]. In the 80s, advances in manufacturing technology made the large-scale
production of liner effusion cooling systems possible. These systems provide a
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heat sink at the outer side of the liner and inject coolant air through a multitude
of angled sub-millimetric perforations, creating a closed coolant film on the inner
liner wall, which serves as a thermal barrier layer isolating the liners from the hot
combustion gases. One of the main challenges in liner cooling system design is to
maintain the integrity of the protective coolant film over a wide range of operating
conditions in a highly turbulent flow field with local recirculation zones.

The main constraint for simulation of effusion cooling systems is the small scale
of the perforations with respect to the global system. For explicit CFD codes, this
entails prohibitively short time steps. Not to mention that fully resolving the cool-
ing system with a sufficiently fine mesh requires a large portion of grid cells to be
used only in this region. To circumvent this issue, a variety of different effusion
cooling models can be found in literature. On a first level, all of these models
reproduce the correct mass injection into the domain. Other models include the
conservation of axial momentum. In coupled heat transfer (CHT) simulations,
some models try to capture the correct heat loss due to convection inside the per-
forations [82]. More advanced models try to mimic the impact of discrete jets on
the main flow [83,84]. However, all discussed approaches are limited by the grid
size which is often not fine enough to capture single jets. First numerical calcula-
tions of such systems can be found in Crawford et al. (1980) [85], where effusion
cooling was modeled as discrete mass injections in a 2D boundary layer code.
Hunter (1998) [86] investigated discrete mass injection in the boundary layer, at
a short distance away from the wall and Heidmann and Hunter (2001) [87] found
that a uniform injection on the entire surface better corresponds to experimen-
tal results than the previously investigated approach of discrete mass injections.
Recently, Mazzei et al. (2016) [19] published a comparative study using Scale
Adaptive Simulations (SAS) of a homogeneous injection approach and cell-wise
injection, where the latter performs better in terms of heat transfer. Despite the
vast advances in high-performance computing which today allow high fidelity LES
of the entire combustion chamber, resolving the entire effusion cooling system will
stay beyond reach for at least 10 more years [35,84] (see Fig. 3.2). Performing
simulations of the entire combustor geometry inevitably requires the application
of effusion cooling models to take coolant flows into account.

In this work, two different injection modeling approaches are assessed on the
FACTOR chamber. The first model, developed by Mendez and Nicoud (2008) [25]
is a homogeneous injection model designed to capture the global impact on the
flow field in industrial applications. The second model, presented by Bizzari et
al. (2018) [88], allows to locally prescribe coolant jets on the liner surface. One
motivation for investigating the impact of the cooling system on the main flow
originates from the work of Koupper [16]. In these simulations, multiperforations
relied on a homogeneous injection approach [25], from which coolant is injected at a
flat angle to the surface, promoting the creation of a closed impenetrable coolant
film on the liner. Therefore, the real 3D shape of the coolant flow may not be
accurately reproduced which has been identified as impacting the flow predictions

37



CHAPTER 3. EFFUSION COOLING SYSTEMS

E
E
=)
|
o)
Qo
®
£
ol
©
o o1 ‘E § Homogeneous
£ 134 ~ model
0.1 I[ |||||||| 1 ||||||| ||||||||
(ke 0.01 0.1 ] 10

Figure 3.2: Prognosis of resolvable cooling hole size [27,84].

on P40. The heterogeneous model [84] was developed to allow for a more realistic
representation of the coolant system. In the heterogeneous modeling approach,
coolant is injected through discrete wall areas composed of a predefined minimum
number of grid cells. This causes the jets depending on the surface grid resolution
to be represented with the original diameter for very fine grids or to be represented
as a thickened jet, with a lower injection angle to conserve axial momentum, for
a coarse grid. The heterogeneous model is thereby applicable on fine grids, where
the jets are represented with the correct geometrical parameters and on coarse
grids where it degenerates to the homogeneous injection model.

Detailed explanations and results for the present investigation are given in
ASME GT2017-64622, reproduced hereafter. Simulations in this chapter are per-
formed on the UNIFT test rig [14] for which the operating conditions are given in
Table 1.1. Note that simulations are performed at isothermal operating conditions,
where Hot Wire Anemometry (HWA) data on P40 and Particle Image Velocimetry
(PIV) measurements partly covering a cross section through the swirler, are avail-
able. As complementary results, further investigations to increase the confidence
in both modeling approaches are carried out at design point operating conditions,
where temperature measurements on P40 allow the comparison of the coolant dis-
tribution, neglecting temperature changes due to aerodynamic effects. Finally, a
DMD study of the flow field is also provided to distinguish traces of the swirler
generated processing vortex core (PVC) on P40, which were found in experiments,
but not in previous investigations by Koupper [16] using discrete probes.

The structure of this chapter is as follows. First, the two previously mentioned
coolant injection models are presented. In the following, the general setup, the
FACTOR combustion chamber simulation and operating conditions are described.
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The next section discusses the prediction differences between both models. These
are evidenced by comparing 2D plots and radial averaged profiles. A final conclu-
sion summarizes the results and gives an outlook on future work.

3.1 Effusion Cooling models

This section briefly introduces the working principles of effusion cooling systems
(see Fig. 3.3) and presents the two modeling approaches used in this work. The
primary cooling technology of interest here is the so-called multiperforated plate or
effusion liner. To reduce the temperature of combustion chamber walls, cool air is
injected through a multitude of angled perforations to create a coolant film on the
inner side of the liners. The performance of such an effusion cooling system hence
mostly depends on its capability to create a closed coolant film under different
operating conditions. Based on experimental findings and flow analysis, main
influencing parameters dictating the effusion cooling efficiency are: the injection
angle «, the porosity o and the hole shape [4].

COMBUSTION CHAMBER: injection side
—-Burnt gase

Cooling film

/e e e

= Cooling air Effusion jets
CASING: suction side

Figure 3.3: Schematic drawing of an effusion cooling system.

In this case, porosity o is defined as the hole surface A5 over the plate surface

Aplatev 9 .
o= Aholes _ Zholes(ﬂD /(4003(0436"/)))7 (3.1)
Aplate Aplate

while the injection angle o/® reads,

jet
o’ = tan™! (U’% t), (3.2)
Uj*

where U7 is the wall-normal velocity component and U/ is the wall tangential
velocity component. Injection holes typically have a diameter D < 1 mm, as well
as shallow injection angles of the order of 20°. Increasing the number of holes while
decreasing the hole diameter allows to use available coolant air more efficiently.
Indeed, in that case, jets penetrate less into the main flow so coolant stays closer to
the walls. However, small holes pose manufacturing problems and are more likely
to be clogged [81]. In terms of modeling, two concepts are specifically addressed
in this work. Note that for both approaches presented hereafter, the angle of the
jet is considered to be equal to the angle of the injection hole.
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3.1.1 Homogeneous injection model

The adiabatic homogeneous injection model [25] was developed to simulate the
global impact of an effusion cooling system on the mean flow in complex industrial
geometries. The model is local and does not rely on correlations or parameters
linked to other parts of the domain. For the surface grid resolution, there are no
requirements imposed by this model. The basic principle with the homogeneous
injection model is to inject coolant air on the entire plate surface. To do so and
to reproduce the film effect, the wall tangential velocity U, is conserved, whereas
the wall-normal velocity U, is corrected to conserve the mass flow rate:

pUre™ = pU7*". (3.3)

pU™ = pUi o, (3-4)

Quantities related to the homogeneous injection model are marked by the su-
perscrip and those related to the real jet by the superscript /¢, In that case,

the injection angle for the homogeneous model, o™, as compared to the original
injection angle a/“, is defined as:

t hom

tan(a™) = o tan(a?®). (3.5)

3.1.2 Heterogeneous injection model

The heterogeneous injection model (see Fig. 3.4) is designed to simulate the impact
of an effusion cooling system at a reasonable level of CPU cost [84]. Contrarily to
the homogeneous approach and to improve the prediction, the model intends to
resolve jets by the grid. To do so, inlets are prescribed on discrete positions on the
liner surface and the jet geometry is adapted depending on the local grid resolution.
If the local grid resolution is insufficient to resolve the jet with the chosen number of
grid cells, the jet is enlarged and the wall-normal velocity U, is reduced to maintain
the correct mass flow rate of each hole. Using such modeled perforations, the wall
tangential velocity U, is corrected to conserve the axial momentum of the cooling
film just as previously done with the homogeneous model. Note finally that a
velocity profile is prescribed on discrete surface areas. As indicated, in regions
with insufficient mesh resolution, the model enlarges the surface injection areas
for the effusion cooling holes up to the point where a homogeneous injection is
recovered. On the contrary, if resolution is adequate to represent the jet geometry
no modification is active.

For the heterogeneous injection model, the main influencing parameter is the
enlargement, usually fixed at E' = 3 [84], which describes the minimum acceptable
number of cells per hole. For a coarse grid where less than three cells are present
within the true hole diameter, the jet diameter is enlarged (see Fig. 3.5a), whereas
jets correctly represented are untouched (see Fig. 3.5b).

For the current study, a surface grid size of 0.25 mm in the liner region was
chosen, so that jet diameters are enlarged by a factor of 1.5. Hence, the jet profile
is represented by at least three characteristic cell lengths or the entire jet by around
eight cells (see Fig. 3.6). Note also that, for shallow injection angles, the model
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Figure 3.4: Schematic drawing of the heterogeneous injection model. The injection

angle of the real jets is indicated by /¢ and that for the heterogeneous injection model
het

is marked by «

Projected diameter
Projected diameter =

pU, Real Real diameter
di meter pU, M
it
\ k | f \
i
. D,
£ >

a) Coarse grid. b) Fine grid.

Figure 3.5: Widening of cooling holes as a function of local grid resolution (adapted
from [84]).
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Figure 3.6: Injected axial momentum pU [ -] prescribed at the boundary for five jets
arranged in a staggered pattern.
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tries to take into account the elliptical hole shape. After geometric adaptation of
the jet diameter to account for local grid resolution, the numerical porosity, o,um,
ranging from 1 for very fine meshes (fully resolved jets) to 1/o for very coarse
meshes (homogeneous injection), is defined as the surface area of injection holes

in the simulation A}%” over the real hole surface Apes, i.€.:

Ap
Onum = ——2%2. 3.6
Aholes ( )

Note that o,.,,, becomes a local parameter. To conserve the axial momentum
of the cooling film using such adapted perforations, the procedure behind Equa-
tions 3.3 & 3.4 is applied with 0,,,,. As a result, the injection angle for the
heterogeneous injection model a** becomes,

O tan (o) = tan(a/®). (3.7)

For the heterogeneous injection model, variables prescribed at the locations of
the coolant injection holes are calculated as follows:

pU = pUl™. (3.8)

pUSEt = pUget/Unuma (39)

The impact of the two different modeling approaches on the flow field close to
the liner wall is illustrated in Fig. 3.7. Clearly, the heterogeneous injection model
allows for the coolant to penetrate further into the main flow, which increases
mixing. On the contrary, the homogeneous model creates a closed coolant film
in direct vicinity to the liner. The differences observed between both models
potentially impact the flow field in the combustion chamber as investigated in the
following.

Temperature (K)
667 1580
[ B . I

Figure 3.7: Homogeneous (left) and heterogeneous (right) effusion cooling model and
fully meshed cooling system (below) on a flat plate [88].

42



3.2. DESCRIPTION OF THE TEST CONFIGURATION

3.2 Description of the test configuration

Having detailed two different effusion cooling models applied in this work, this
section introduces the FACTOR combustor geometry, the operating conditions
and the mesh used for the simulations. Note that the discussion here focuses
only on an axial periodic domain that features 1/20 or 18° of the full annular
non-reactive FACTOR test rig [15] (see Fig. 5.1). The domain is restricted to the
combustor, where the main flow is constrained by a 63 mm diameter duct of 55 mm
length to preserve the swirler generated vortex and avoid early interactions with
coolant flow and neighboring swirlers. The swirler itself consists of 30 flat vanes
with a length of 20.5 mm around a central hub of diameter 22 mm. Cavity flows
feeding the effusion cooling system are not included and therefore not simulated.
Hence, coolant air is directly injected through the liners. The effusion cooling
system consists of four different panels (see Tab. 3.1): External 1 & 2 and Internal
1 & 2 (see Fig. 3.8). All effusion cooling holes have a diameter of D=0.5 mm
and are arranged in a staggered pattern. Depending on the porosity of the real
geometry, the modeling parameters differ for each surface (see Tab. 3.1).
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DU TR Y L. s
U yHUA ﬁ.\‘\
i“
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——
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y

MP Int2
MP Int1 w [
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Figure 3.8: FACTOR combustion chamber [15].

Simulations are performed at isothermal operating conditions, where hot wire
anemometry (HWA) as well as particle image velocimetry (PIV) measurement
data are available [23,89]. A second, non-isothermal, operating point, called de-
sign point (DP), is also simulated and allows for comparison of coolant distribution
on P40 using temperature measurements. PIV measurements with an acquisition
rate of 12 Hz were performed over 30 s. Only the mainstream was seeded with
particles, which creates a blind zone close to the walls [16]. HWA was performed
on 281 points on P40 (see Fig 3.8) at an acquisiton frequency of 20 kHz over a
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Table 3.1: Geometrical and modeling parameters of the effusion cooling system (360°).

Panel Number Holes/ « o Mass flow Mass low  @pom  Qhet  Tnum
of rows  Row [kg/s] (%]

Ext 1 50 630  60° 0.0773 0.624 13 7.6° 47.3° 1.60

Ext 2 24 850  30° 0.115 0.384 8 3.8 19.9° 1.60

Int 1 58 416 60° 0.0957 0.48 10 9.4° 47.5° 1.59

Int 2 21 460  30°  0.104 0.192 4 3.5° 19.3° 1.61

measurement period of 5 s. Isothermal operating (IOP) conditions for measure-
ments and simulations (see Tab. 3.2) have been derived from Koupper (2015) [16]
to meet most important dimensionless quantities of the hot design point (DP) of
the FACTOR test rig. In total, four simulations are discussed in this section: Two
simulations for each operating point with either of the two previously presented
coolant injection models. Globally the operating points are well matched (i.e. IOP
static pressure on P40: 114.85 kPa (homogeneous); 114.9 kPa (heterogeneous);
115 kPa (target)) and differences are more marked in local temperature and veloc-
ity distributions as will be shown in the following. For the design point simulation
using the homogeneous injection model the pressure on P40 is 147.64 kPa and
147.62 kPa for the prediction with the heterogeneous injection model.

Table 3.2: FACTOR operating conditions [16].

(0)% DP
Static pressure on P40 [kPa] 115 147.65
Mass flow [kg/s] 4.8 4.8
Flow split swirler [-] 65% 65%
Flow split outer cavity [-] 21% 21 %
Flow split inner cavity [-] 14% 14 %
Swirler inlet temperature [K] 300 531
Swirler Reynolds number [-] 168 500 111 000
Swirler Mach number [-] 0.108 0.112
Effusion cooling Reynolds number [-] 2340 2340

3.3 Numerical Methodology

Simulations presented in this work are performed using AVBP, a massively parallel
CFD code developed at CERFACS. The code is based on an explicit cell-vertex
formulation and solves the compressible Navier-Stokes equations for conservative
variables on unstructured or hybrid grids. AVBP is dedicated to LES and has been
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used and validated for a wide range of different applications [60-62]. The code has
been extensively used for effusion jets [25,90] as well as jets in cross flow configura-
tions [91] and finally also in LES with multiperforated plates [26,92]. In terms of
method and for the FACTOR simulations, predictions are first converged using the
Lax-Wendroff scheme [66], then the more accurate TTGC scheme [67] is chosen.
The last scheme ensures low diffusion and dispersion properties [68] and is therefore
adequate for high fidelity simulations. Note that in AVBP, time marching is done
respecting CFL (convection scheme) and Fourier (diffusion scheme) conditions to
guarantee stability. Finally, Colin-type artificial viscosity [71] is also activated to
damp potential numerical oscillations naturally present with such schemes. Sub-
Grid Scale (SGS) turbulent contributions are accounted for using the Smagorinsky
model [51]. The SGS heat flux is related to the filtered temperature gradient with
a SGS thermal conductivity computed with a SGS turbulent Prandtl number of
0.6.

When dealing with boundary conditions, effusion cooling systems are modeled
using a homogeneous [25] and a heterogeneous [88] injection model. At the exit
of the domain Navier-Stokes Characteristic Boundary Conditions (NSCBC) [56]
are applied. To dissipate vortices close to the outlet, a sponge layer [93] adds
additional dissipation close to the exit of the domain. At the inlet, a constant
mass flow is imposed. Remaining walls are treated as adiabatic and are dealt with
through a wall modeled LES approach [62]. To access turbulence quantities using
autocorrelation [23,38], a constant time step of 7 x 107, corresponding to a CFL
number [94] of 0.9 is used for the simulation. Finally, solutions are evaluated over
a period of five flow through times (i.e. 50 ms in total) of the combustor module
using the TTGC scheme.

For isothermal operating conditions a passive scalar allows tracking of the coolant
flow whereas for design point operating conditions, coolant distribution corre-
sponds due to the low Mach number very well to temperature maps.
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Cut

Near wall mesh refinement

Figure 3.9: Computational domain and local views of the grid.

In terms of spatial representation, an unstructured tetrahedral grid containing
about 50 million cells is used (see Fig. 3.9). Note that for this specific study,
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the near wall region corresponding to the effusion cooling system is particularly
refined. To avoid influence from the boundary on the flow region of interest, the
domain covers a large entry plenum in front of the swirler and an exit sufficiently
far away from P40 (see Fig. 3.9).

Note that in an industrial context, cost is an important and decisive factor for
the application of a new model. To apply the heterogeneous injection model on
the liners of the FACTOR geometry, the existing mesh (see Fig. 3.10a) was locally
refined (AX = 0.25 mm) in this area (see Fig. 3.10b) to guarantee a surface
grid resolution of at least two cells per original hole diameter (D = 0.5 mm).
Jets are thereby thickened by a factor of 1.5. At isogrid, the application of the
heterogeneous injection model increases the computational cost by 0.3 %. However,
compared to the original grid with a homogeneous injection model used by Koupper
[16], the cost increases by 20 % (see Tab. 3.3). Such differences effectively result
from the application of the new model which entails costly mesh refinements that
are not necessary if using the homogeneous injection approach. The remaining
question is the gain of such an approach as detailed in the next section.

(a) Homogeneous. (b) Heterogeneous.

Figure 3.10: FACTOR Meshes.

Table 3.3: Mesh and associated computational cost (BEAUFIX Meteo France 360
Processors).

Mesh | Cells | Vol min [m?®] | dt [107® s] | CPU hours per 1 ms of simulation

HOM | 50 Mio 4.23E-14 7.5 1700
HET | 55 Mio 2.89E-14 6.5 2000

3.4 Results and discussions

This section discusses the impact of the two different effusion cooling models on the
mean flow fields as compared to experimental data. Globally, as detailed hereafter,
both models lead to similar results, with differences in the near wall region as
expected. These differences are due to coolant jets which, with the heterogeneous
approach, penetrate further into the domain than in the homogeneous approach.
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Figure 3.11: Cross sections through domain for homogeneous (upper) and heteroge-
neous (lower) injection model.

3.4.1 Mean flow comparisons and validations

In this section, the flow field is introduced and validated against experimental
data. The isothermal operating point, with experimental data available on a cut
plane through the swirler as well as on the exit plane, is addressed first. Then sim-
ulations at design point operating conditions, where experimental data is available
on the exit plane only, are evaluated. The main quantities of both isothermal
simulations are compared on a longitudinal plane going through the hub of the
swirler, perpendicular to P40. This view allows a representation of the flow organi-
zation within the chamber. Both simulations show a similar pressure distribution
(see Fig. 3.11a) with however slightly higher pressure values for the heterogeneous
model. Note also that the depression observed within the duct is stronger for the
heterogeneous injection model. The low pressure zone after the swirler is created
by a recirculation zone induced by the strong rotation of the flow. After the duct,
the swirler-generated vortex is no longer confined and breaks down, creating recir-
culation zones at the edges of the duct and in the center. The tangential velocities
for both simulations are similar (see Fig. 3.11b). Both show a clear separation
of fluid moving perpendicularly to the plane of observation in the middle of the
domain as a result of the swirler induced rotation of the flow. In the simulation us-
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ing the heterogeneous injection model, due to the steeper injection angle ase; (see
Eq. 3.5) the flow moves further away from the multiperforated walls as compared
to the homogeneous injection model. The rotational movement in the heteroge-
neous model is stronger and better conserved when comparing the flow field close
to the outlet of the domain. This stronger rotational movement in the simulation
using the heterogeneous model also explains the stronger depression observed pre-
viously. Near the inner liner, where the inclination of the plate is stronger than for
the exterior panel, this has a noticeable impact on the flow field (see Fig. 3.11c).
Further, the central recirculation zone is stronger in the case using the homoge-
neous injection model. This will influence the axial velocity distribution in P40
(see Fig. 3.14) as discussed later. If focussing on Fig. 3.11d, the coolant distribu-
tion in the combustor clearly shows the effect of the heterogeneous model on the
flow. Using the heterogeneous model, the coolant mixes more with the flow and
reaches further into the domain than with the homogeneous modeling approach,
where the coolant stays closer to the liner and moves at higher speeds. Due to
this, one observes more mixing of coolant and main flow at the chamber outlet, if
applying the heterogeneous model. Note that all these mentioned differences are
in full agreement with reported analysis by Bizzari [27].

Obtained mean velocity fields of the two LES predictions can be further as-
sessed and compared to available experimental data. To do so, the longitudinal
plane going through the central hub of the swirler is again chosen (see Fig. 3.12).
Velocity contours of the axial (Fig. 3.12a) and tangential velocity (Fig. 3.12b)
show good agreement between both simulations and experiments. Indeed, both
models capture the central re-circulation zone of the experiment (see Fig. 3.12a).
Differences appear along the inner liner walls for which the axial velocity obtained
with the homogeneous model is higher than in the heterogeneous approach. As
mentioned previously, the visualization shows a stronger recirculation zone for the
heterogeneous model, which manifests by a lower velocity in the center of the duct
and a higher velocity close to the duct edges. The degree of accuracy in the mea-
surements associated to the variations issued by the modeling approaches however
can not allow any clear discrimination. Focusing on the near wall region, the radial
velocity components issued by both simulations are again seen to be very similar
(see Fig. 3.12b). Note that the PIV measurement cannot capture the upward
movement of the coolant flow injected at the inner liner, since in the experiment
only the main flow was seeded with particles. Hence, unlike the simulations, the
PIV data shows velocities close to zero in the region near the liners. Figure 3.13,
showing velocity profiles at two distinct positions marked on Fig. 3.12b), allows for
a more quantitative comparison of previously discussed results. The first position
shows the flow field right after the duct, the second one further downstream in the
middle of the chamber. Differences between both modeling approaches are most
evident close to the wall, but also in the middle of the cross section where the
experimental results lie in-between those obtained from both LES predictions (see
Fig. 3.13). Further away from the swirler, the velocities measured in the experi-
ment are overall lower than those obtained from the simulations (see Fig. 3.13). At
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this position, the axial velocity profile still features the same shape as right after
the duct. The upper axial velocity peak at R=0.27 m is however slightly higher
than that at R=0.22 m which is due to the geometrical shape of the chamber. One
also notes that at this position axial velocities predicted in both simulations are
higher than in the experiment.

20 0 20 40 60 15 5 5 15 25
a) Axial velocity [7]. b) Radial velocity [].

Figure 3.12: Mean velocity on the axial cross section (Upper: PIV, Middle: Homoge-
neous, Lower: Heterogeneous; Vertical red lines indicate the position of the extraction
of vertical profiles shown in Fig. 3.13). (Isothermal Operating Point).
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Figure 3.13: Vertical profiles of velocity components, Upper: after duct position,
Lower: Downstream position (As indicated in Fig. 3.12).

Focusing now on the velocity field in P40, where hot wire anemometry data
covering about 60 % of P40 is available for isothermal operating conditions, a
direct comparison of the predictions with the data, Fig. 3.14, results in the follow-
ing observations: First, both simulations compare well with experimental results.
In the simulation using the homogeneous injection model, there is a higher axial
velocity near walls, notably along the interior liners (see Fig. 3.14a). The higher
velocities close to the liners if using the homogeneous injection approach are es-
pecially visible in the profile plot which allow for a more quantitative comparison.
This goes with the observation that, when using the homogeneous injection model,
a robust cooling film is created along the liners. This film can hardly be disturbed
or penetrated, so there is less mixing with the surrounding flow. Injecting the
coolant through discrete surfaces results in more mixing between coolant flow and
main flow. On the interior liner, where the change of inclination is stronger as
compared to the exterior combustion chamber walls, the injected coolant mixes
more rapidly with the flow. It is noticeable that in the central zone covered by the
measurement, the velocity in the experiment is higher than in the simulations, in-
dicating that the velocity along the walls is probably too high in both simulations
(see Fig. 3.14a). Regarding the radial velocity plots (see Fig. 3.14b), one observes
that the heterogeneous model is in better agreement with the experimental data
than the homogeneous injection model. For the tangential velocity components
(see Fig. 3.14c¢), both models provide reasonable patterns that are in agreement
with the data. The velocity profiles for radial and tangential velocity show the
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typical shape for high levels of residual swirl found at the exit of the combustion
chamber.
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Figure 3.14: Velocity plots and circumferentially averaged profiles on P40. a) Ax-
ial velocity [%]. b) Radial velocity [%*]. c) Tangential velocity [%]. View direction:
Downstream. (Isothermal Operating Point).

Looking at 2D maps of coolant mass fraction in the P40 plane, Fig. 3.15, one
observes that using the heterogeneous injection model, coolant is arranged in a
rounder shape which might indicate a better conserved processing vortex core.
Along the walls, especially on the inner liner, the coolant distribution is more
uniform using the homogeneous injection model, which again confirms that there
is more mixing due to interaction with the swirl if applying the heterogeneous
injection model. The high velocities on the interior walls, observed in Fig. 3.14,
are mainly due to coolant injected through the interior liners. After comparing
results for the isothermal operating point, the next section focuses on the design
point, where coolant and main flow temperatures are different.

Evaluating in the following, velocity plots at design point operating conditions
(see Fig. 3.16) where velocity measurements from a 5 hole pressure probe are
available leads to similar observations. Again, both models show a good agreement
with each other. In the liner region, due to the shallow injection angle, the axial
momentum predicted by the homogeneous injection model is higher than in the
simulation using the heterogeneous model (see Fig. 3.16a). Radial and tangential
velocities show a good agreement between both models and capture the velocities
measured in the experiment (see Fig. 3.16b,c). The radial velocity profiles show
a closer match than previously discussed radial profiles for isothermal operating
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Figure 3.15: Coolant air mass fraction on P40. View direction: Downstream. (Isother-
mal Operating Point).
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Figure 3.16: Velocity on P40. a) Axial momentum [%] b) Radial velocity [%].
c¢) Tangential velocity []. View direction: Downstream. (Design Point).

conditions. As already observed for the isothermal operating point, tangential
velocity profiles for the experiment in design point operating conditions show lower
values than predicted by both models. Globally, the flow field comparing design
and isothermal operating point is similar.

Studying the temperature field at the design point operating conditions allows
to investigate the coolant distribution on P40 (see Fig. 3.17), neglecting tempera-
ture changes caused by aerodynamic effects. Due to the absence of dilution holes
in the chamber design, the temperature distribution is highly non-uniform and
a well marked hotspot can be observed in the middle of P40. In the simulation
using the heterogeneous injection model (see Fig. 3.17b), coolant from the upper
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liner penetrates further into the domain compared to the simulation using the ho-
mogeneous injection model (see Fig. 3.17a) and thereby corresponds better to the
experimental results. In the experiment, coolant is transported even further away
from the liners than in both design point simulations, which is explained by higher

radial velocities found in the experiment.
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a) Homogeneous. b) Heterogeneous. ¢) Experiment.

Figure 3.17: Temperature [K] on P40 for design point. View direction: Downstream.

3.4.2 RMS and turbulent quantities

Having discussed general aspects of the flow field in Section 3.4.1, one now focuses
on turbulent features for isothermal operating conditions. Figure 3.18 shows the
impact of the effusion cooling modeling on the turbulent kinetic energy of both
simulations. Around the duct, due to shear layer interaction high levels of turbu-
lence are created, when the flow leaves the confining duct and meets with the flow
from neighboring swirlers. Using the heterogeneous model, turbulence created on
the crosssection through the swirler seems to be pushed further inside the domain,
away from the walls, which is linked to the steeper injection angle, if applying
the heterogeneous model. Originating from the shear layers right after the duct,
high levels of turbulence are seen to be transported through the entire chamber,
up to P40, where a characteristic wavy pattern is created. The recirculation zone
features low levels of turbulence in both models.

0 50 100 150 200 250 300 350 400

a) Homogeneous. b) Heterogeneous.

Figure 3.18: Plots of turbulent kinetic energy [T—;] on cross sections through domain.
(Isothermal Operating Point).

Despite these local differences in the combustor, both models obtain a similar
pattern of turbulent kinetic energy (TKE) on P40 (see Fig. 3.19). The wave-like
shape is caused by the PVC breaking down and interacting with neighboring PVCs
shortly after leaving the duct. For the heterogeneous model, the average TKE on
P40 is slightly higher than the value obtained using the homogeneous injection
model (see Tab. 3.2). This might be due to the PVC being better preserved using
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Table 3.2: Average values for turbulent quantities on P40.

TKE [%] Turbulent timescale [10~*s]

Homogeneous 176 1.39
Heterogeneous 188 1.42
Experiment 1.59

80 110 140 170 200 230 260

a) Homogeneous. b) Heterogeneous.

Figure 3.19: Turbulent kinetic energy [?—;] on P40. View direction: Downstream.
(Isothermal Operating Point).

the heterogeneous model as detailed later. It is further noticed that on the upper
right corner of P40, favored by coolant flow (previously shown on Fig. 3.15), shows
lower values for TKE in the simulation using the heterogeneous injection model.
Calculating the axial velocity RMS based on available HWA measurements allows
a direct comparison with the corresponding evaluations using both predictions (see
Fig. 3.20). On P40, experimental data and 2D maps obtained from both LES’s
show good agreement and the previously discussed wavy shape, caused by vortex
breakdown, is again visible. The more pronounced S-shape observed in the exper-
iment might originate from the fact that the experiment contains three-sectors,
while the simulations are one sector periodic. While the rotational movement in
the outer sectors in the experiment is slowed down due to wall interactions, the
swirl in the middle is less reduced by the weaker movement of the neighboring
swirlers. In the one-sector periodic simulation the rotational movement is reduced
more due to the presence of neighboring equally strong swirled flows. The longer
acquisition period of 5 s in the experiment as compared to 50 ms in the simulations
explains the smoother shape of second order quantities in the experiment.

LT EY av

a) Homogeneous. b) Heterogeneous. c¢) Experiment.
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Figure 3.20: Non-dimensionalized axial velocity RMS on P40. View direction: Down-
stream. (Isothermal Operating Point).

Plots of turbulent timescale both capture the largely undiluted (see Fig. 3.15)
hotspot as a region with large turbulent timescales (see Fig. 3.21). Position and
magnitude are comparable between simulations and experiment, although in the
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experiment access to longer acquisition time and fewer probe positions yield fields
that are more uniform on P40.

a) Homogeneous. b) Heterogeneous. ¢) Experiment.

Figure 3.21: Turbulent timescale [s] on P40. View direction: Downstream. (Isothermal
Operating Point).

3.4.3 Unsteady feature in P40

This section contains additional analysis of the LES predictions using dynamic
mode decomposition (DMD, see Section 2.2.3) [76]. DMD analysis of instanta-
neous solutions allows to find traces of the PVC on P40 that were observed in the
experiment, but not detected by Koupper [16] using a Fourier analysis on indi-
vidual probes. DMD is a very recent post-processing method that similarly to a
Fourier Transformation allows to extract frequencies and associated amplitudes in
a signal. Compared to Fourier analysis, which is performed on single probes, DMD
is more robust and allows to create 3D visualizations of amplitude as well as phase
angle for an entire domain. Typically, a Dynamic Mode Decomposition (DMD)
post-processing of a series of instantaneous solutions on P40 allows to reveal dom-
inant frequencies and amplitudes on P40. For both injection models, peaks of
the amplitude can be found at 315 Hz, the frequency of the PVC at isothermal
operating conditions (see Fig. 3.22). The frequency spectrum obtained by Dy-
namic Mode Decomposition [76] of a set of instantaneous 2D solutions on P40 (see
Fig. 3.22), shows similar values for both simulations. Both capture the PVC at a
frequency of 315 Hz. However the PVC signal is stronger in the simulation using
the heterogeneous injection model, possibly because of better conserved traces of
the PVC. The decay of turbulent kinetic energy is indicated by Kolmogorov’s -5/3
law [49].

When visualizing the pressure amplitude at PVC frequency (315 Hz) one ob-
serves two peaks in the middle of P40 (see Fig. 3.23). If applying the heterogeneous
injection model, the amplitude at PVC frequency is stronger, which may indicate
a better preserved PVC in P40.
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Figure 3.22: Power spectral density of pressure for homogeneous and heterogeneous
injection model from Dynamic Mode Decomposition of 2D solutions on P40.
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Figure 3.23: Pressure amplitude for 315 Hz on P40 for homogeneous and heterogeneous
injection modeling.

3.5 Conclusion

In this study, two industrial scale applicable LES effusion cooling models were
compared and evaluated against experimental data obtained from an engine rep-
resentative lean combustion simulator test rig. The heterogeneous injection model
can be applied to industrial gas turbine engines in the design process at a rea-
sonable level of additional cost (+0.3 % using the same mesh, determined over a
simulation time of 6 ms). Globally, the new model leads to similar results as the
well-validated homogeneous injection model. In the near wall region, the applica-
tion of the heterogeneous injection model leads to more realistic representation of
the cooling film. More specifically, and as observed by C. Koupper, the vastly used
homogeneous approach injects coolant at shallow angles to the surface and creates
a closed impermeable coolant film that yields to a high momentum coolant flow
close to the wall. In the heterogeneous modeling approach, the discrete injection
as well as the steeper injection angles promote mixing with the main stream and

56



3.5. CONCLUSION

give a more realistic flow field prediction close to the liners. Applying the hetero-
geneous model leads to a stronger recirculation zone and the presence of the PVC
is stronger at the exit of the combustor. In terms of model development, further
work regarding jet velocity profiles and jet penetration depth is presented in the
thesis of R. Bizzari [27]. Although the generic problem of one jet in a cross flow,
upon which most simple modeling approaches are based on, is well investigated,
the case of a jet array in the complex flow field of a lean combustion chamber is
still a very new field of research. Multi-jet interactions are still not well understood
and the insufficient accuracy of currently applied models requires the use of huge
safety factors in cooling system design.

In the next chapter the heterogeneous coolant injection model, presented and thor-
oughly investigated in this chapter, is applied to model the coolant injection on
high-pressure vanes.
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In gas turbine engines, the combustion chamber liners (discussed in Chapter 3)
and parts of the high-pressure turbine require active cooling to keep the material
temperatures below thermal stress limits. At the same time, the least amount of
coolant should be used to conserve air for the combustion process in the cham-
ber. To ensure long term safe operation of the engine, the NGV cooling system
has to provide sufficient cooling over a wide range of operating conditions. NGVs
are commonly cooled by use of interior cooling channels exploiting the heat sink
capacity of the coolant air and by the creation of a coolant film on the NGV sur-
face. The exterior coolant film created by injecting coolant air through multiple
holes on the NGV surface keeps hot gases away from the blade. In the FACTOR
combustor simulator, the main interest is to investigate component interactions
and the impact of cooling systems on the main flow. Temperature levels are low
(<530 K) to allow for various measurements and to ensure a long component lifes-
pan. The interior NGV cooling system is thereby simple and consists of two plena
that feed 171 coolant ejection holes on each NGV. This chapter focuses on the aero-
dynamic behavior of the coolant in the main flow and compares a fully meshed
cooling system simulation with another simulation where coolant is injected on
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discrete surface patches. The goal is to validate the heterogeneous coolant injec-
tion model for the modeling of the exterior NGV cooling system, which allows
to reduce cost if compared to a simulation with a fully meshed cooling system.
The heterogeneous injection model is later on used to model the NGV cooling
system in a fully integrated simulation of combustion chamber and high-pressure
turbine (see Chapter 7). The present study is a collaborative work of M. Harnieh,
M. Thomas and R. Bizzari. Results shown herein have been presented at the En-
gineering Turbulence Modelling and Measurements (ETMM) 2018 conference in
the paper ETMM2018-111 [95] and published in the Journal of Flow, Turbulence
and Combustion [28].

4.1 Introduction

To comply with new environmental regulations, the thermal efficiency of gas tur-
bines has been improved by increasing the temperature at the exit of the combus-
tion chamber. As a result, the thermal load on the Nozzle Guide Vanes (NGV) has
significantly increased. Indeed, the combustion temperatures in current burners
surpass the thermal stress limits of the blade material, which makes the use of
sophisticated cooling systems inside and around vanes mandatory. One efficient
solution is to bleed cold air from the compressor and re-inject it through coolant
pipes placed around the most thermally stressed areas of the vanes. Around the
vanes, the coolant forms a protective film, keeping hot gases away from the wall
and thereby limiting the surface temperature. The turbulence generated in the
flow affects the mixing between coolant and hot flow impacting the coolant film
integrity and thereby its cooling efficiency. The numerical prediction of the cooling
efficiency on cooled blades remains a challenge today. Reynolds Average Navier-
Stokes (RANS) simulations have been used in the past decades to predict the ther-
mal load on blades. Due to the size and the number of cooling holes, big efforts in
terms of engineering hours for mesh generation and computational resources are
needed to master such systems. To limit the associated cost, film cooling models
have been implemented in RANS [96-98], the aim of these models being to inject
the coolant flow on the wall without resolving the interior cooling system. However
if implemented in the context of RANS, the predictions still suffer from a lack of
accuracy to predict mixing [99-101] and obtained cooling efficiencies remain highly
sensitive to RANS closure as well as to mesh resolution. To alleviate this issue, one
solution is to perform Large-Eddy Simulations (LES) which resolve the most en-
ergetic turbulent structures on the mesh [102,103]. However, resolving the entire
NGV cooling system in LES requires a large number of cells to compute the flow in
the cooling system, so modeling the impact of the cooling system presents itself as
an attractive solution. The same situation has been encountered for the modeling
of multiperforated plates of aeronautical combustion chamber liners, as already
discussed in Chapter 3. To limit the associated computational cost, Mendez and
Nicoud [104] have proposed a homogeneous model with the objective to inject
the coolant homogeneously on the wall conserving the integrated mass flow rate
and tangential momentum flux over the wall. In this homogenization process, the
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dynamics of the jets is lost and the mixing with the hot flow is under-estimated.
While addressing this specific weakness, Bizzari et al. (2018) [88] have proposed
a LES model for multiperforated liners to take into account the position of perfo-
rations as well as the capacity of the local mesh resolution to properly represent
the jets. In this approach, the cooling system is not meshed, but additional inlets
for coolant flow are projected on the surface of the combustion chamber liners, or
in this case, blades allowing to save significant CPU resources and human work to
set up CAD and associated meshes. This new modeling approach provides better
results compared to the homogeneous model, reproducing the dynamics of the jets
if increasing the mesh resolution [27,105]. The present work aims to evaluate this
new modeling approach in the specific context of cooled NGV blades.

To assess the model, two simulations are carried out on the NGVs of the Euro-
pean project FACTOR (Full Aerothermal Combustor Turbine interactiOns Re-
search) [3], experimentally studied at the DLR (Germany) [17] and at UNIFI
(Italy) [106]. The DLR rig features a full annular non-reactive lean combustor
demonstrator with one high-pressure turbine stage. At the exit of the combus-
tor, the flow field features high levels of swirl, turbulence and temperature non-
uniformities. The blades are cooled by a cold flow originating from internal plena
and exiting through 171 holes on each vane. First, a fully meshed configuration
is considered including the cooling system: i.e. the plena and the holes. Then, a
second computation using the thickened hole model which does not consider the
internal feeding plena is produced. Finally, comparisons of both predictions are
detailed in an attempt to assess the capacity of the hole modeled approach for real
applications.

The discussion around this specific objective is organized as follows. First, the
modeling of the coolant injection is introduced in Section 4.2. Details on the
numerical set up, computational domains and LES modeling are presented in Sec-
tion 4.3. Finally, comparisons between the predictions with meshed and modeled
cooling system are reported in Section 4.4 including a detailed analysis of the film
cooling process taking place in both simulations. From this investigation, potential
improvements of the model are proposed in the conclusion as a path for its use in
the context of industrial and academic applications.

4.2 Coolant injection modeling

The coolant model, already described in Bizzari et al. [88], has initially been de-
veloped in the context of the combustion chamber as shown in Chapter 3. In the
following, the coolant model is adapted and presented in more detail in the spe-
cific context of NGV cooling. To do so, the geometric parameters of the cooling
holes are first presented. Next, the assumptions and mathematical details of the
model are introduced. Finally, the validity of the model in this specific context is
discussed.

The geometric parameters of the coolant injection holes to be modeled are
shown on Fig. 4.1. Note that this specific configuration has the particularity of
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Figure 4.1: Geometric definitions of the holes. Example of the pressure side view of
a cooled NGV (a). Normal blade view in the red square (b) and view of the A-A cut
(c). O is the center of the hole, D the minimum diameter of the hole, r the local radial
coordinate defined on the hole surface Sj, and « the inclination angle to the wall.

using only cylindrical holes. The hole exit surfaces can be assumed to be elliptical
and defined by the minimum diameter D of the hole surface S}, and the inclina-
tion angle to the blade surface a. A local radial coordinate r is defined on the hole
surface and attached to the hole center O. The normal direction is then defined at
the center of the hole while the tangential direction is chosen to be aligned with
the projection of the jet velocity vector onto the blade wall.

The main idea of the model is to directly inject the coolant using an equivalent
boundary on the wall surface without representing the coolant pipes inside the
blades. In the following, each hole is independently considered and the contribution
in terms of boundary fluxes of each hole is added. The injection of the coolant
on the wall and for a given hole is represented by an axi-symmetric normalized
distribution function f(r) centered on the hole center and defined on the total
surface of the blade S;; to geometrically identify the considered hole,

f(r) =05 (1 — tanh (%)) , (4.1)

where Az is the local mesh size, I' is the thickening factor (if the hole is under-
resolved, i.e % < 3) and 8 a numerical constant to limit the sharpness of the
distribution function on the mesh to avoid numerical issues. Bizzari et al. [8§]
shows that 8 = 0.1 is a correct value to represent the distribution function on usual

meshes to avoid numerical stability problems. The normal and tangential velocity
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profiles to be imposed by the model on the blade surface, respectively noted V,mode!
and V™%l are assumed to be stationary and to follow the expressions,

ymodel — A f(r), (4.2)
Vel = A f (r), (4.3)

where A,, and A; are constant parameters of the model and the distribution func-
tion f(r) is used to impose the shape of the velocity profiles on the blade surface
issued by the considered hole.

The model is built to conserve the mass and tangential momentum fluxes of the
physical jet through the considered hole section Sy... To do so, the model param-
eters A, and A; are determined following the conservation of the previous cited
fluxes through the total surface of the blade S;,; containing only the considered
hole between the physical and modeled jet,

/S pVmedel g — /S pVietds, (4.4)
tot hole

/ anmodel V;modelds _ / ,OVTZEt‘/tjEtdS, (45)
Stot Shole

where V7 and V;j °* are the normal and tangential velocity profiles of the real jet,
if known, and p is the density assumed uniform. Inserting the expressions of the
modeled velocity profile in the conservation equations gives,

/ A, f(r)dS — / VIS, (4.6)
Stot Shole

/ pAL A fA(r)dS = pVIetVieads, (4.7)
Stot Shole

resulting in expressions for A, and A,

A — < Vget >Shole Shole
/. Sy (ryds ~’

/. St (r)dsS

fsmt f2(r)dS’

where < e >g is the spatial average on section S. Note that the temperature
profile is kept uniform on the hole. To apply the model in the context of turbine
blades, one must know a priori the mass flow rate of each hole @, pole to retrieve the
surface averaged normal velocity and the jet angle to calculate the surface averaged
tangential velocity. The jet angle is assumed to be equal to the geometric angle
a of the hole leading to the following expressions of the spatial averages of the
velocity profiles,

(4.8)

At =< ‘/tjet >Shols (49)

< Vit > = ng:(z)le’ (4.10)

j Qm hole
<V > = —. 4.11
t Shole pShOletan(a> ( )
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Such a modeling approach was originally proposed in the context of multi-
perforated liners which operate in conditions that are different from the ones en-
countered for NGV flows, so deviations are expected between meshed holes and
hole-modeled predictions. Indeed, the model assumes that the velocity profile is
axi-symmetric, stationary and density as well as temperature are prescribed uni-
form on the hole section which differs from real cooling hole features present in
turbines [107]. In terms of flow characteristic and response in the specific context
of jets in cross flows, the operating condition of the jet issued by the cooling sys-
tem is usually determined by use of the blowing and momentum ratios respectively
noted M and J,

< pV >
M= %, (4.12)
< pV?% >

where oo refers to the local free-stream condition. For combustion chamber liners
typical values are 5 < M < 20 and 30 < J < 90 [26] while for blade cooling
systems, typical values are around one for both M and J [108]. Inter-hole distances
are also quite different, the overall number of holes and their proximity strongly
impacting the resulting cooling film dynamics. Differences in flow responses as
well as model sensitivities will thus arise depending on the context of use. One
objective of the following discussion is to highlight such changes and their potential
importance in the context of a hole modeled LES of NGVs.

4.3 Domain, mesh and LES modeling

In this section, the geometry, the numerical set up and LES modeling are intro-
duced. Next, the resulting velocity profiles on the hole surfaces issued from the
model are detailed and then compared to a meshed holes LES to highlight poten-
tial differences in terms of coolant injection.

The configuration addressed for the study focuses on the NGV section of the
FACTOR test rig [3,17,106]. The operating point of the blades is given at P41,
the exit plane of the stator, and summarized in Tab. 4.1.

Blade feature Value

Axial chord length (ACL) 40 mm
Mach number 0.93

Reynolds number based on ACL | 430 000

Table 4.1: Summary of the operating point of the blades. The Mach number and
Reynolds number are computed at the trailing edge axial plane using the axial chord
length (ACL).
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Figure 4.2: Domain used for the study: a) computational domain and b) NGV details.

For all computations discussed hereafter, the computational domain retained
represents a 18° periodic sector (1/20" of the full annular domain) of the high-
pressure nozzle section of the FACTOR test rig containing two NGVs respectively
denoted as NGV1 and NGV2 (see Fig. 4.2). The domain is axially limited by the
turbine inlet plane (P40), which is well numerically and experimentally charac-
terized, and located 17 mm upstream the blades i.e. 0.425 Axial Chord Length
(ACL). The outlet is located 6 ACLs downstream of the blades to avoid interac-
tions between the flow region of interest with the outlet boundary (see Fig. 4.2a).
In the real system, coolant around both NGVs is supplied by two plena for each
NGV (see Fig. 4.2b). This coolant fluid is then used to generate a film on the NGV
wall by exiting the blade internal system through perforations that are located for
the first set near the blade leading edge (between /¢ = 0 and z/c = 0.3) on the
pressure and suction side. This specific set of holes are thereafter denoted as the
leading edge (LE) rows (displayed in Fig. 4.2b). A second set of holes is located
upstream of the trailing edge (between z/c = 0.6 and z/c = 0.7) on the pressure
side and will be identified as the trailing edge (TE) rows.

All simulations rely on the resolution of the compressible LES equations [109,
110] for which subgrid-scale turbulent closure relies on the WALE model proposed
by Nicoud and Ducros (1999) [111]. Note that for the discussed predictions, all
walls are treated using an adiabatic logarithmic law of the wall to alleviate the
overall cost imposed by a wall resolved LES and reproduce an industrial context
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most likely encountered for such LES [33,112,113].

Inflow and outflow boundary conditions are specified using the Navier-Stokes
Characteristic Boundary Condition (NSCBC) formalism [114,115]. The inlet
boundary condition is extracted from a time-averaged LES of an integrated com-
putation of combustion chamber and NGVs, to be detailed in Chapter 5. In this
section, the combustor operating point used to provide the inlet conditions on
P40 corresponds to the design point at the UNIFT rig without blades as presented
in Section 1.2.1 and discussed in Chapter 5. Note that the high-pressure vanes
were installed at the UNIFI rig after these simulations were performed, so despite
featuring vanes, the operating point in the combustor corresponds to the oper-
ating conditions at the UNIFI rig before vanes were added to the test rig. The
time-averaged 2D maps of the mass flow distribution pU; and static temperature
T are extracted at the plane P40 and imposed at the inlet of the computational
domain featuring a stationary field without turbulence injection and a hot spot of
temperature aligned on NGV1 and a swirled flow as shown in Fig. 4.3. Note that
due to the low Mach number at the exit of the combustion chamber, static and
total values correspond quite well. The coolant mass flow rates @,,; and @Q),,» are
imposed at the inlet of the plena at the temperature T,,4 = 300 K, in agreement
with the targeted operating point of the system, Tab. 4.2. The addition of a pas-
sive scalar allows tracking the coolant flow throughout the domain. Equivalently,
at the outlet, the surface averaged static pressure is imposed to reach the operating
point of the blades and the radial equilibrium is naturally obtained using a specific
3D NSCBC outlet boundary condition [22,116].

440 480 500
CULL UL L] ]

Figure 4.3: 2D temperature map including a hot spot and swirled flow imposed at the
inlet boundary condition. Arrows evidence the swirled flow.

Finally, integration of the modeled equations is obtained by use of the finite element
numerical explicit scheme TTG4A, 37 order in space and 4™ order in time [117].
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Patch Variable | Spatial mean value
Inlet Qm 0.240 kg.s~!
Inlet Tinter 455 K
Plena LE Qm1 0.012 kg.s~!
Plena TE Qo2 0.006 kg.s~!
Plena LE & TE T o4 300 K
Outlet P oiet 87000 Pa
Wall Adiabatic wall law

Table 4.2: Boundary conditions used in the meshed holes LES.

For the above discussed conditions, two LES are produced: a) a so-called
meshed holes LES and b) a hole modeled LES. For the first one, the entire com-
putational domain is considered: i.e. including the vane and the different internal
cooling systems. The corresponding mesh is composed of 73 million of tetrahedra
with 35 million elements needed to discretize the cooling system. Special refine-
ment of the surface mesh at the cold flow injection location is done to discretize
the diameter of holes with around 13 — 15 points. Note further that, to ensure that
the locally strong gradients induced by the injection of the coolant are properly
captured by the meshes, an adaptive mesh refinement process has been applied
to refine the mixing regions between main flow and coolant jets [118,119]. The
second prediction, referred to as the hole modeled simulation uses a mesh that is
derived from the meshed holes LES mesh without including plena and the pipes
connecting the internal flow to the main flow. The resulting cell number is therefore
38 million cells and corresponds to the vane mesh of the meshed holes simulation.
These changes in cell counts result in CPU costs presented in Tab. 4.3 for one flow
through time defined as the time taken by a fluid particle generated at the inlet to
reach the outlet following a streamline. It is worth to note that the projected holes
are sufficiently resolved so that the thickening factor in Eq. 4.1 is ' = 1 meaning
that the modeled coolant injection area is not enlarged in this context.

CASE Number of cells | CPU cost (CPUH)
meshed holes LES 73.10° 10 000
hole modeled LES 38.10° 3000

Table 4.3: Summary of the LES computations and CPU cost for one convective time.
Computations were performed with the High Performance Computing (HPC) resources
of IDRIS on the Blue Gene machine TURING.

One requirement behind the hole modeled approach is the knowledge of mass flow
distribution issued by each hole to be considered by the model. Equivalently, the
meshed holes LES can only be considered as a reference if the corresponding mass
flow distribution is known and controlled (a strong function of the coolant model
is to reproduce the correct pressure loss distribution across all perforations). To
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validate this specific point in the case of the meshed holes LES, the coolant mass
flow rate distribution through the holes is gauged against available RANS predic-
tions relying on a wall resolved RANS (see Fig. 4.4). Clearly, both predictions
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Figure 4.4: Cold mass flow distribution along the blade. Red circle o represents the
meshed holes LES and solid blue line = the RANS simulation.

give equivalent coolant distributions confirming that the meshed holes LES can be
used as the reference in this work. For the hole modeled LES, the distribution of
the coolant mass flow rate is deduced from the meshed holes LES to limit sources
of differences to the proposed modeling procedure.

In the meshed holes LES, the exiting jet profile is potentially unsteady and non
axi-symmetric contrarily to the hole modeled approach. This non axi-symmetry
and unsteady activity is confirmed by Figs. 4.5 & 4.6.

a) b)
U,
0 65 130 195 260 325

WIIIIIIII|HHIIIIII

Figure 4.5: Time-averaged normal profiles of the mass flux pU;n; at a coolant ejection
hole located in the last cooling row at mid height of NGV1 for the meshed holes (a) and
hole modeled (b) LES.

In both cases, the 2D maps of the time-averaged normal profile of coolant mass
flux are extracted for both predictions: i.e. pU;n; where n; is the hole normal at
the exit section of one specific hole of NGV1. Contrarily to the hole modeled LES
(see Fig. 4.5b), the mass flux profile in the meshed holes LES is not axi-symmetric
and shows a horse-shoe pattern (see Fig. 4.5a). The unsteady activity is evidenced
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a) b)
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Figure 4.6: Turbulent kinetic energy TKE at a coolant ejection hole located in the
last cooling row at mid height of NGV1 for the meshed holes (a) and hole modeled (b)
LES.

through the profile of the turbulent kinetic energy T'K E shown for both cases on
Fig. 4.6. For the hole modeled prediction (see Fig. 4.6a), the turbulence intensity
is around 5 % and located in the jet shear layer, a feature that is not taken into
account by the hole modeled approach (see Fig. 4.6b). These different coolant flow
topologies between a meshed holes and a hole modeled LES are expected.

Despite these coolant injection differences, the coolant jets issued from the
model reproduce well the jet penetration and the thickness of the film as evidenced
by a zoom on the near wall region of the coolant temperature isosurface (see
Fig. 4.7). The jets issued from the hole modeled LES are more coherent compared
to the meshed holes LES due to the lack of injected turbulence at the blade surface
with the model. The remaining question is to what extent the coolant model
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Figure 4.7: Instantaneous isosurface of the coolant temperature to evidence the coolant
injection near the surface blade of NGV1 in the meshed holes case (a) and hole modeled
case (b).

impacts the prediction and the development of the coolant film in comparison
with the reference simulation. This specific question is the main subject of the
remaining discussion, which focuses on the qualification of the modeling and the
impact on the temperature of the NGV walls.
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4.4 Results

In this section, detailed comparisons of both LES predictions are proposed to qual-
ify the capacity of the hole modeled approach to reproduce accurately the coolant
injection for complex NGV simulations. First, obtained operating conditions and
flow organization issued by both LES are studied to ensure the comparability.
Then, the effect of the model on the NGV surface temperature is investigated. Fi-
nally, the film evolution is more specifically addressed in both cases with emphasis
on the ability of both simulations to reproduce the mixing process taking place
between the hot and cold flows in the near wall film.

4.4.1 Mean flow operating conditions and flow organiza-
tion

The wall temperature of a complex NGV geometry is the result of multiple factors
that are tightly coupled. For uncooled NGVs and with adiabatic wall boundary
conditions, the wall temperature is governed by the aerodynamics induced by the
presence of the blade and the impact of the hot spot. When cooling systems are
applied, the wall temperature is influenced by more complex phenomena and re-
sults from the mixing between the hot and cold stream as well as the associated
aerodynamic response of the flow dictated by the operating point of the blade. In
the case of film cooling, the discrete nature of the cold stream injection all around
the blade boundary layer clearly hinders the analysis. As a consequence and prior
to a deeper analysis of the hole modeled approach, a verification of the overall
operating condition provided by the two simulations is mandatory.

This specific point is addressed in Tab. 4.4, where the mass flow traveling
through the system, the total temperature T; and pressure P, at P40, corresponding
to the inlet of the domain, are compared to ensure that both LES meet the same
operating point. The drop of total variables between the plane 40 and plane
P41 located 1.5 ACL downstream the inlet is evaluated to verify the impact of
the blade on the aerodynamics for both LES. Note that P, and T; are here mass
flow averaged on the considered planes. The pressure loss in the simulation with
the modelled cooling system is slightly higher than for the other case, which can
be explained by the modeled jets penetrating further into the flow and thereby
generating higher losses. Using a mass-flow inlet in combination with a pressure
outlet, this translates to higher inlet pressures for the simulation with the resolved
cooling system.

Values confirm that both simulations meet the same operating point and that the
coolant flow injection is equal in both cases. Here, the total pressure loss is not
only determined by the losses generated by the presence of vanes in the flow, but
also influenced by the addition of coolant (7.5% of mass flow on P40) inside the
domain. When comparing both cases, the total pressure loss difference is found
to be slightly more important for the meshed holes LES. The higher pressure
loss in this case is due to higher losses in the near wall layer caused by increased
interactions between the resolved coolant injection system and the main flow. This
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CASE meshed holes LES \ hole modeled LES
Hot mass flow rate (kg.s™') 0.240*
Cold mass flow rate (kg.s™!) 0.018*
Tia0 (K) 443*
Py (Pa) 149738 149619

Suw,40 0.19 0.19

7_;540 — 7—;541 (K) 0.1 0.4

Pt40 - Pt41 (Pa) 4673 4483

Table 4.4: Main and coolant mass flow rates for both LES and total pressure P; and
total temperature T} at the inlet of the domain (P40) and drop between the planes P40
and P41 (* values are imposed by the inlet boundary condition).

difference is discussed later. For the overall comparison of both simulations, the
pressure loss difference is however negligible.

The operating point of the blades is now studied by investigating the flow ex-
pansion through the vane passages for both LES. Figure 4.8 provides the isentropic
Mach number profiles at mid height of both NGV,

2 PSCL’I’Z ’Y’y;l
Ma;, = —[<1+ Lg> —1], (4.14)

v—1

where P is the time-averaged pressure on the blade surface, Pitagn the pressure at
the stagnation point and v the local heat capacity ratio. Clearly, the expansion
through NGV1 & NGV2 (see Figs. 4.8a&b) for both LES predictions is in good
agreement. Differences remain local and appear for NGV2 (see Fig. 4.8b) on the
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Figure 4.8: Isentropic Mach number Ma;s along NGV1 (a) and NGV2 (b) at mid
height of the vanes. Red circles o represent the meshed holes LES and the solid blue line
— represents the hole modeled LES. The axial extent of the cooling rows is indicated by
lines.

pressure side and for NGV1 on the suction side (see Fig. 4.8a) for the axial posi-
tions 0.7 < x/c < 0.9. For NGV2, this location corresponds to the TE injection
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holes on the pressure side, indicating that the two approaches locally impact the
aerodynamics of the flow in a different way.

Looking at the mean total temperature field at mid height on Fig. 4.9 confirms
that NGV1 is impacted by the hot spot in both predictions. The cold flow issued
from the NGV1 cooling system is thus expected to picture stronger gradients of
total temperature than NGV2. Aside from this inflow difference between NGV1
and NGV2, total temperature maps appear very similar for both simulations ex-
cept maybe in the region of the coolant flow injection near the blade surfaces. As
already observed before, coolant jets are more marked in the hole-modeled LES
compared to the meshed holes LES. As a result, the model is seen to impact total
temperature distribution in the near-wall region. Later in this chapter, specific
investigations of the mixing process in the coolant film will be presented to find
the origins of these deviations.

To assess the hot spot transport between planes P40 and P41, the mass flow
averaged mean total temperature field is further averaged in space for different
radii in plane P40 and P41 yielding the radial profiles of Fig. 4.10. At plane P40,

(a) (b)

Total temperature (K)
300 320 360 400 440 |ATO 500

L L]

B

Figure 4.9: Time-averaged total temperature field at mid-height. (a) Meshed holes
and (b) hole modeled LES.

no difference is noticed between both LES confirming that the inflow imposed is
the same. In plane P41, the profiles appear also very similar and differences arise
only near the carter (top section of the curves), between 0.6 < h/H < 0.8 show-
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Figure 4.10: Radial total temperature profile at the axial plane P40 (a) and P41 (b).
Red circle o represents the meshed holes LES and solid blue line — the hole modeled
LES.

ing a weak impact of the model on the migration of the hot spot through the NGVs.

Overall, verifications of the mean operating point, flow expansion and flow
topology confirm that both LES are equivalent with only minor differences at-
tributed to the different coolant injection approaches. These findings clearly un-
derline the limited impact of modeling, highlighting the suitability of the proposed
approach for more efficient LES of such problems. Verification is however still
needed. Since the objective is to predict surface temperatures and efficiency of
designed film cooling strategies, blade temperature profiles are addressed in the
following section.

4.4.2 Vane surface temperature predictions

The impact of both models on the surface temperature distribution is displayed
in Fig. 4.11. Agreement between both simulations for the surface temperature
maps of both NGVs is confirmed. Indeed, both approaches capture all macro-
scopic features around the two blades. Patterns only locally deviate by small local
temperature variations and limited spatial extents.

As anticipated, the surface temperature distribution on NGV1 (see Fig. 4.11a&c),
seems to be strongly influenced by the swirled flow. For this blade, the swirled
flow radially deviates the cold flow on the blade surface. This effect is stronger
on the pressure side of NGV1 because of the impact of the hot spot and associ-
ated residual swirl at the same location. The effect is clearly weaker on NGV2,

73



CHAPTER 4. ASSESSMENT OF A COOLANT INJECTION MODEL FOR
COOLED HIGH-PRESSURE VANES

: R "
Suction side - Pressure side Suction side - Pressure side

a) NGV1 meshed holes. b) NGV2 meshed holes.
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Figure 4.11: Time-averaged adiabatic wall temperature on NGV1 and NGV2 for both
LES.

Fig. 4.11b&d). If focusing on the surface temperature obtained with the hole mod-
eled LES, the patterns remain similar to the meshed holes LES predictions but
peak values are more pronounced with the model. The deviation induced by the
swirled flow seems not to be impacted by the model. Locally, the traces of the cold
jets, visible by cold temperature zones at around 7' = 300 K on the blade surfaces
appear more coherent for the hole modeled LES indicating that the mixing with
the hot flow is less efficient. To quantify the impact of the model on the surface
temperature distribution, the radial profiles of the surface temperature for both
NGVs are plotted on Fig. 4.12 by averaging in space the total temperature for
each radial position. These profiles confirm that for NGV1, both approaches are
very close with a maximum deviation of 10 K (2.5 %) and temperature peaks that
are locally accentuated indicative of local cool or hot streams. The difference is
more important for NGV2 with a maximum deviation of 15 K (4 %) and observed
over a larger radial extent. For both NGVs, the use of a hole modeled approach
induces a surface temperature that is slightly colder at mid-height with no impact
near the top and bottom walls, where the injected coolant does not reach. To
conclude, a hole modeled approach does not fully recover the meshed holes pre-
diction indicating that the near wall boundary layer flow is partially impacted.
Since fundamental differences are present when using a hole modeled approach,
such differences were expected compared to a fully meshed approach. In that re-
spect, results also confirm that such an approach remains attractive while mixing
between the coolant film and the external hot stream clearly differ. To find the
origin of such a difference in the near wall film prediction, this region is specifically
investigated in the next section.
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Figure 4.12: Radial profile of the surface temperature for NGV1 (a) and NGV2 (b).
Red circle o represents the meshed holes LES and solid blue line = the hole modeled
LES.

4.4.3 Investigation of the cooling film and mixing behavior

A key feature differentiating the predictions of the meshed holes LES and the
modeled one is the coolant film development around the NGVs. To quantify and
address this specific region of the flow, the coolant is traced in both simulations
using the passive scalar hypothesis. Indeed, injecting such a scalar, noted Y.ooiant,
through the jet orifices, eases the analysis of the coolant films since it is not affected
by compressible effects, viscous work or the non-uniformity of temperature fields
imposed at the inlet. To track the coolant fluid, Y,,un: is imposed as 1 at the inlet
of the cooling system and 0 at the inlet of the main flow. It is then transported by
the flow through convection and diffusion, the retained diffusion coefficient D ooant
being that of air. From such an approach, one directly accesses the hot versus cold
proportions of the fluid with Y. = 1 — Yepoiant. Such a passive scalar furthermore
provides access to a clear vision of the film topology. In the following, the inves-
tigations will be focused only on the passive scalar at mid-height of the blades to
exclude the effect of the residual swirl, end-walls and secondary flows. The instan-
taneous film topology near the leading edge of NGV1 is displayed at mid-height
in Fig. 4.13 for both predictions. For the meshed holes as well as the hole mod-
eled predictions, the coolant directly injected by the inlet plenum and through the
coolant pipes clearly results in a coolant film along the blades. Indeed, after a local
perturbation of the hot flow near the exit of each pipe, the coolant re-attaches on
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Figure 4.13: Cooling mass fraction near the leading edge of NGV1 at mid-height. Left:
Resolved; Right: Modeled.

the wall in both simulations. The mean topology of the coolant distribution seems
however more diffused in the meshed holes LES, indicating a difference of mix-
ing between the two approaches. This impact seems also more important on the
pressure side of the NGV. To illustrate the difference of coolant distribution, the
profile of Y, oan: is plotted along the wall normal distance on both sides of NGV1
at different axial positions at mid-height of the blade on Fig. 4.14. Note that
profiles are normalized by the local film thickness ¢ defined as the normal distance
from the wall up to the arbitrary position where Y, pant = 0.05. If confronted
to the mesh resolution near the blade walls, the film thickness is observed to be
discretized by roughly 5 points, the wall point corresponding to a wall unit value
y+ between 50 and 100 confirming that wall modeling is a crucial component. As
a consequence, the resolved dynamics captured by the present LES in this region
of the flow is under-resolved, stressing again the importance of modeling in such
predictions. From Fig. 4.14a, at x/c = 0.25, on the suction side, the passive scalar
decreases monotonously away from the wall starting from a fixed value at the wall
to the corresponding external value of the film. On the pressure side, the behavior
is different, i.e. the value of the passive scalar presents a maximum, not located
at the wall, indicating that the coolant distribution in the film is complex and
linked to the preceding local injection process of the coolant. Such observations
are confirmed by other profiles, the pressure side film being more complex than
the suction side film. When comparing the meshed holes coolant distribution to
the hole modeled one, differences are noticed near the walls where coolant con-
centrations differ. Note that both LES give the same results at «/c = 0.75. This
specific location corresponds to the TE hole location at mid height (see Fig. 4.14c¢)
indicating that the injection process in both simulations is consistent. Upstream of
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Figure 4.14: Profile of the coolant mass fraction for different axial positions at (a)
x/c = 0.25, (b) z/c = 0.50, (c) z/c = 0.75 and (d) z/c = 0.90 at mid-height along
NGV1. Red circles o represent the meshed holes LES and the solid blue line = the hole
modeled LES. Pressure side (PS) is at the bottom and suction side (SS) at the top. 4 is
the film thickness.

this position, the coolant injected at the LE hole location for example seems more
affected and is observed to radially drift because of the swirled flow as previously
shown on the vane surface temperature plots (see Fig. 4.11). Contrarily to the TE
hole injection, it seems that differences of the free stream flow between LE holes
will affect the modeling. Indeed, at x/c = 0.50 and x/c = 0.90 (see Fig. 4.14b&d),
the hole modeled simulation over-estimates the value of the passive scalar if com-
pared to the meshed holes prediction. This indicates that more coolant is present
with the hole model approach. As a consequence, the coolant distribution affects
the film thickness evolution plotted along the blades on Fig. 4.15 at mid-height for
both NGVs and LES.

For NGV1 (see Fig. 4.15a), the film thickness increases on the pressure side
due to the coolant injection by the LE and TE rows for the meshed holes LES.
Between the cooling rows, the film thickness decreases due to the strong impact
of the swirled flow which radially deviates the coolant. On the suction side, the
swirled flow has less impact as described in Section 4.4.2 and the film thickness is
only driven by the mixing between the coolant and the hot flow. Comparing the
response of both NGVs; the film thickness seems more disturbed on NGV2 (see
Fig. 4.15b). On the pressure side of NGV2, the thickness increases at the coolant
injection positions and then decreases due to the effect of the swirled flow as previ-
ously mentioned. On the suction side, one can notice a monotonous increase of the
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Figure 4.15: Film thickness along (isocontour of Y ,pant = 0.05) the blades for NGV1
(a) and NGV2 (b) at mid-height. Red circles o represent the meshed holes LES at the
pressure side. Red triangles A represent the meshed holes LES at the suction side. The
solid blue line — represents the hole modeled LES at the pressure side. The dashed blue
line - - - represents the hole modeled LES at the suction side. Cooling row holes axial
locations are indicated.

thickness without additional coolant injection, indicative of a diffusive process of
the coolant fluid within the film in this region. If comparing modeling approaches,
one observes that the hole modeled formalism under-estimates the film thickness
evolution along both NGVs compared to the meshed holes LES.

Previously described processes taking place within the film, in its outer edge
and near the injection points, can be adequately analyzed by performing a mass
balance of the passive scalar concentration within the control volume corresponding
to the film at mid-height as shown in Fig. 4.16. Neglecting the laminar terms in

Cg@lant

Cooling Mass Fraction
— 1

—
N
k.
bfi!m.

Figure 4.16: Control volume at mid-height to apply the mass balance in the coolant
film. The control volume is delimited by the sections corresponding to the ejection exit

of the coolant pipes Scyq, the walls Sy,q1, the thickness of the coolant Sy and the film
section S

the transport equation, the balance of the coolant mass fraction in the control
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volume gives:

Q. fitm Y fitm = /

pUi)/coolantnidS"i_/ pUiYcoolantnidSu (415>
Ss

Scold

1 - -
= Ylem = (/ pUi}/coolomtnidS + / pUi}/;oolantnidS) . (416>
Qm,film Ss Scold

where @, firm is the mass flow rate in the coolant film, pU; is the mass flux, n;
the surface normal and Yy, is the mass flow weighted coolant film mass fraction
defined as: s
Y, fO pUinincoolantdnw
film — s ——
fo pU’andnw

where n,, is the normal coordinate from the wall and ® the time average operator.
As mentioned Y7y, represents the mass flow weighted coolant mass fraction in the
film thickness section Sy, and results from the coolant passing through the film
thickness section Ss and the coolant injected from the hole sections S..q, Eq. 4.16.
The latter contribution was shown to be conserved by the model, proving that
Y¢im depends only on the transport process taking place through Ss5. Resulting
Y¢im values are plotted on Fig. 4.17 for both NGVs and both LES at mid-height.
On both NGVs and for both LES, Yy, increases at the coolant injection posi-

(4.17)
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Figure 4.17: Coolant film mass fraction Yy, along NGV1(a) and NGV2(b) at mid-
height. Red circles o represent the meshed holes LES at the pressure side. Red triangles
A represent the meshed holes LES at the suction side. The solid blue line — represents
the hole modeled LES at the pressure side. The dashed blue line - - - represents the hole
modeled LES at the suction side.

tions on the pressure side. On the suction side, Y};,, decreases along the blades
due to the absence of cooling holes. On both sides of NGV1 (see Fig. 4.17a), the
model reproduces well the evolution of Y}, compared to the meshed holes LES
although it over-estimates the overall levels of Y};;,, meaning that more coolant re-
mains in the film when using the modeling approach. On both sides of NGV2 (see
Fig. 4.17b), the model follows the same evolution of Y}, along the blade and over-
estimates also the levels of coolant in the film thickness. Deviations are noticed
on the pressure side at the TE coolant injection positions where levels of coolant
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are locally higher in the meshed holes LES meaning that the coolant distribu-
tion around NGV2 differs at this specific position. This local discrepancy was also
noticed on the profile of the isentropic Mach number of Section 4.4.1 (see Fig. 4.8).

Clearly, a key feature to reproduce observed Yy, is the ability of the LES to
correctly predict the mixing of cold and hot flows in the near wall region. Mixing
will induce a spatial evolution in the normal profile of Y, 010n: along the wall normal
direction. In that respect, the state of mixing between the hot and coolant flows
can be quantified by measuring the non-uniformity of the cooling mass fraction
profile along the wall normal in the film. To do so, the non-uniformity parameter
Y! o 1s introduced as the difference between the local value of Y,pan: and the

COx

spatial averaged of the profile < Y ,o1ant >5 00 S, so that,

!/

coolant — YvCOOlant_ < }/coolant >g - (418)

One can then express the integrated gaps < Y/2, . >g issued by the differences

O
between the local value and spatial mean value,

2 2 2
< Y::/oolant >g=< Y;oolant >g — < YvCOOIaTLt >S7 (419)
< YZOQOZant >3 -1 < YCOOl‘lnt >%' (4 20)
v Rl iy —r :
< }/;oelant >S < noolant >5
. . . . Y’2
The non-uniformity of the profile of Y ,oane s given by %@ and computed

coolant

with Eq. (4.20) and is equivalent to a measure of the mixing state, bounded be-
tween 0 and 1. If the mixing state equals 1, the profile of the coolant mass fraction
is flat, indicating that the hot and cold flows are fully mixed within the film;
otherwise, the profile is not flat meaning that the flow is not totally mixed. The
evolution of the mixing state along both blades for both sides and for both LES
is given on Fig. 4.18.

For both NGVs, the mixing state is seen to increase in the region of coolant
injection and to decrease elsewhere. This evolution is very similar to the film
thickness one (see Fig. 4.15) indicating that the film thickness § is linked to the
mixing state. For NGV1 (see Fig. 4.18a), the mixing state of the hole modeled
LES is lower than the one from the meshed holes approach on both sides. For
NGV2 (see Fig. 4.18b) the mixing state is also lower if using the model but the
evolution is more disturbed, presenting a minimum value at /¢ = 0.6 in a region
with few coolant on the blade surface.

One origin of the differences is the source of the mixing which originates from
the coolant flux through Ss. This flux of coolant through the edge of the film Sj
appears in Eq. (4.16) and can be split into a mean and a turbulent contribution
using the Reynolds decomposition and Favre averaging [120] e so that,

B L~ ~ _ ”/\_/ .
/ choolantUinidS - / pY;oolantUinidS + / pY;oolantUi nzds ) (42]—)
Ss Ss Ss P
Mean field contribution Resolved turbulence contribution
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Figure 4.18: Mixing state at mid height along NGV1 (a) and NGV2 (b). Red circles
o represent the meshed holes LES at the pressure side. Red triangles A represent the
meshed holes LES at the suction side. The solid blue line — represents the hole modeled
LES at the pressure side. The dashed blue line - - - represents the hole modeled LES at
the suction side.

where Y | U! corresponds to the resolved turbulent diffusion of Y,,0qnt and ” the
temporal fluctuations with respect to the Favre averaging. Since the film remains
attached to the wall far from the injection holes, the direction of the flow at the
edge of the film thickness can be assumed to be tangential to the wall if neglecting
the normal velocity to the wall in the film thickness. As a result, the mean velocity
U; is roughly orthogonal to the wall normal of the film section along the blades
which indicates that the resolved turbulence contribution term dominates the mean

field contribution term in Eq. (4.21). Consequently, Yeooant levels originate from
U/ at the edge of the film thickness

—_—

section Ss. In the following, the cross correlations Y U! are not directly inves-
tigated but only estimated from the contribution of the turbulent velocity U;™*
and the contribution of the turbulent passive scalar field Y)* .. In the follow-
ing, U™ is estimated from the turbulent kinetic energy map TKE and Y7* .

is estimated from the temporal Root Mean Squared (RMS) Y,,,s computed with
Yrms = \/Y2

e olant — YCOOMMZ. Both fields are displayed in Fig. 4.19 and Fig. 4.20 at
mid-height for NGV1 and NGV2 for both LES. Results confirm that the activity
of the Y,,,s seems strongly correlated to the turbulent kinetic energy map TK E
around the blade validating the fact that the turbulent mixing can be evaluated
from TKE and Y,,,s maps. In the meshed holes LES (see Fig. 4.19a&c¢), the turbu-
lent mixing between the coolant and the hot flows takes place in the film thickness
and is more important at the coolant injection locations. These maps further-
more evidence that the turbulence is produced within the plena and pipes of both
NGVs and is then propagated around the blades in the film (see Figs. 4.20a&c).
On the pressure side, the turbulent kinetic energy generation occurs at the coolant
injection locations. Between coolant injection rows, turbulence decreases due to
the acceleration of the flow. On the suction side, the turbulence is created near
the NGV and then decreases downstream. One can also notice an increase of the

the turbulent mixing represented by Y”

coolant
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Figure 4.19: Ypjs map at mid height on NGV1 and NGV2 at mid-height for both
LES. Top (a) & (b), NGV1. Bottom (c) & (d), NGV2. Left (a) & (c), meshed holes.
Right (b) & (d), hole modeled. The film thickness is represented by the white isoline.

turbulent kinetic energy level at z/c ~ 0.75 for both NGVs without injection of
coolant indicating a potential turbulent transition of the film at this specific posi-
tion which could explain the thickening of the film on the suction side previously
noticed on Fig. 4.15. The level of turbulent mixing and turbulent kinetic energy
for both NGVs predicted by the hole modeled LES (see Fig. 4.19b&d) is very low
compared to the meshed holes one (see Fig. 4.20b&d). Since the plena and the
pipes are not meshed and instead exit velocity profiles are imposed by the model,
the turbulence production term is not adequately represented on the hole modeled
mesh which de-activates the associated Y,,,s production term. These views are in
agreement with the fact that the turbulent mixing of coolant taking place within
the film section Sy is effectively almost zero in both cases confirming that more
coolant remains in the film and it is only its upper mixing that is miss-represented
when using the modeling approach

To conclude, the investigation of the impact of the model on the adiabatic vane
surface temperature shows that the blades are slightly colder if using the model.
By tracking the coolant with a passive scalar and performing a mass balance in the
near wall regions of the blades, it can be deducted that the mixing is less efficient
with the model. Results show that the lack of mixing in the model is due to absence
of turbulent fluctuations in the coolant film, keeping the film temperature near the
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Figure 4.20: Turbulent kinetic energy maps TK E on NGV1 and NGV2 at mid-height
for both LES. Top (a) & (b), NGV1. Bottom (c) & (d), NGV2. Left (a) & (c), meshed
holes. Right (b) & (d), hole modeled. The film thickness is represented by the white
isoline.

cold injected temperature. Since the pipes are not meshed and no turbulent fluc-
tuations are injected with the model, as shown previously, the mixing is decreased.
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4.5 Conclusion

In the present study, the applicability of a coolant injection model, initially devel-
oped in the context of multiperforated liners in the combustion chamber, to predict
the surface temperature of turbine blades with Large-Eddy Simulation (LES) has
been assessed. To evaluate the coolant model, a reference meshed holes LES has
been performed on the Nozzle Guide Vanes (NGV) of the FACTOR project and
then compared to a hole modeled LES keeping the same mesh around the blade
and numerical set up. The operating points of both LES have first been checked to
assure the comparability of both LES. The estimations of the CPU cost for both
LES show a drastic reduction of the CPU time when the holes are modeled and
not meshed. This permits to test many hole layouts for a given blade geometry in
a design process. The hole modeled LES gives indeed a very close distribution of
the vane surface temperature with a maximum under-estimation of 4 % compared
to the meshed holes LES. Investigations of the coolant film show that the film
temperature is colder in the hole modeled LES. Estimations of the mixing state
show that the mixing is less efficient in the hole modeled LES compared to the
meshed holes LES. Indeed, the evaluation of the turbulent mixing contribution
indicates that the turbulence is produced in the pipes, which is not taken into
account by the model, leading to a lack of agitation in the film, which explains
the lower wall temperatures. As a result, the model needs to be improved by con-
sidering, for example, injection of synthetic turbulence at the exit pipe section in
future studies.
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Part 11

Analysis of the combustor and
high-pressure turbine flows

This part of the manuscript focuses on the analysis of the flow field in the
combustion chamber and high-pressure vane passage. With respect to Part I, the
domain is extended to include the high-pressure turbine. In Chapter 5 two different
clocking positions are investigated and heat load differences are discussed. Chap-
ter 6 investigates the impact of the flow field in the chamber on the flow topology
in the isolated high-pressure vane domain. A novel approach to create realistic un-
steady inlet conditions for isolated high-pressure vanes LES is presented allowing to
recover the flow field of an integrated combustion chamber-high-pressure vane sim-
ulation to a large extent. Finally an integrated combuster & high-pressure turbine
simulation is performed and compared against experimental results.

85






Chapter 5

Analysis of the chamber clocking
position dependent heat load on
the NGV surface
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5.1 Introduction

Today, high pressure turbine components are designed to meet specific aerody-
namic performance goals over a wide range of operating conditions. At the same
time, hot section components of an engine need to attain a long lifetime, which is
only guaranteed by the application of sophisticated cooling systems. These parts
are manufactured from single crystal Ni-based superalloys [121], which due to com-
plicated manufacturing processes belong to the most expensive components of an
engine. Operating cost of gas turbine engines are thereby greatly influenced by
the durability of hot section components, which are exposed to a harsh aerother-
mal environment causing a multitude of different failure modes such as high cycle
fatigue, low cycle fatigue, hot corrosion/oxidation, creep, and thermomechanical
fatigue. In the 1980s, the investigation of hot-spot phenomena, provoked by the
discrete positioning of fuel injectors in the combustor caught more and more at-
tention from the research community.

Starting from 1982, when the NASA Lewis research center established the first
experimental facility to investigate the impact of hot streaks on the high-pressure
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turbine [122], ten other test facilities dedicated to the investigation of combustor-
turbine interactions went into service [123-126]. In 1999, Dorney et al. [127] gave a
review of experimental and computational studies on the migration of hot streaks.
Povey and Qureshi (2009) [128] then summarized developments and research on
combustor simulators dedicated to the investigation of the impact of Inlet Tem-
perature Distortions (ITD) on the high-pressure turbine. These studies clearly
identified hot-streak phenomena as a major obstacle for further increasing the
efficiency of gas turbine engines, as increasing the thermodynamic efficiency in-
evitably requires higher temperatures. In the past decades, efficiency driven rising
Turbine Entry Temperatures (TET) and pressure ratios decreased the heat sink
capacity of air bled of the latter stages of the compressor, thereby promoting the
development of sophisticated cooling systems for the stator of the high-presure tur-
bine. Likewise, the introduction of NO, reducing compact design lean combustion
concepts in the next generation of aircraft engines entails a harsher thermal envi-
ronment in the combustion chamber and therefore at the inlet of the high-pressure
turbine [4]. Indeed, compared to current state of the art rich quench lean (RQL)
combustion concepts, the flow field of lean combustors is characterized by higher
levels of turbulence, stronger temperature non-uniformities due to a combustion
process operated at lean conditions and stronger fuel injection system generated
residual swirl. Such flow features adversely alter secondary flow patterns in the
high-pressure turbine, leading to increased aerodynamic losses and modified heat
load [128-130]. Recently, the European FACTOR! project, which is the basis for
the herein presented research, was launched to investigate combustor-turbine in-
teractions in next generation lean combustion chambers using a joint CFD and
experimental approach.

In the context of efficiency driven increasing combustion chamber tempera-
tures, a better understanding of unsteady flows is of major importance. However,
the harsh aerothermal environment in combustion chambers complicates accurate
measurements, which often makes simulations the only tool to gather spatially well
resolved data allowing to understand interaction phenomena present in the com-
bustion chamber. Steady state CFD simulations may however be insufficient to
capture the thermal impact of locally highly unsteady flows and thereby induce the
application of huge safety margins to account for such uncertainties. With increas-
ing affordability of high performance computational resources, high fidelity Large
Eddy Simulations (LES) can today be applied in the combustor and high-pressure
turbine design phase and come as a credible complement to existing RANS predic-
tions although validations are still required. This work contributes to this specific
context by introducing LES based predictions and analysis to highlight thermally
critical areas depending on the clocking position between combustion chamber and
vanes.

'FACTOR (Full Aerothermal Combustor Turbine interactiOns Research) is a collaborative
European research project co-funded by the European Commission within the 7th Framework
Programme (2010-2016) under the Grant Agreement no265985 to investigate interactions of lean
combustion chambers with the high-pressure turbine.
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Results detailed hereafter have been presented at the ASME Conference 2017
(GT2017-64648) [131] and more comprehensive investigations are detailed in this
chapter. First, the FACTOR test rig and the operating conditions simulated here
are described. Note that the operating conditions in this chapter are different
from those finally obtained at the FACTOR test rig at DLR Gottingen, as most
simulations were performed before the start of the experimental campaign. The
next section presents numerical methodology and LES setup. Statistical tools used
here are introduced and explained in Section 2.2. Finally, in the result section,
three different simulations are discussed:

1.) Combustion chamber only (already introduced in Chap. 3),

2.) Combustion chamber and NGVs in leading-edge clocking position,

3.) Combustion chamber and NGVs in passage clocking configuration.
Simulations are first compared in the combustor part and validated against avail-
able experimental results. In the following, the nozzle is addressed based on nu-
merical results only. The flow field in the nozzle is discussed and clocking position
dependent heat load differences are evidenced by a conjoint analysis of high order
temperature moments and turbulence quantities.

5.2 Combustor-NGV Setup

This section informs about specific geometrical features of the FACTOR geometry
and the two swirler-NGV clocking positions which are investigated in this chapter.
Note that for all discussed simulations, the axial periodic numerical domain of the
FACTOR test rig is retained. It therefore contains one swirler and two NGVs with
an Axial Chord Length (ACL) of 40 mm, representing an 18° section of the full
annular non-reactive test rig. To reduce the impact of boundary conditions on the
zone of interest, the domain features a large entry plenum and a pressure outlet
sufficiently far from the NGVs. The combustor module is identical to that pre-
viously discussed in Chapter 3. In this study, two different swirler-vane clocking
positions are investigated (see Fig. 5.1a) and compared against the chamber only
simulation of Chapter 3. Note that the specificity of each case is that: In the lead-
ing edge clocking position (LE), the hot-spot impinges on the NGV (see Fig. 5.1b)
and in the passage clocking configuration (PA), the hot-spot travels through the
NGV passage (see Fig. 5.1c) [132]. Hereafter, the NGV hit by the hot-spot in
LE-clocking configuration is denominated LE1, the other is called LE2. For the
PA-clocking configuration, the combustor module is turned by 4.5° and the NGVs
are respectively named PA1 (=LE1) and PA2 (=LE2). In the simulation without
vanes, i.e. from Chapter 3, the swirler is at the same position as in the LE case.
Therefore the flow field on P40 is similar and not shifted as in the PA case. The
NGV cooling system is not considered in this study, because the focus here is to
investigate the impact of the vanes on the flow field.

As said before, the specificity of the present Chapter is the inclusion of the

vanes in the simulations. In these cases, the vane inlet Reynolds number based on
the vane axial chord and inlet velocity is about 106 000 while the outlet Reynolds

89



CHAPTER 5. ANALYSIS OF THE CHAMBER CLOCKING POSITION
DEPENDENT HEAT LOAD ON THE NGV SURFACE

Table 5.1: FACTOR operating conditions [16] at the trisector test rig at the University
of Florence without vanes.

IOP DP
Static pressure on P40 [kPa] 115 147.65
Mach number on P40 [-] 0.113 0.108
Mass flow [kg/s] 4.8 4.8
Flow split swirler [-] 65% 65%
Flow split outer cavity [-] 21% 21%
Flow split inner cavity -] 14% 14%
Swirler inlet temperature [K] 300 531
Coolant air temperature [K] 300 300

Swirler Reynolds number [-] 168 500 111 000
Swirler Mach number -] 0.108 0.112

—

number is about 424 000 for an outlet Mach number of 0.96. All simulations are
performed at design point (DP) operating conditions (see Tab. 5.1). Measurement
data of the FACTOR geometry without NGVs is available from a trisector test
rig at the University of Florence at isothermal (IOP) and design point operating
conditions [106]. Certain measurement techniques like HWA require isothermal
conditions. The comparability of both operating points is discussed in [16]. While
the operating points are well matched for the simulations on the chamber only
domain, pressure levels are slightly lower for the simulations including the high-
pressure vanes in the domain as the pressure loss over the vanes is a priori not
known. The static pressure on P40 is 140325 Pa for the LE case and 141877 Pa
for the PA case. Note that the clocking positions and operating points presented
in this Chapter do not correspond to the final test configuration at the FACTOR
test rig in Gottingen (see Chapter 7). The reason for this is that the FACTOR test
rig in Gottingen became operational after most numerical studies were performed
and that in a first experimental campaign the initially planned operating point
could not be obtained.

All simulations presented here are performed using AVBP [60], a massively
parallel CFD code developed by CERFACS. In this study, simulations are first
converged using the Lax-Wendroff scheme [66], then a more accurate finite element
two-step time-explicit Taylor Galerkin scheme (TTG4A), fourth order accurate in
time and third order in space, is used for the discretization of convective terms [67].
Simulations with vanes are evaluated over a period of 40 ms (approx. four flow-
through times) using the TTG4A scheme, while the averaging time of the chamber
only prediction is 140 ms. This difference explains the smoother flow fields of the
chamber only simulations, especially when comparing higher order statistics. To
access turbulence quantities using autocorrelation [23,38], a constant time step of
4 x 107%s, corresponding to a maximum CFL number of 0.9 is used.

When it comes to modelling, the sub grid scale (SGS) turbulent contributions
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| I
LE-Clocking

NGVI NGV 11

PA-Clocking
\\ l I
a) The scheme shows the leading edge position of both NGVs in a 18° sector and
the clocking position dependent middle axis of the swirler. (View direction: Downstream).

b) Leading edge (LE) clocking. c) Passage (PA) clocking.

Figure 5.1: FACTOR geometry with leading edge and passage clocking positions [132].

are computed using the Smagorinsky model [51]. This model, originally developped
for exterior flows, is one of the most robust and widely used LES SGS model. Ef-
fusion cooling systems are modeled with a homogeneous injection model [25] (see
Chapter 3). The near-wall behavior is modeled by wall functions. Finally, simula-
tions are performed using a mass flow inlet, combined with a pressure outlet using
different values for chamber only and vane cases. The target pressure value on
P40 is thereby controlled by the pressure imposed at the exit of the domain, which
can lead to small deviations as the flow behavior in the nozzle is not a priori known.

The hybrid mesh contains 70 million cells (see Fig. 5.2) and uses prism layers
around the NGV to guarantee low y* values approaching 10 (see Fig. 5.3), whereas
the rest of the domain is discretized by tetrahedral cells. A mesh independency
study is included in [15] and confirms the adequacy of the presented solution. The
simulation was performed on 512 cores for a computation cost of 260 khrs using
Turing (IDRIS-GENCI - France). One solution is about 1 GB and for the study of
the temporal evaluation 650 instantaneous solutions of the LE clocking simulation,
interpolated on a coarse grid (15 Mio cells / 120 MB each), were stored. These
interpolated solutions are used to perform POD/DMD analysis of the flow field.
For all other purposes, solutions from the full computational grid are used.
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Figure 5.2: Mesh on H/h=0.5 from end of duct to NGVs for LE clocking.

b) NGV trailing edge.
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indicates line through swirler, later used for comparisons.

Figure 5.3: Different views of the computational grid in the NGV domain.
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5.3 Results

In this section, the flow field in the combustion chamber is presented first and
validated against available experimental data. Afterwards, the discussion focuses
on the flow field in the nozzle addressing differences between LE and PA clocking
simulations based on numerical predictions only. Interactions present between
the flow in the chamber and NGV are visualized and lead to a more detailed
discussion of the impact of the clocking position on the flow in the high-pressure
turbine. Finally, clocking position dependent heat load differences are evidenced
by a conjoint analysis of high order temperature moments in the NGV passages.

Analysis of dominant flow features in the chamber

To introduce the discussion in this chapter, this section shows the existence of in-
teractions between chamber and vane flow using POD. To do so, coarse grid inter-
polated instantaneous solutions are treated by POD as described in Section 2.2.2.
In the PA clocking configuration, instantaneous solutions were not stored on coarse
grids so the following addresses only the LE prediction. Features are nontheless
expected to be also present for this other configuration. Part of the activity pic-
tured in the LES mean fields as well as in the experiments detailed in the following
discussion, comes from the presence of the PVC in P40. This finding is confirmed
if looking at Fig. 5.4 which shows a clear peak at 500 Hz in P40 as well as a small
peak at 1000 Hz. Such a frequency spectrum indicates that the PVC still impacts
the flow field on P40 which most likely influences the flow dynamics as discussed
hereafter.

10
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0.01F
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10°

10k

100 1000 10*
Frequency [Hz]

Figure 5.4: Frequency spectrum on P40 with marked peak at 500 Hz and 1000 Hz
(PVC) calculated using a DMD on static pressure on instantaneous LES solutions.

Using POD on instantaneous pressure fields, the PVC is clearly captured by
the first few POD modes, which identifies the PVC as the most energetic structure
in the flow field. Indeed, the combination of specific POD modes allows the recon-
struction of a turning fluid structure corresponding to the PVC in the combustor.
A fast Fourier transformation (FFT) of the retained modes allows to confirm the
presence of peaks at 500 Hz and 1000 Hz. Then visualizing the spatial distribution
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of these modes, one observes a one armed structure at 500 Hz (see Fig. 5.5a) and
a two armed structure at 1000 Hz (see Fig. 5.5b). Note that in both cases, activity
can be also observed in the NGV passage, where the first POD modes highlight
flow features close to the walls. This shows that flow structures in the passage are
actively modulated by the strong activity in the chamber and justifies the follow-
ing discussion around the flow field in the chamber and its impact on the flow in
the vane passage.

a) b)

Figure 5.5: Visualization of individual spatial POD modes calculated on pressure with
isosurface for positive (red) and negative (blue) values. a) Visualization of mode 1 with
500 Hz peak. b) Visualization of mode 3 with 1000 Hz peak.

5.3.1 Flow field in the combustion chamber

First, some general features of the flow field in the combustion chamber are pre-
sented and differences between simulations are explained. The leading edge (LE)
and passage clocking (PA) configurations are compared to the simulation without
vanes (Combustion chamber, CC only, using the homogeneous coolant injection
model), which was presented in Chapter 3. To do so, the flow field is visualized on
planes through the central axis of the engine, on a plane downstream of the swirler
and on P40, the intersection between combustion chamber and high-pressure tur-
bine.

In the combustion chamber the flow is dominated by the PVC (see Fig. 5.6) and
its characteristic frequency of 500 Hz is seen to impact large parts of the domain
as stressed in the introduction and detailed later. Note that this characteristic
frequency depends on the operating conditions and is found to be around 315 Hz
for isothermal operating conditions, presented in Chapter 3. The PVC usually
features one main arm, occasionally two arms rotating with a phase difference of
180°. Shortly after leaving the restraining duct, the PVC breaks down and creates
small vortices that propagate through the domain.
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Figure 5.6: PVC visualized as instantaneous isosurface of pressure for the chamber
only case for different time steps. The PVC is created by the swirler and breaks down
shortly after leaving restraining duct.
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Figure 5.7: Central axial cross section cuts of an instantaneous flow field through the
swirler from swirler to P40. (LE case, Design Point).

This specific dynamics of the flow can be visualized by instantaneous contours
of axial velocity, static pressure and static temperature as shown in Fig. 5.7 at
a given instant of the LE case. Note that instantaneous solutions for the other
cases show a similar behavior, so a comparison is omitted at this point and the
focus lies more on a qualitative discussion of flow features. In the axial velocity
plot (see Fig. 5.7a), high velocities at the walls inside the duct as well as the re-
circulation zone in the middle of the swirler and chamber are well visible. Outside
the duct, velocities are rather low. At the liners, locally increased axial velocity is
caused by the coolant injection. The instantaneous pressure contour (see Fig. 5.7b)
clearly shows the swirler generated PVC as a low pressure zone propagating from
the swirler to the lower edge of the duct, where it breaks down, causing the wavy
pattern observed in P40 (to be detailed afterwards and seen in Fig. 5.23b). Kelvin-
Helmholtz instabilities at the duct edges are also visible as low pressure zones and
the injection of coolant is seen to locally increase the static pressure level near the
liners (see Fig. 5.7b). The instantaneous temperature field (see Fig. 5.7¢c) finally
visualizes the mixing behavior between the hot main flow and the coolant flow in-
jected by the effusion cooling system of the liners. Clearly, the absence of dilution
holes leaves the central hot-spot largely undiluted and the coolant mostly travels
along the liners.

To do a more quantitative comparison of the predictions with available time-
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averaged PIV measurements, non-dimensional mean axial velocity plots of simula-
tions at design point are discussed (see Fig. 5.8a). Quantities are non-dimesionalized
here to account for the different operating points in experiment and simulation [15].
Note that PIV measurements were performed without the attached high-pressure
turbine and that due to the absence of seeding particles in the coolant flow, the
velocity measurement near the multiperforated liners is close to zero. In contrast
to that, high axial velocities are seen in all simulations given that the homoge-
neous coolant injection model is applied in all cases. Due to the high rotational
speed induced by the swirler, air exiting the combustor is accelerated towards the
duct wall and axial velocities along the inner duct walls are rather high, whereas
lower velocity values can be observed in the center. Outside of the duct, the flow
is mostly stagnant. Following the duct, a recirculation zone with negative ax-
ial velocities is created. Compared to the experiment, the recirculation zone in
the simulations seems slimmer, especially for the cases with vanes (Fig. 5.8¢/d)
which might point to one possible impact of the vanes on the upstream flow field.
With the presence of vanes, velocities in the recirculation zone are higher, albeit
its spatial expansion is reduced compared to the case without vanes (Fig. 5.8b vs

Fig. 5.8¢/d).

-0.1 01 03 05 0.7 0.9 11

a) Exp (IOP).  b) LES CC (DP). «¢) LES LE (DP). d) LES PA (DP).

Figure 5.8: Central axial cross section cuts of the averaged axial velocity normal-
ized by reference velocity (see Tab. 5.1) through the swirler from swirler to P40.
Unondim = U/Uref, Uref,DP = 51.3mM/S, Ureprop = 37.5. Simulations: LE / PA clock-
ing and combustion chamber (CC) only at design point; PIV experiment at isothermal
operating point.

Throughout the combustion chamber, the swirling motion induced by the fuel
injection system impacts the flow field (see Fig. 5.9) and contributes to the com-
plex flow conditions on P40. Similarly to the axial velocity field, the mean tangen-
tial velocity observed on a cross-section plane is very similar for all simulations.
The presence of vanes (Fig. 5.9a vs Fig. 5.9b/c) as well as the clocking position
(Fig. 5.9b vs Fig. 5.9¢) seem to only slightly impact the flow field upstream of P40
and on the combustor central plane.

Note that when it comes to mean pressure fields, these differ slightly from one
another due to the different losses issued by the different configurations addressed.
Figure 5.10 is thus non-dimensionalized by the average pressure on P40 to allow
a direct comparison of all cases. As previously mentioned, these pressure differ-
ences can be explained by the numerical approach, i.e. imposing a mass flow rate
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-30-20-10 O 10 20 30

a) LES CC (DP).  b) LESLE (DP).  ¢) LES PA (DP).

Figure 5.9: Central axial cross section cuts of the averaged tangential velocity [*] field
through the swirler from swirler to P40. (Design Point).

together with a pressure outlet. Pressure loss may also differ due to the imposed
changes in geometry: i.e. different clockings. Despite this specific difficulty, all
predictions are very similar and show lower pressure values in the middle of the
duct, created by the swirling motion induced by the fuel injection system. All
simulations also show increased pressure levels where coolant is injected at the
liners of the combustion chamber. Small differences are visible in the shear layer,
right after the duct. Here, pressure values in the LE prediction are indeed slightly
higher than in the other cases indicating a different overall pressure loss in all these
simulations.

0.8 0.988 0.996 1.004 1.012 1.02

a) LES CC (DP).  b) LES LE (DP).  ¢) LES PA (DP).

Figure 5.10: Central axial cross section cuts of the non-dimensional pressure field
through the swirler from swirler to P40. Pressure is non-dimensionalized by average
pressure on P40 (CC: 147640 Pa, LE: 140325 Pa, PA: 141877 Pa). (Design Point).

Mean temperature distributions on the cross section going through the swirler
up to P40 are again seen to be very similar for all cases (see Fig. 5.11). As expected,
the duct is uniformly filled with hot air injected through the swirler. After the
duct, this hot air mixes with the cold air injected by the effusion cooling system.
Note that the cold air does not penetrate far into the flow so that the hot-spot
stays largely undiluted as seen on P40 in the following section. One minor differ-
ence is that the coolant close to the liners penetrates slightly further into the hot
main flow for both cases with vanes as compared to the simulation without vanes.

Following the discussion of the general flow field, the unsteady activity of the
flow can first be evaluated looking at RMS fields. To do so, the Turbulent Kinetic
Energy (TKE, TKE = 0.5(u2,,, + v2,, + w2,,)), on the mid cross section cut
going through the swirler is shown in Fig. 5.12. For all simulations, high levels
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a) LES CC (DP).  b) LESLE (DP).  c¢) LES PA (DP).

Figure 5.11: Central axial cross section cuts of the temperature field through the
swirler from swirler to P40. (Design Point).

of turbulence can be seen right downstream of the restraining duct, where the
high velocity flow inside the duct meets the rather stagnant outer flow. In the
predictions with vanes (see Fig. 5.12b&c), the level of turbulence in this region is
higher than in the case without vanes. Potential reasons for this are the generally
higher velocities in the vane cases and the interactions imposed on the upstream
flow by the vanes. Close to the swirler, in the center of the duct, the chamber only
simulation shows higher turbulence levels than both other predictions. Further
downstream, predictions with vanes show a region of low turbulence activity that
falls together with the recirculation zone. Indeed, the recirculation zone is rather
stable which explains the low turbulence levels.

0 100 200 300 400 500 600

a) LES CC (DP).  b) LES LE (DP).  ¢) LES PA (DP).

Figure 5.12: Central axial cross section cuts of the TKE [m?/s?] field through the
swirler from swirler to P40. (Design Point).

More quantitative discussion of the flow field in the chamber is intended by
Fig. 5.13. The focus here is the flow field in the swirler. To allow for a quantita-
tive comparison of the three different simulations, averaged flow quantities (Axial
velocity, Pressure, Temperature, TKE) along a line (marked on Fig. 5.3e) through
the middle axis of the duct are presented. Experimental data is not available at
this location, so the following discussion addresses the numerical predictions only.
The combustor only simulation shows highest axial velocities in the swirler and also
the strongest recirculation zone, as previously observed when comparing 2D plots
(see Fig. 5.13a). Both simulations that include vanes are close to each other and
feature a weaker recirculation zone. The static pressure increases slightly through
the swirler (see Fig. 5.13b), which confirms the observation from the above 2D
plots. High radial velocities inside the swirler lead to a reduced pressure in its
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center. When moving towards the exit of the swirler, the rotation slows down and
the pressure increases. The CC case features highest pressure values. This is, as
previously mentioned, due to the simulation approach of setting a mass flow rate
at the inlet and the pressure at the outlet. As the pressure drop over the domain
is not known beforehand, it should be stressed that present geometrical changes
(i.e. presence of vanes) can also explain observed differences. Temperature levels
through the swirler are quite similar, as there is no coolant flow moving upstream
through the swirler (see Fig. 5.13c). Similar observations were already reported
when considering the flow field on the cross section plane going through the swirler
and middle axis of the combustor. After the end of the duct, coolant mixes with
the hot flow and the temperature drops. Here, the LE case shows the highest tem-
perature values and the PA case the lowest. When entering the chamber through
the swirler high values of turbulence are created at the beginning of the duct (see
Fig. 5.13d). Inside the duct the chamber only case features highest turbulence
values, that however decrease towards the exit of the duct, where they can be
found in-between LE and PA case values. Further downstream, values increase
again due to turbulence created by the shear layer at the lower edge of the duct.
Here the upward movement due to the geometrical shape of the chamber (compare
with Fig. 5.3e) moves the high turbulence shear regions to the observation line.

To better understand the flow field, a plane perpendicular to the swirler axis
and located downstream the duct (noted P* on Fig. 5.3e) is used to visualize the
flow field. At this location, no experimental data is available, so that discussions
are limited to a comparison of numerical predictions. As mentioned previously, the
main flow is restrained by the duct after entering the chamber and forms a ring of
high axial velocity (see Fig. 5.14). Close to the liners, high values of axial veloci-
ties are seen due to the coolant injected using the homogeneous coolant injection
model discussed in Chapter 3. Inbetween liners and the central main stream, the
flow is almost stagnant. Inside the central flow, low or negative velocities can be
observed, corresponding to the central recirculation zone. Note that at this specific
axial location, the chamber only simulation features the largest recirculation zone.

One can also note that, apart from the axial movement, the flow field is dom-
inated by high levels of residual swirl, caused by the swirler at the entrance of
the chamber and visualized by radial velocity plots (see Fig. 5.15). The radial
movement is seen to be well conserved further downstream due to the presence
of the confining duct and appears to be rather similar for all cases. Because of
the geometrical shape of the chamber (i.e. the middle axis of the swirler is below
the middle of P40) the upwards movement is seen to be stronger at this specific
axial location. The LE case also features higher values of radial velocity, whereas
the chamber only case shows the lowest values. With the mass flow through the
system being conserved for all cases, the velocities are inversely proportional to
the operating pressure of the system. Following the velocity plots downstream of
the swirler, non-dimensional pressure plots are visualized on Fig. 5.16. Here, a low
pressure zone is visible in the center of the combustor and, close to the liners, the
pressure is higher due to the coolant injection (in agreement with Fig. 5.14). The
low-pressure zone appears largest for the chamber only case. In the LE prediction,
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Figure 5.13: Flow quantities on line through center of the swirler (Red line on
Fig. 5.3e).

differences between low pressure zone in the center and higher pressure zone close
to the lower liner appears pronounced. The coolant injected through the liners,
impacting the velocity as well as the pressure distributions in this region, is seen
to locally decrease the temperature (see Fig. 5.17). In the center, the plot down-
stream of the swirler shows a central undiluted hot-spot as the coolant injection
system does not penetrate far into the flow. The coolant stays mostly close to the
liners, as also seen in plots further downstream in the following discussion. On
the left side of the domain, the hot flow moves closer to the outer liner due to the
rotational movement induced by the swirler.

Finally, T K E maps in P* again show a ring shape, with low values in the cen-
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Figure 5.14: Axial velocity [m/s] in chamber after swirler (noted P* on Fig. 5.3¢).
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Figure 5.15: Radial velocity [m/s] in chamber after swirler (noted P* on Fig. 5.3¢).

ter and close to the liners (see Fig. 5.18). In the azimuthal direction, high levels
of turbulence can be observed near the periodic boundaries of the domain. Here,
the rotating fluid meets the rotating flow from the neighboring swirler moving in
the opposite direction. This creates a shear layer and results in higher levels of
turbulence. At this specific point, both cases with vanes feature slightly higher
turbulence values, again confirming the effect of this device on the combustor flow.
Note also that the ring shape in the PA case is slightly more oval than round, which
could be an impact of the vane passage alignment with the swirler. Higher TKE
values in the cases with vanes, may be due to higher velocities, previously shown
in this section. Further, increased TKE values also indicate more losses, that may
contribute to the globally higher pressure losses in the cases with vanes. Besides
TKE, T, also shows activity in the flow field and is important for the following
discussion. T},,s values are indeed high near the inner and outer liners, where the
main flow mixes with the injected coolant (see Fig. 5.19). In the central region as
well as directly next to the liners, T),,s values are low. The T,,,s distribution is
impacted by the upward movement on the left side and the downward movement
on the right side - a shape later also observed on P40. Note that higher TKE
levels observed in both cases with vanes (see Fig. 5.18) do not lead to increased
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a) LES CC (DP). b) LES LE (DP). c¢) LES PA (DP).

Figure 5.16: Non-dimensional pressure [—| in chamber after swirler (noted P* on
Fig. 5.3e). Pressure is non-dimensionalized by average pressure on P40 (CC: 147640 Pa,
LE: 140325 Pa, PA: 141877 Pa).

vww
ey el e

B [ [T

320 340 360 380 400 420 440 460 480 500 520

a) LES CC (DP). b) LES LE (DP). c¢) LES PA (DP).

Figure 5.17: Temperature [K] in chamber after swirler (noted P* on Fig. 5.3e).

values of T,s.
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a) LES CC (DP). b) LES LE (DP). c¢) LES PA (DP).

Figure 5.18: TKE [m?/s?] in chamber after swirler (noted P* on Fig. 5.3¢).

5 152535455565

a) LES CC (DP). b) LES LE (DP). c¢) LES PA (DP).

Figure 5.19: T,,,s [K] in chamber after swirler (noted P* on Fig. 5.3e).

Flow field in P40

Having discussed the evolution of different variables through the combustion cham-
ber, the focus now lies on P40, the intersection plane between combustor and high-
pressure tubine. At this location, measurement data, i.e. radial and tangential ve-
locity obtained at the University of Florence allows for experimental validations.
Note that the experimental data used for comparison was obtained from the UNIFI
rig without attached high-pressure nozzle. Such experimental data confirms that
the flow field on P40 is primarily characterized by residual swirl as well as by the
presence of strong temperature fluctuations and high levels of turbulence. Once
again, when compared to experimental data, mean radial and tangential velocity
plots compare well with experimental results obtained by means of a 5 hole probe
used to determine static/total pressure and flow angles [106] (see Fig. 5.20). Note
that in the PA clocking configuration, the swirler is shifted by 4.5° which is the
reason for the angular shift of radial and tangential velocity plots whenever com-
pared to the LE or CC predictions. The velocities in the experiment are slightly
higher than in the simulations and cases with vanes feature slightly higher veloci-
ties than the chamber only case.
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Figure 5.20: Radial and tangential velocity on P40. Black lines indicate middle axis
of swirler and inclined grey lines indicate vane positions. View direction: Downstream.
(Design Point).

Looking at total mean quantities such as total temperature and total pressure
on P40, the hot-spot is seen to remain largely undiluted and very well marked
due to the presence of the confining duct (see Fig. 5.21a). The temperature dis-
tribution for the PA case is similar to the LE case, albeit shifted by 4.5°. As
previously discussed, coolant flow does not penetrate far into the main stream and
the absence of dilution holes in the lean combustor demonstrator accounts for high
temperatures in the middle and cold flow close to the liners. Regarding the pres-
sure distribution, a low pressure zone linked to the residual swirl can be observed
in the middle of P40 (see Fig. 5.21b) for the LE case. For the PA simulation, the
low pressure zone is again shifted by 4.5°.

Figure 5.22 shows azimuthally averaged profiles (black lines) for the previ-
ously discussed total quantities along with the azimuthally averaged maximum
(red lines) and minimum (blue lines) values that occurred over the investigation
period. The azimuthal average total temperature agrees well for both cases (see
Fig. 5.22a). For both predictions, azimuthally averaged temperature values fluc-
tuate by approximately £+ 50 K (difference between red and blue lines) or 12.5%
over the investigated time period, with larger variations close to the inner and
outer liners. These larger temperature fluctuations observed close to the liners are
also mirrored in the higher RMS values in this region, which is discussed later.
The envelope of maximum and minimum temperature values follows the same
shape as the average temperature value with increased values in the middle of the
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Figure 5.21: Total quantities on P40 for LE and PA case. Total pressure non-
dimensionalized by average value on P40 (LE: 141953 Pa; PA: 143523 Pa). Black lines
indicate middle axis of swirler and inclined grey lines indicate vane positions. View
direction: Downstream.
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Figure 5.22: Azimuthal averaged profiles (minimum during investigation time, tempo-
ral average, maximum during investigation time) on P40 for PA and LE LES cases.

channel. The mean temperature is in general closer to the maximum temperature
value than to the minimum temperature value which indicates a negatively skewed
temperature distribution (to be discussed later). Note also that the temperature
values close to the inner liner are generally higher than the values close to the outer
liner which is explained by a larger coolant mass flow close to the outer liner. This
again is due to the geometrical shape of the chamber (compare Fig. 5.3e): The
coolant injection per surface area is equal for the inner and outer liners. However,
towards the exit of the chamber, the inner radius increases, while the outer one de-
creases. The pressure distribution is almost flat, with somewhat reduced pressure
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levels at mid-height (see Fig. 5.22b). In both simulations, pressure locally varies
by + 1.5 kPa (difference between red and blue lines) or around 1% over the inves-
tigated time period. Here, the LE prediction shows slightly lower total pressure
values than the PA case. The shape however shows again a good agreement.

Higher order statistics are now addressed further as these have been identified
as essential for the validation of high-fidelity LES. Indeed, HWA measurements of
the axial velocity component at isothermal operating conditions allow for a com-
parison of higher order statistics, in this case TKE,, (TKE,, = 1.5u2,,,,,) and
turbulent time scale (see Fig. 5.23). To comply with experimental data, T K FE,,
is calculated on the axial velocity component and values are non-dimensionalized
by the average value in the experimental investigation zone (see Tab. 5.2) to allow
for a direct comparison. For the calculation of ¢4, please see Section 2.2. Com-
parisons with numerical predictions at design point operating conditions are again
in good agreement with the non-dimensionalized quantities obtained from experi-
mental data. As previously observed for the mean fields, PA case predictions for
TKE,, and t;,; are shifted by 4.5° as compared to the other cases. As expected,
isothermal operating conditions feature lower T'K F,, values due to lower veloci-
ties in this case. For cases with vanes, T K F,, values are higher than in the case
without vanes which confirms an impact of the vanes on the flow field upstream.
Despite rather different 0D values, T K E,, 2D maps show all a similar wavy pat-
tern created by the break down of the fuel injection system generated CRZ in the
chamber (see Fig. 5.23a). In the center of P40 and in the liner region, locally per-
sistent flow features, that coincide with the hot-spot, are present in all cases (see
Fig. 5.23b). These are evidenced by longer timescale values observed close to the
liners, where coolant flow migrates through the passage. Note that, the hot-spot is
surrounded by a ring of short turbulent timescale values likely linked to the PVC,
which indicates intense turbulence activity in this region of the flow. In the cases
with vanes, the central spot of longer turbulent timescales is less marked, which is
again an impact of the vanes on the flow field upstream.

| Exp (IOP). CC only (DP). LES LE (DP). LES PA (DP).

TKE,, m*/s7 03.2 262 306 311

Turbulent_?me 1597 1.389 1.074 1.051
scale [107* 5]

Table 5.2: Average values for turbulence quantities on P40 in experimental investiga-
tion zone used for non-dimensionalization.

Before extending the discussion to the flow field in the vane passages, most
important phenomena in the chamber are briefly summarized by the scheme pre-
sented in Fig. 5.24. As previously mentioned the flow in the chamber is highly
swirled. This leads to the creation of shear layers (see Fig. 5.24, left) between the
swirled flow from neighboring fuel injection systems. On P40, further downstream
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Experiment (IOP). CC only (DP). LES LE (DP). LES PA (DP).

alPs
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a) Non-dimensional Turbulent Kinetic Energy on axial
velocity component [-].

0507091113158
b) Non-dimensional turbulent timescale [-].

Figure 5.23: Non-dimensionalized flow field on P40. Comparison of design point simu-
lation and isothermal operating point measurements. Values are non-dimensionalized by
the time and space average value in the experimental investigation zone (see Tab. 5.2).
View direction: Downstream.

a typical wavy pattern can then be observed (see Fig. 5.24, right). The swirling
motion has an important impact on the temperature distribution (and other flow
quantities). Throughout the chamber, coolant ejected through the effusion cooling
system is pushed to one side (left side for the inner liner, right side for the outer
liner, when looking downstream). On P40 coolant is then moved away from the
wall which creates the pattern observed on P40. In the following the question of
how the chamber flow field impacts the flow field in the vane passage is addressed
and discussed in detail.
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Figure 5.24: Schematic drawing of important flow features in the chamber. Hot ro-
tating flow from the swirler is represented by red arrows and the injected coolant is
represented in blue. The effect of the velocity field on the coolant is represented by blue
arrows. (View direction: Downstream).

5.3.2 Flow field in the NGV passage

Having validated the flow field in the combustion chamber against available ex-
perimental data and previous simulations, the following discussion focuses on the
vane flow as issued by the numerical predictions for LE and PA clocking positions.
To ease understanding of the following discussion, the average temperature is here
presented first on an iso-Hh=0.5 plane through chamber and vane passage (see
Fig. 5.25). Hot air is seen to enter the chamber from the left-hand side of the
domain. Further downstream the temperature declines only slightly due to weak
mixing with coolant flow entering the chamber through the liners. In contrast to
the FACTOR design, current state of the art rich-quench-lean combustion cham-
bers feature dilution holes where cold air is injected into the chamber to change
from a rich to a lean combustion regime. At the outlet of the domain, temperature
for cases with vanes is lower due to the expansion in the nozzle.

LES CC (DP). LES LE (DP). LES PA (DP).

350 370 390 410 430 450 470 490 510 530

Figure 5.25: Average temperature [K] on Hh=0.5.
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The migration of the hot streak though the vane passage is visualized in
Fig. 5.26 and shows the impact of the clocking position. In the LE clocking
configuration (see Fig. 5.26a), the hot spot directly hits LE1 and stays in con-
tact with the vane while migrating through the passage. In the PA clocking case
(see Fig. 5.26b), the hot spot is seen to migrate through the mid passage. For
this case, the hot spot is seen to reach P41, the exit plane of the vane passage,
while the isosurface of total temperature (7;,; = 470 K) does not reach as far
in the LE case, indicating more mixing for this configuration. In the nozzle, the
flow is accelerated and also reoriented in the azimuthal direction. Comparing both
simulations in terms of velocity magnitude (see Fig. 5.27a), one remarks a good
correspondence between both predictions, confirming that both simulations are at
approximately the same operating point. In the middle channel, minor differences
are however visible and the PA clocking simulation attains slightly higher veloc-
ities at P40 and at the throat of the nozzle of the mid channel. One potential
reason for this is the higher pressure difference over the nozzle in the PA case
(APpp = 83300, APpy = 84900). The final and most important design differ-
ence issued by these two simulations is evidenced by the mean temperature fields
presented in Fig. 5.27b. In the LE clocking configuration, the hot-spot impinges
mostly on the pressure side (PS) of NGV1 (upper NGV). In the PA case, the
swirler is shifted by 4.5°, as compared to the LE case, so that the hot streak
travels through the passage.

b) PA.

Figure 5.26: Visualization of the hot spot by an isosurface of total temperature (T}, =
470 K) [16].

As noted previously in the discussion of the flow field in the combustion cham-
ber TKFE fields through the vanes are quite different in both simulations (see
Fig. 5.28). Two spots of lower turbulence activity are seen to migrate through the
flow field and due to the 4.5° shift impinge on the blades at different locations in
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the LE and PA cases. For LE clocking, the hot spot and flow activity are seen to
impinge on LE1, the second is in the passage between both NGVs, closer to LE2.
In the PA case, one spot of low turbulence activity is seen on the suction side of
PA1 and the other is seen to impinge on the leading edge of PA2. In the PA case,
the suction side of the lower NGV (PA2) is exposed to higher turbulence levels
than in the LE case (LE2).

LE LE PA

50 90 130 170 210 250 290 330 370 350 380 410 440 470 500
a) Velocity magnitude [m/s]. b) Temperature [K].

Figure 5.27: Mean flow field on h/H=0.5 for LE and PA case. (Design point).
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0 250 500 750 1000

Figure 5.28: Mean TKFE [”;—22] field on h/H=0.5 for LE and PA case. (Design point).

A comparison of blade pressure profiles at different heights allows for a more
quantitative understanding of observed differences between both predictions. On
Fig. 5.29, the flow expansion through the vane passage for LE and PA cases is
compared at different heights showing a generally similar pressure distribution in
both cases. The stagnation pressure for LE1 at mid-height is slightly lower com-
pared to the other vanes, which is potentially caused by the low density hot streak
impinging in this region. In general, NGVs are exposed to highest temperatures
at mid-chord on the leading edge (see Fig. 5.30). One also notes that, tempera-
tures in the hub region are higher than in the shroud region. These temperature
differences are due to a higher coolant to surface ratio for the shroud as compared
to the hub and therefore different mixing and heat transfer. A comparison of
temperature clearly identifies LE1 as the NGV exposed to the highest heat load.
In the shroud region, PA1 however exhibits higher surface temperatures than the
other NGVs. Close to the outer liner, temperature differences for vanes at the
same position reach about 50 K, whereas differences are lower for the hub region
(~25 K) and in the center (=10 K'). This observation is in line with the previous
discussion around Fig. 5.22a): 1) Narrow bandwidth of temperature values in the
middle (Hh=0.5), 2) Higher temperature values close to the inner liner (Hh=0.3).
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Figure 5.29: Pressure profiles on blades for LE and PA case at design point for different
heights.
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Figure 5.30: Temperature profiles on blades for LE and PA case at design point for
different heights.

Analysis of the flow for individual vane passages

A comparison of the flow quantities on the vane surface in the previous section
yielded marked differences for the considered cases. To complement the previous
discussion, the flow field in each of the high-pressure vane passage is specifically
studied, to better evidence the clocking effects on the NGV flow. To do so, average
values of T', T,,,s and TKFE on consecutive planar sections along the x axis are
presented in a non-dimensional form. Values are non-dimensionalized by the value
on each half of P40 or respectively by the average value in the channel, as summa-
rized in Tab. 5.3. For the comparison, each integration plane is then divided as in
Fig. 5.31 to evaluate integrated values in a passage (see Fig. 5.31a), or around the
blade (see Fig. 5.31b). Splitting the observation plane indeed allows for a more
detailed quantitative comparison of the flow field evolution.

Having detailed the investigation method, results are presented in the follow-
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T [K] Toms |[K] TKE [m2/s2]
Channell LE | 369 32.9 453
Channel2 LE | 350 35.7 451
Channell PA | 330 36.7 445
Channel2 PA | 371 32.5 456
Vanel LE 389 33.7 458
Vane2 LE 330 34.9 447
Vanel PA 324 33.6 452
Vane2 PA 376 35.6 450
Table 5.3: Average values on first plane in vane passage used for non-
dimensionalization.

Channel 1.1 Channel 2

Flow around vane.

Channel 1.2
b)

a) Flow in channel.

Figure 5.31: Distinction of channel and vane for quantitative analysis of the flow.

ing. One element at play when analyzing the mixing process between the cold
and hot flow is related to the amount of turbulence entering each channel. In
that respect, turbulence levels are observed to rise sharply over the nozzle due to
interactions of the flow with the NGVs that redirect the flow in the azimuthal
direction (see Fig. 5.32). In that respect, the vane aligned with the swirler and
directly hit by the hot-spot, LE1, features higher levels of turbulence than the
other vanes (see Tab. 5.3). The residual swirl core, coinciding with the hotstreak
is naturally expected to be impacted by the unsteady behavior of the PVC, as
shown before. When the residual swirl core impacts on LE1, high levels of turbu-
lence are hence created explaining the previous observation. When performing a
vane-wise comparison, non-dimensional T'K E values show similar evolutions and
spread less than in the channel-wise comparison.

Due to expansion in the nozzle, the static temperature declines in a uniform
way for both simulations independently of the channel- or vane-wise evaluation (see
Fig. 5.33). When considering Tab. 5.3, one notes that the average temperature
of LE1 is about 60 K higher than the average temperature around LE2. In the
PA clocking configuration, the difference between both vanes is slightly smaller,
but still reaches 50 K. Focusing on the channel-wise averaged temperatures, one
notes, as expected, higher differences in the PA case (=40 K) than in the LE case
(=20 K) (see Tab. 5.3). This is due to the fact that, in the PA case, the hot
streak travels through the channel in the middle of the domain, while the other
channel does not transport as much of the hot air originating from the swirler.
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Figure 5.32: Evolution of non-dimensional TKFE averaged on planes (see Fig. 5.31)
over X.

Moving further downstream in the vane passage, the evolution between the LE
case differs more for a channel-wise evaluation (see Fig. 5.33a), while it is the
other way round when performing a vane-wise (see Fig. 5.33b) comparison. Here,
for the vane-wise comparison, values for both vanes are rather close. If looking at

1.00 Nondimensional T over X Nondimensional T over x
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a) In channel (see Fig. 5.31a). b) Around vane (see Fig. 5.31b).

Figure 5.33: Evolution of non-dimensional temperature averaged on planes (see
Fig. 5.31) over x.

the mixing process, T,,,s values are seen to decrease steadily (see Fig. 5.34) due to
the continuous mixing of hot and cold flow through the nozzle. When performing a
channel-wise comparison of T.,,; moving downstream form the leading edge to the
trailing edge, one notes that for the LE case non-dimensional 7,,,, values diverge,
while values stay closer together for the PA case (see Fig. 5.34a). LE2 (lower
temperature than LE1) and PA2 (higher temperature than PA1), feature higher
levels of temperature fluctuations (see Tab. 5.3). One also notes that, for both

cases with high initial values, T}, decreases less when moving downstream (see
Fig. 5.34b).
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Figure 5.34: Evolution of non-dimensional 7,,,s averaged on planes (see Fig. 5.31)

over X.

After discussing the global evolution of the quantities of interest through the
NGV passage, the focus now lies on a more detailed discussion of the mean flow
fields across the NGV passages for four specific observation planes (see Fig. 5.35):

e The first plane, P40, is the interface between combustion chamber and high-
pressure turbine.

e The following plane (P40 + 0.5 ACL) cuts through the NGV leading edge.
e The next plane (P40 + 1 ACL) is in the middle of the vane passage,
e while the last plane (P40 + 1.5 ACL) is at the exit of the stator.

In the following, temperature moments are presented on consecutive planes through
the vane passage.
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P40+1.5 ACL

Figure 5.35: FACTOR NGV section with investigation planes.

Temperature statistics on planes through the passage

The temperature field is strongly impacted by the non-uniform chamber exit flow
field, e.g. by high levels of residual swirl and the well marked hot-spot. Due to
geometrical factors, the flow close to the outer liner is colder than the flow close
to the inner liner (see Fig. 5.36). Indeed, compared to the outer liners, there is
less coolant injected through the inner liners of the chamber and the inner radius
of the flow channel increases towards the high-pressure turbine, whereas the outer
radius becomes smaller. Traveling through the vane passage, higher temperatures
can be observed close to the NGV directly impacted by the hot streak (LE1). In
the LE clocking case, rotating vortex structures coinciding with high temperature
values directly impact the leading edge which slows down the rotational move-
ment induced by the fuel injection system. Residual swirl moves coolant flow to
the suction side of LE2 or respectively PA1, leading to a marked cold region in
the shroud area (to be discussed later). In the LE clocking configuration the wake
region after LE1 is seen to be hotter because of the hot-spot directly impinging
on this vane, whereas in the PA clocking configuration a marked hot-spot remains
in the middle of the passage. After the vane passage, temperatures are lower due
to expansion and low values of standard deviation indicate a more homogeneous
temperature distribution (see Fig. 5.38a). In the PA clocking case the rotational
movement is better conserved and yields globally stronger variations in tempera-
ture throughout the passage and on the NGV surface (to be discussed later). For
both configurations, the strongest temperature variations can be observed close to
the liners, a region where mainly coolant air is transported through the passage
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(see Fig. 5.38a). Flow regions that are more probably exposed to high temperature
values can be distinguished using higher statistics. This indeed allows for a better
assessment of local heat load than if only looking at mean quantities [29].

P40
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Figure 5.36: Evolution of static temperature on planes at successive axial positions
through the NGV passage. Vane positions indicated on the right. View direction is
downstream.

To illustrate the typical need for discussion on higher order temperature statis-
tics through the vane passage, two specific points on P40 (hot-spot and liner region)
are discussed in more detail. The observed temperature distributions in both re-
gions are indeed seen to be quite different. In the hot-spot region, the temperature
distribution is single peaked and narrowly arranged around a mode value that is
higher than the local mean value (see Fig. 5.37a). Contrarily, close to the liner,
interactions between the hot flow and the coolant flow yield a broad distribution
of temperature values (see Fig. 5.37b), also indicated by high standard deviation.
In this case, skewness is close to zero and kurtosis is rather low. The temperature
distribution is therefore seen to be highly dependent on the location and the mean
value (or even RMS) may be insufficient to evaluate what is really going on in the
flow field.

The temperature distribution throughout the vane passage is mostly negatively
skewed (see Fig. 5.38b), except for small regions along the upper liner on P40. The
hot-spot is visible as a zone of negative skewness, indicating a high probability of
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Figure 5.37: Temperature distribution over time in two different points on P40 (LE

case).

temperature values above the local mean value. The kurtosis plot (see Fig. 5.38¢)
shows a marked peak for the hot-spot, that is more significant for the LE clocking
case. In the LE case the hot-spot migrates along the NGV surface at about mid-
height. Low values of kurtosis, observed away from the central hot-spot and after
the vane passage, indicate a flat distribution of temperature values.
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Figure 5.38: Evolution of statistical moments (Standard deviation, skewness, kurtosis) for static temperature on planes at successive axial positions through
the NGV passage. View direction is downstream.
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Analysis of dynamic features on the NGV surface

Flow features around the NGVs are highly dependent on the flow in the chamber,
especially in the presence of high levels of residual swirl as found in the FACTOR
geometry. In the following findings from literature are compared with the LE case
of the FACTOR geometry (for the PA case a sufficient amount of insantaneous
solutions is not available). Jacobi et al. [133] investigated the impact of a highly
swirled flow on secondary flow structures in the vane passage (see Fig. 5.39). To
do so, they used a joint experimental and numerical approach for a can combustor
geometry with two vanes. In their study, a residual swirl core is seen to propagate
downstream up to the NGVs, where it impinges on the NGV’s leading edge and
contributes to the creation of secondary flow structures. For the FACTOR case,
the PVC is seen to break down shortly after leaving the duct. This observation
differentiates the two studies and can be explained, because: 1.) The swirl in the
study of Jacobi et al. [133] is much more confined and 2.) FACTOR is represen-
tative of a full annular test rig, allowing for interactions with neighboring swirlers
contributing to the break-down of the PVC. This last comment is important and
stems from the fact that, in the study by Jacobi et al. [133] the domain is tightly
confined in both lateral directions contrarily to FACTOR.

Unshielded

Diffusion
duct

2) Recirculation

1) Swirler

(12 van

=~
S

4) Residual swirl
core deflected by
vane stagnation
pressure region
3) Residual
swirl core

Figure 5.39: Residual swirl core present in the study of Jacobi et al. [133], visualized
by an isosurface of total pressure.

When it comes to FACTOR and the present simulations, a mean to identify
vortex structures and their activity can be obtained by use of POD. This analy-
sis allows indeed to identify energetic flow structures. If using POD on a set of
instantaneous pressure fields, one clearly identifies the PVC as the most energetic
flow structure. When focussing on the NGVs, as shown in Fig. 5.41, the method
identifies a link between a vortex traveling along the suction side of NGV1 and
the PVC (marked as vortex Z). More importantly, this vortex looks similar to one
mentioned by Jacobi et al. [133], with the important difference however that it
only appears intermittently in the FACTOR simulation. Despite such differences,
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Residual swirl core
from combustor

Flow structure
caused by interaction Unsteady
of swirl core and passage
vane potential field vortex

Figure 5.40: Schematic drawing of secondary flow structures created with the presence
of vanes in a swirled flow [133].

Jacobi et al. [133] report an interesting effect due to the presence of residual swirl
upstream the NGV. Indeed as seen in Fig. 5.40 (from Jacobi et al. [133]), residual
swirl results in the creation of new vortical structures around the blade that can
impact secondary flows usually observed around blades [133]. For FACTOR, a
similar constantly present vortex structure at mid-span of the blade can be ob-
served, when using 2D time-constant inlet boundary conditions for isolated vane
simulations, as presented in the next chapter. Vortex B is modulated by the PVC,
but also exists without the PVC as discussed in Chapter 6.

Vortex Z (intermittent):
Central swirler induced
structure responding to
the PVC modulation

Corner vortex B
responding to the PVC -
modulation

Figure 5.41: Visualization of the first pressure mode evidencing a PVC response on
the NGV.

Using a Q-criterion isosurface on an averaged solution, persistent flow patterns
on the NGV surface are evidenced. These are indeed important for the blade in-
tegrity as they impact the migration of hot and cold flows and the flow mixing in
the passage. Prior to this discussion, the flow aerodynamics and more specifically
the persistent secondary flow structures around each blade are detailed so as to
understand their link with the observed blade wall temperature. Such vortices are
commonly known and have been subject to several dedicated studies [6,133]. In an
engineering context, control of secondary flow structures has ever been attempted
since these are of great importance due to their impact on losses as well as the
redistribution of hot and cold flows in the vane passage. Based on the obtained
mean flow predictions, a vortex originating from the top mid-blade section and
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moving down towards the mid-span trailing edge on the suction side is clearly ev-
idenced (B, see Fig. 5.42). This vortex (B) is always present and can be therefore
expected to have a much more important impact on the temperature distribution
(to be discussed later) on the NGV surface than the previously mentioned inter-
mittent vortex. Other vortices described on Fig. 5.42 are less dominant (smaller)
and their effect on the flow field is weaker (to be discussed later). Vortex A and
C are horseshoe vortices that are typically created close to the outer and inner
liner wall, when the boundary layer meets the vanes [134]. These vortices wrap
around the blade and are therefore present on the suction side and the pressure
side of the blade. Vortex D is again a corner vortex, weaker however than vortex B.

A: Suction side leg of

e
D: Hub corner vortex

C: Suction side leg of
hub horseshoe vortex

Figure 5.42: Secondary flow structures on NGV blade according to Wang et al. [134]
(swirler visible on the right-handside).

If looking at the blade pressure response at the PVC frequency of 500 Hz, an
important flow excitation is visible on the NGV surface as evidenced on Fig. 5.43.
This activity is visible on the pressure side of NGV1 as well as around the leading
edge of NGV2 and can be clearly linked to the PVC given the marked amplitude
at PVC frequency. Both observations (activity on PS NGV1, LE NGV2) however
have a negligible impact on the NGV wall temperature distribution compared to
the corner vortices (marked as B on Fig. 5.42&5.43). On both NGVs (slightly
stronger on LE2), a vortex trace responding at 500 Hz is visible on the Suction
Side (SS) (see Fig. 5.43, Vortex B), meaning that the PVC modulates the position
of these vortices. The corner vortices on both blades are seen to contribute to
the transport of coolant flow from the tip region to mid height of the NGVs, as
detailed in the following. As shown in Capter 6, the presence/absence of the PVC
modulation mainly affects the wall temperature distribution caused by Vortex B,
in previously mentioned areas of high activity, wall temperature stays very similar.

The impact of Vortex B on the blade wall temperature distribution is present for
both, LE and PA, cases and clearly underlines the response of the above discussed
vortex B to the PVC forcing. For the PA case, as previously mentioned not
analyzed here due to the lack of a sufficiently large set of instantaneous solutions,
the impact of the PVC is expected to be more prominent in the passage where
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the hot spot travels through the stator, and less present in the other passage. The
corner vortex B, modulated by the PVC in the LE case, is expected to be equally
present in the PA case for both vanes, as the effect on the temperature distribution
is also clearly visible in this case (to be discussed later).

Figure 5.43: Pressure fluctuations [Pa] on NGV surface at PVC frequency obtained
by a DMD analysis of a set of coarse grid interpolated instantaneous solutions. Trace of
vortex B well visible on both NGVs suction side. (LE case, design point). SS = Suction
Side, PS = Pressure Side.

Looking at DMD on wall temperature, fluctuations at the PVC frequency in-
dicate that the coolant flow is impacted by the forcing from the PVC as evidenced
by Fig. 5.44. For the PA case, not presented here, important temperature fluctua-
tions are also present close to the upper liner and are likely to be modulated again
by the PVC forcing (to be discussed later).

NGV1 NGV2 E 008
P PR gt 004

0.02
0

SS PS

Figure 5.44: Temperature fluctuations relative to the local mean value on NGV surface
at PVC frequency obtained by a DMD analysis of a set of coarse grid interpolated
instantaneous solutions. Trace of vortex B well visible on both NGVs suction side. (LE
case, design point).

To finish the discussion on the blade wall temperature (see Fig. 5.45), higher
order temperature statistics on the vane surface are finally probed. For all NGVs,
coolant flow can be seen to migrate from the shroud down to mid height along
the suction side of the NGV (see Fig. 5.45a). This is linked to the generation of
secondary flow structures naturally present with the introduction of vanes in a flow
field, as discussed earlier. The effect of vortex B on the temperature distribution is
strongest for LE2 and PA1. For PA2, cold air can be seen to migrate along PS and
SS, again close to the upper liner. As discussed previously, the coolant to surface
ratio in the high-pressure turbine is higher for the outer liner than for the inner
liner, which explains higher temperatures in the hub area of the NGVs. High values
of standard deviation show great temperature variations in the NGV tip region,
where coolant flow migrates through the passage (see Fig. 5.45b). These variations
are strongest for PA2, the NGV with an important amount of coolant flow on PS
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and SS close to the outer liner. As shown earlier, these temperature fluctuations
can be at least partly attributed to vortices impacted by the PVC (compare discus-
sion around Fig. 5.44). At mid-height, where hot air hits the NGV, temperature
variations are lower. On the NGV surface, skewness can be used to determine
whether, temperatures are commonly above or below the local average value (see
Fig. 5.45¢). In general the temperature distributions on the NGV surface are nega-
tively skewed, indicating that the most common temperatures are higher than the
mean value. On LE1, a trace of negative skewness evidences the path taken by the
hot air as it migrates along the surface. In this region, the heat load is likely to be
underestimated if taking only the mean temperature into account for diagnostics.
Equivalently, areas where mainly coolant migrates along the NGV surface exhibit
slightly positive skewness, which means that the most common temperature value
in this region is lower than the mean temperature value. On LE1, a marked trace
in the kurtosis plot, indicating a peaked temperature distribution, appears, where
the hot streak migrates along the surface (see Fig. 5.45d). Caused by vortex B on
the suction side, the Kurtosis trace moves down to mid-height at the NGV trailing
edge. Other NGVs do not show marked features in the Kurtosis plot. Low Kurtosis
values, especially for LE2 and PA2 indicate that a broad temperature distribution
is present for these vanes. When comparing LE and PA cases more globally, one
observes clear differences for all relevant higher order temperature quantities on
the NGV blades, which clearly justifies performing dedicated simulations for each
of these cases. While the LE case is clearly exposed to higher temperature values,
the PA case poses its own challenges for the blade integrity by featuring higher
temperature variations on the blade. Skewness and Kurtosis are less conclusive if
comparing both cases, with the exception of the marked kurtosis trace identifying
the impact of the hotspot on LE1.

5.4 Conclusion

In this chapter, the simulation domain was extended to include the nozzle guide
vanes with two different clocking positions. The flow field in the chamber is dis-
cussed first and certain features are presented in more detail:

1) The fuel injection system generated PVC is identified as the most dominant
flow feature in the chamber.

2) The coolant injection system as well as the absence of dilution holes trans-
lates to a highly non-uniform temperature distribution on P40.

3) The geometrical shape of the chamber, i.e. compact design, contributes to
high levels of residual swirl and turbulence on P40.

Upstream of P40, the presence of vanes or the clocking position are observed
not to have a major qualitative impact on the flow field, despite the fact that for
both cases with vanes, the pressure in the chamber is lower than in the CC case,
which is due to different pressure losses. When available, a good agreement be-
tween experimental data obtained at the UNIFT test rig and the LES predictions
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can be found. The activity in the chamber strongly impacts the activity further
downstream in the vane passage. Here, differences in the flow field between LE and
PA cases become more apparent and the temperature field on the NGV surface is
seen to be strongly affected by:

1) Secondary flow structures.
2) The clocking position.
3) The presence of the PVC in the chamber.

This study shows the highly clocking position dependent nature of the heat
load distribution on the NGVs of a high-pressure turbine and illustrates the value
of using higher order statistic analysis from readily available LES data to gain fur-
ther insights in the flow field. In the last part of this chapter, traces of vortices and
their impact on the temperature distribution on the blade were revealed. These
vortices partly respond to the forcing of the PVC in the chamber.

Finally, in the next chapter, the impact of the PVC on the flow field in the
high pressure stator will be studied in more detail. This is done by first extracting
the flow field on P40 from existing chamber & vane simulations and then recasting
the flow field on the isolated high-pressure vane domain. One main impact of
these different inlet conditions is the change of secondary flow structures, briefly
discussed in this chapter, and the effect on the vane temperature distributions.
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Figure 5.45: Temperature and high order statistical moments on NGV surface for LE and PA case. SS = Suction Side, PS = Pressure Side. (Design point).
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Towards accurate isolated stator
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6.1 Introduction

Due to an inherited industrial organization, engine components are today often
designed separately. Information between these components is therefore usually
exchanged using 0D or radially averaged profiles at precise engine locations. This
approach is of course and by nature not capable of accounting for non-uniformities
in temperature and velocity distributions in the azimuthal direction which in fu-
ture lean combustion chambers will be marked. Although these are expected to
have an impact on the performance of the high-pressure turbine, as confirmed by
the study in Chapter 5, imposing 2D profiles at the inlet of the high-pressure tur-
bine is deemed necessary to yield potentially realistic results. However, such an
approach, although conceivable in RANS, seems quite restrictive in LES and its
impact on the quality of the associated predictions is not clear. Indeed, correctly
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specifying inlet conditions is already known to be a crucial part of numerical sim-
ulations as the flow field at the inlet determines to a large extent the behavior of
the fluid inside the computational domain. This observation is even more true in
time and space resolved simulations like LES where the inlet boundary conditions
should ideally provide time resolved information featuring physical turbulence as
well as coherent flow structures.
High computational cost of integrated combustor & NGV simulations as well as the
commonly incongruent periodicity angles between chamber and high-pressure tur-
bines explain the interest in performing isolated high-pressure turbine simulations.
Note that in the FACTOR setup, the common periodicity angle of chamber and
turbine eliminates the need for an adaptation between chamber outlet to turbine
inlet, which is necessary for real cases. In such a case, although geometrical speci-
fities are removed, obtaining correct CFD predictions of isolated NGV simulations
still remains tricky and the flow field at the inlet of such an isolated computational
domain has to be chosen with great care.
In an industrial context, fully integrated combustor-turbine simulation as pre-
sented in Chapter 5, are still out of reach in terms of computational power and
also difficult to perform between different development partners. To gain more in-
sight in the specific context of combustor turbine interactions whenever addressed
in the design process, this study proposes to evaluate the impact of the inflow
specification by comparing a fully integrated combustor & NGV simulation with
isolated NGV simulations. To do so, the unsteady inlet condition at the interface
plane, P40 (between the combustor and the NGV of the integrated LES predic-
tion), is reconstructed in different ways. First, data from the intersection plane of
an integrated simulation is decomposed using Proper Orthogonal Decomposition
(POD). The flow field is then reconstructed using different criteria and injected in
isolated stator vanes LES. Compared to imposing a 1D profile, as it is standard
design practice for turbines, 2D maps of temporarily varying boundary conditions
reconstructed from POD are expected to allow for more realistic simulations. The
objectives in this chapter are hence twofold:

1) Determine if the flow field of the integrated combustor-turbine simulation
can be recovered in the isolated domain using the approach introduced above.

2) Evaluate the impact of dominant flow structures on the flow in the vane
passage.
Indeed, thanks to such a modal decomposition, different flow features can be incor-
porated or removed from the inflow data, thereby allowing the identification of the
impact of leading order features from the combustor on the NGV response. One
such flow feature of interest is clearly the PVC, previously identified as the most
dominant flow feature in the chamber. Despite breaking down shortly after leaving
the confining duct, it is expected to impact the flow even downstream of P40, as
will be shown in this chapter. Note also that despite the fact that the full combus-
tor & NGV simulation is used and available here, the POD data-basis could also be
retrieved from isolated combustor LES which is now quite common in the industry.

The POD approach used in this chapter is presented in Section 2.2.2 and the
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geometry and flow field of the integrated simulation were discussed in Chapter 5.
This chapter therefore specifically focuses on the impact of the flow field on P40
on isolated high-pressure vane simulations. First, the numerical and geometrical
setup used for the isolated NGV LES’s are detailed, followed by a discussion around
the POD inflow data reconstruction in comparison to the integrated combustor +
NGV reference simulation. Differences in the flow field of the standalone stator
domain predictions are then evidenced by visualizations as well as the application
of statistical tools.

6.2 Numerical Setup and Operating point

Simulations presented hereafter are all performed for the leading edge clocking
position, where the swirler is aligned with the NGV leading edge, as described in
Chapter 5. As in previous chapters, operating conditions correspond to the UNIFI
test rig.

Effusion Cooling
300K

Swirler 0.21 1t P40
Main inlet
531K
0.65m
Pressure
Outlet
Effusion Cooling Pressure 57 kPa
300 K NGV2 Outlet
0.14 1 57 kPa
a) Integrated domain. b) Isolated domain.

Figure 6.1: FACTOR domain and NGV setup.

The NGV standalone simulation domain features one 18° sector of the FAC-
TOR test rig downstream of P40, therefore containing two NGV blades. Note
that for these simulations, the inlet section corresponds exactly to P40. At this
position and for these simulations, constant or unsteady 2D fields of mass flow
and temperature are prescribed, changing every 2e-5 s or every 500 iterations.
All other boundaries (NGVs, walls, exit) are identical to those of the integrated
simulation, which were described in Chapter 5. However, unlike in Chapter 5,
where the Smagorinsky [51] SGS is applied to account for SGS turbulence contri-
butions, the WALE model [52], specifically developed for interior flows, is applied
for every simulation in this chapter. This change may explain differences observed
if comparing to Chapter 5 predictions, a clearer evaluation of such a change be-
ing available in Appendix A. Aside from this change and to avoid any numerical
artifacts, the standalone stator simulation uses the second part of the zone-wise
designed grid of the fully integrated domain downstream of P40 (see Fig. 6.1b)
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and is thereby identical with that part of the grid in the integrated simulation.
The high-pressure vane domain is consequently discretized by 35 M cells.

Simulations are again performed using the AVBP [60] code which is adapted to
allow for the imposition of temporarily varying inlet boundary conditions. To do
so, user-defined functions for an existing boundary condition are adapted to read
inlet data from tables created from recast POD data. For the standalone NGV
cases, the inlet boundary plane consists of around 10500 nodes and the data to be
imposed comes from the integrated combustor & NGV simulation analyzed over a
period of 40 ms, data in P40 being stored every 0.02 ms. This timestep size seems
to be a good compromise between the size of the database and a good temporal
resolution (i.e. approx. 25 times shorter than the average turbulent timescale on
P40). The acquired data hence consists at most of 80 M entries and corresponds
to approximately 40 characteristic flow through times of the NGV domain. From
this data set, prior to the actual LES, time-dependent values for each inlet node
are recalculated using certain POD modes potentially representative for certain
flow features. This information is then read during the simulation and imposed
at the inlet of the domain using a linear temporal interpolation to obtain the
values for each node in-between the given timesteps. The number of modes used
to generate the data set slightly impacts the pre-processing time, but does not
affect the computation cost of the LES. Note that the approach, by construction
and due to the mesh coincidence at P40, does not take into consideration the
interpolation from the original 3D mesh on the 2D planar inlet mesh of the NGV
only computational domain. The only approximation at the inflow therefore results
from the choice in the number of POD modes used to approximate the original
signal.

The POD methodology, described in Section 2.2.2, is briefly recalled to allow
for a better understanding of the following discussion. POD is a methodology
to find an optimal lower dimensional description of a high dimensional data set
[74] by determining the optimal set of modes to represent data based on the Lo
norm (energy) [75]. The data is hence represented as a set of spatial modes that
are independent of time and a set of temporal modes that are independent of
space. POD can also be used to recast a flow field at the inlet of a truncated
domain using certain modes that represent specific flow features, as presented
hereafter. To do so, POD is individually performed on the variables pi, po, pw, T
Then different numbers of modes are used to reconstruct the inlet signal. In
all cases, it is furthermore noted that all reconstructed inlet signals preserve the
mean value, as the 0 POD mode that represents the mean stationary 2D field is
always retained. When imposing reconstructed signals at the inflow of an AVBP
simulation, the conservative Navier-Stokes variables pu, pv, pw and the static
temperature are imposed. The approach uses existing Navier-Stokes characteristic
boundary conditions with a high relaxation value to ensure that imposed values
are attained, i.e. partly reflective boundary conditions. All simulations are started
from the same interpolated initial solution obtained from integrated combustor &
NGVs simulation.
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6.3 Analysis of the flow field using POD

As anticipated in the discussion and evidenced by the previous analysis in Chap-
ter 5, part of the activity pictured in the LES mean fields as well as in the exper-
iments in P40 comes from the presence of the PVC, the most energetic structure
in the flow field. POD, described in Section 2.2.2 is more and more applied in
research to investigate transient flow data readily available from LES [135]. This
section addresses specifically this question by first analyzing the flow field data ob-
tained from an integrated combustor + NGV simulation. Data reduction is then
evaluated in light to the reference data as well as conclusions obtained from Chap-
ter 5 prior to their use in the LES’s of the NGV only predictions in Section 6.4.
First POD is applied on the flow field of the entire chamber + NGV simulation,
then P40 which is of interest to the next section is investigated in more detail

6.3.1 Investigation of the flow field in the integrated do-
main

Using POD on a set of instantaneous pressure fields of the entire 3D domain,
the PVC is indeed clearly identified by the first few POD modes. To identify
modes that carry a trace of the PVC, a fast fourier transformation (FFT) of the
temporal POD modes is performed (see Fig. 6.2). Analyzing these spectra, peaks
at 500 Hz and 1000 H z are evidenced. Note also that the first and second temporal
modes show both a peak at 500 Hz, the signal however being shifted by 7. The
peak at 1000 Hz is well visible in the frequency spectrum in the chamber, but
less dominant downstream P40. Higher modes carry less energy and feature a
broader frequency spectra, generally in a higher frequency range. Higher spatial
modes are associated to smaller scale structures and after the first ~50 modes their
spatial representation can often not be directly attributed to specific flow features
present in the chamber. By visualizing the first spatial modes, one observes a one
armed structure in the duct associated to the modes with a 500 Hz peak (see
Fig. 6.3a) and a two armed structure associated to the modes with a 1000 Hz
peak (see Fig. 6.3b). The combination of specific POD modes furthermore allows
the reconstruction of a turning fluid structure corresponding to the PVC in the
chamber. Note that along with the trace in the chamber, POD also detects an
impact of the PVC on the flow field in the vane passage as will be shown in this
chapter. Note however that the PVC itself breaks down in the chamber and does
not reach P40, as shown in Chapter 5: The rotating structure is not present in
P40.
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Figure 6.2: FFT analysis of the ten most energetic temporal POD modes of pressure
in the entire domain.

a) Visualization of mode 1 b) Visualization of mode 3
with a 500 Hz peak. with a 1000 Hz peak.

Figure 6.3: Visualization of spatial POD modes of pressure with isosurface for positive
(red) and negative (blue) values.

6.3.2 Investigation of the flow field on P40

For the following discussion on standalone vane simulations, the flow field at the
inlet, P40, is of great importance. It is therefore also specifically analyzed by
means of POD, the difference being here the 2D nature of the treated information
compared to the 3D fields detailed before. Although only temperature is detailed
here, findings are similar for other flow quantities. Using only the first 2D POD
mode to reconstruct the temperature field on P40, one observes that, close to the
upper liner, a high fraction of T, of the fully unsteady field is retained (see
Fig. 6.4, for a comparison to the total T, please have a look at Fig. 6.8a).
Analyzing the same P40 flow field, using dynamic mode decomposition (DMD, see
Section 2.2.3) [76] shows that a high amplitude peak at 500 Hz appears for the
same region. The activity caused by the PVC at 500 Hz is indeed strongest close
to the upper liner and agrees well with the region highlighted by the first 2D POD
mode. On the contrary, in the central region, where the hot spot migrates through
the domain, the temperature activity at the PVC frequency is low. Note that here
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only data from P40 was used for the analysis which yields a less dominant peak
at 500 Hz, than if performing the same analysis on data from the entire domain
as presented in Fig. 6.2. Clearly, the conjoint analysis based on POD and DMD
allows therefore to conclude that the first POD mode of the 2D data set on P40
can be associated to the PVC in the chamber which evolves mainly at 500 H z.
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a) Amplitude of the first spatial POD b) Amplitude of DMD at 500 Hz
mode scaled on the interval [0,1]. scaled on the interval [0,1].

Figure 6.4: Spatial POD and DMD analysis of temperature on P40.
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Figure 6.5: Temporal POD and DMD analysis of temperature on P40.

Apart from the spatial distribution and their associated frequency spectra, the
energy associated with POD modes is of interest and importance for the following
discussion. To analyze the energy attributed to these POD modes, the RMS value
of the considered quantities depending on the number of nodes used to recalculate
the temporal and spatial data of said quantities, is averaged on P40. Regarding
the RMS associated with each mode, one notes, that the first ten modes together
contribute already to about 50% to the total RMS of the investigated quantity
(see Fig. 6.6). Note that, compared to other quantities, the first few temperature
modes carry a higher fraction of the total RMS. The first modes correspond to
the most dominant flow features in the domain and for the FACTOR test rig can
often be associated to the PVC, as demonstrated previously in Figures 6.4 & 6.5.
In general, higher modes describe smaller structures with shorter timescale and
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less energy than the first modes. The question these observations raise is: What
is the impact of the remaining part of the modal information on an isolated LES?
That is either the PVC or purely turbulent activity.
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Figure 6.6: Ratio of spatially averaged RMS value on P40 reconstructed by different
number of modes and spatially averaged RMS value on P40 using all modes for variables
imposed at the inlet (T, pu, pv, pw).

6.4 Towards predictive LES of isolated NGVs

Based on the previous findings, the focus now lies on the capacity of a standalone
NGV LES to recover the flow field of the integrated simulation. A second objective
is to understand the impact of the various unsteady flow features found in Chap-
ter 5 on the flow field in the high-pressure turbine. This can indeed be investigated
here since this section is simulated independently from the combustion chamber.
To do so, one constant and different unsteady inlet conditions are imposed on
isolated NGV simulations. In the following and to guide the understanding, dif-
ferences between four isolated nozzle simulations (see Tab. 6.1) are presented and
compared to the fully integrated simulation:

e Case a): This case corresponds to the fully integrated reference domain. It
serves as a reference for the isolated simulations.

e Case b): Here, the full unsteady data set obtained from the previous sim-
ulation is used to create a fully unsteady inlet boundary condition for the
isolated NGV domain. This is done to test the ability of the approach to
recreate the flow field of the coupled chamber + NGV simulation.
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e Case c¢): In this case, all modes except for the first ten modes of the POD
basis are used. The goal is to investigate to what extent the less energetic
flow features impact the flow field in the isolated domain. Note that this
case is presented as a counterpart to Case d).

e Case d): The first ten POD modes, representative of the PVC, which was
previously identified as the most energetic coherent flow structure in the
chamber, are imposed at the inlet of the high-pressure vane domain. These
10 most energetic POD modes are representative of about 50 % of energy
compared to the reference simulation.

e Case e): Finally, this case uses the temporally averaged 2D flow field at
the inlet of the standalone NGV simulation. Note that this last simulation
is close to current standards, whenever produced in industry although here
LES is applied instead of RANS.

Finally, note that average mass flow (pu,p0,p0) and temperature values are
conserved in all cases, so the operating conditions of the vanes is not affected.

Case | Description Domain
a) | Reference Combustion chamber & NGVs
b) | All POD modes Stator
c) | Without first ten modes Stator
d) | First ten modes (PVC) Stator
e) | Constant 2D boundary conditions Stator

Table 6.1: Test cases with different inlet boundary conditions.

In the following, the impact of the different reconstruction approaches presented
in Tab. 6.1 on the inlet boundary condition, P40, compared to the reference sim-
ulation is presented first. The flow field in the NGV domain will be addressed in
the next section to give a macroscopic view of the different flow features present in
the vane passage that are impacted by the inlet boundary condition modelization.
The investigation of the flow field is then done in more depth at specific engine lo-
cations to determine the impact of previously discussed macroscopic flow features.
Finally, the impact of the inlet conditions and associated changes in the flow field
on the NGVs is detailed.

6.4.1 POD reconstructed flow field in P40

Note that the flow field on P40 and in the vane passage of the fully integrated
simulation has been extensively discussed in Chapter 5. The following discussion
thereby focuses first on the unsteady inlet signal as recovered in the standalone
simulations when applying the approaches presented in Tab. 6.1. Note at this
point that by construction and as previously explained, averaged values of imposed
quantities are identical for all cases, so only RMS quantities are discussed from here
on. In general, reconstructed solutions feature lower RMS values than the original
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solution (see Fig. 6.7). Despite this observation, Case b), featuring all POD modes,
is seen to be very close to the reference case confirming the validity of exploiting
only 2D fields at the exit of the combustion chamber for the present exercise.
For Case d), although containing the most energetic modes, the inlet condition
reconstructed using the first ten modes features lower RMS values than the inlet
condition using all other modes except the first ten (Case c). Such observations
are however in agreement with the analysis of Fig. 6.6: The first ten temperature
modes are representative of 60% of the energy, whereas the first ten modes only
represent around 40% of the RMS for the other variables. The original wavy
pattern of turbulent kinetic energy (TKE, TKE = 0.5(u?,, +v2 .+ w? .)) on
P40 is nonetheless conserved in all cases using unsteady inlet boundary conditions
(see Fig. 6.7). Clearly for Case e) which supposes constant inlet conditions, and
therefore contains no turbulence, no pattern can be observed at the inlet.

TKE: 100 300 500

a) b) c) d) e)

Figure 6.7: TKE [m?/s?] on P40 retrieved from simulations. a) Reference, b) All
modes, ¢) Without first ten modes, d) First ten modes, e) Constant.

In contrast to the above discussed T K E maps, where most activity can be
observed in the center, 7,,,s maps at the inlet plane show higher activity close
to the liners of the chamber (see Fig. 6.8). In the middle of P40, where the
hot spot enters the high-pressure turbine, temperature fluctuations are indeed
comparatively low. As previously discussed in Chapter 5, the amplitude of the
temperature variations is highest close to inner and outer liners, where mainly
coolant flow migrates through the domain. Here again, the reference case and the
one using all modes are very close. Unlike for TK E fields, Case d) shows locally
higher RMS values than Case c), which is due to locally strong contributions of
low order POD modes to the local T,,,s value (see discussion around Fig. 6.6),
especially in regions close to the liners. Finally and as expected, T;,,s is zero for
the case with constant inlet boundary conditions.

To better understand the previous discussion on the 7)., field at the inlet, tem-
perature PDF’s on P40 obtained over 40 ms are now analyzed. The temperature
PDF distribution on P40 (see Fig. 6.9) indeed shows clear differences depending
on the investigated case. Using all POD modes (Case b), a small peak at 300 K
is visible, which corresponds to the temperature of the coolant injected into the
chamber. “All modes”, Case b), is in fact the only case that captures intermittent
fluid packets at 300 K on P40. Indeed, other cases do not capture this peak, be-
cause reducing the number of modes used to calculate the inlet signal leads to less
extreme temperature values (e.g. very low / very high values). For the same rea-
son, RMS values are lower for these cases, as shown previously. It is furthermore
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Figure 6.8: T),,s [K?] on P40 retrieved from simulation. a) Reference, b) All modes,
c) Without first ten modes, d) First ten modes, e) Constant.

observed that degrading the signal at the inlet yields more peaked temperature
distributions with fewer extreme temperature values. Note however, that for all
cases the average temperature is not affected as ensured by construction. Interest-
ingly, for Case c), using the truncated inlet signal, the temperature distribution is
flatter as compared to all other cases. In fact, this case is missing the excitation of
the PVC which contributes to attaining extreme temperature values observed in
the other cases. Imposing only the PVC at the inlet, as in Case d), yields a rather
pronounced peak at 485 K. Another consequence is that, medium temperature
values, e.g. between 350 K and 450 K, occur less frequently on P40 than in the
first cases (a to ¢). Finally, in Case e), due to the time-constant inlet condition, the
PDF shape obtained corresponds to the spatial heterogenity present in the mean
temperature field imposed constant in time on P40. Since this distribution is not
smooth multiple discrete values of 1" are attained as evidenced by the retained
PDF. Clearly, the resulting PDF significantly differs from the other cases.
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Figure 6.9: Temperature distribution on P40 over 40 ms (all nodes, 2000 instantaneous
solutions). a) Reference, b) All modes, c¢) Without first ten modes, d) First ten modes,
e) Constant.

Before starting with the discussion of the flow field in the NGV, a brief compar-
ison of the mean pressure value obtained on P40 confirms that all simulations have
the same operating point (see Tab. 6.2) and are thereby mutually comparable. In
terms of operating conditions, recall that all simulations feature the same mass
flow rate which is imposed at the inlet. At the outlet of the domain, the static
pressure (87 K Pa) is imposed, which due to different flow behavior in the vane
passage leads to different pressure values at the inlet plane (see Tab. 6.2). Indeed,
isolated simulations show generally higher pressure values than the reference case,
which indicates higher losses in the passage for these cases. These losses are mainly
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due to secondary flow structures and Case e), featuring the strongest secondary
flow structures due to the undisturbed inlet boundary condition (to be discussed
later), also features the highest pressure loss over the vane passage. Globally, dif-
ferences in pressure are nonetheless rather low (<0.5%), so all simulations produce
the same operating point, equal to that of the reference simulation. Note finally
that, pressure profiles on the vane surface are also identical, they will therefore
not be further detailed in this chapter.

c¢) Without first

a) Reference b) All modes d) First ten modes. e) Constant.
ten modes.

141.22 141.29 141.43 141.43 141.56

Table 6.2: Static pressure [kPa| on P40.

6.4.2 Impact of the inflow specification on the LES predic-
tion of an isolated NGV

In the following and to ease understanding, the discussion first addresses the im-
pact of the inlet conditions on secondary flow structures using 3D visualisations.
Secondary flow structures through the vanes are visualized based on instanta-
neous solutions using the Q-criterion [136] at the exact same instant in time (see
Fig. 6.10).

d) e)

Figure 6.10: Visualization of vortex structures in the NGV passage using an isosurface
of Q-criterion (10®) [136] on instantaneous solutions. To visualize the direction of the
vortex rotation, red indicates positive X-Vorticity, blue indicates negative X-Vorticity.
a) Reference, b) All modes, ¢) Without first ten modes, d) First ten modes, e) Constant.
(NGV2 in foreground, NGV1 behind).

Clearly, such views show marked discrepancies depending on the inlet boundary

condition. When looking at Cases a) to c), one remarks high levels of activity in
the entire domain. Using the full unsteady flow fields at the inlet of the isolated
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domain (see Fig. 6.10b), allows indeed to preserve all coherent flow structures as
observed in the reference case. Clearly, vortice structures as in Case a) are found to
be traveling from the inlet downstream to the NGVs. Most of these vortices appear
however only intermittently and are thereby not visible in the averaged solution (to
be discussed later). If comparing all cases with unsteady inlet conditions, Case d)
is seen to have considerably less activity within the passage. As for Case e), a
steady turbulence free instantaneous flow field as the one shown here is observed.
Note that in this specific case with the absence of distortions at the inlet, a strong
persistent vortex, present throughout the entire simulation, is formed at mid-span
of the NGV impacted by the hotspot and aligned with the swirler. This specific
vortex on mid-height of the blade was already addressed in Chapter 5. In the
wake of the NGVs significantly less turbulent activity can be found compared to
the other cases. Note that some of the vortices present in the other cases are also
present over extended periods of time in these simulations and can therefore be
seen in averaged solutions presented in the following.

d) e)

Figure 6.11: Visualization of vortex structures in the NGV passage using an isosurface
of Q-criterion (10%) [136] on solutions averaged over 40 ms. a) Reference. b) All modes.
c) Without first ten modes. d) First ten modes. e) Constant. (NGV1 in background,
NGV2 foreground).

To further evidence discussed features, averaged Q-criterion isosurfaces are
provided in Fig. 6.11. Applying a constant boundary condition at the inflow
(Case e) results in stronger and more persistent vortex structures as these are not
disturbed by the changing inlet condition. As mentioned previously, Case e) is
also the case that features the highest pressure loss, so observed more dominant
secondary flow structures can be seen as a reason for such an increase. In this case,
a horseshoe vortex is formed at mid-height of the blade (see Fig. 6.11e). In fact, and
complementary to the conventional passage vortices, an additional vortex similar
to the one observed by Jacobi at al. [133] and presented in Chapter 5 appears.
Note that whenever injecting POD modes, a more disturbed and unsteady flow
field through the vane is created and this specific horseshoe vortex at mid height
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of the blade only appears intermittently. In such cases, it is no longer visible in the
mean field. For Cases c) and d), the activity imposed at the inlet is indeed strong
enough to remove the horseshoe vortex whenever it is created for a limited period
of time. Close to the liners however, depending on the inflow activity retained,
vortices are observed to be larger than in the reference case: i.e. Cases c) and
d). Finally, Cases a) and b) are very similar and show that proper secondary flow
structures are preserved in the truncated domain only if using all POD modes.

In the following, the discussion focuses on changes of the temperature fields in
each case linked to the differences of the inlet condition and the associated changes
in the flow organisation visualized by the Q-Criterion (for more background on
aerodynamics and general flow organization the reader is referred to Chapter 5
and previous work by C. Koupper [16]). The instantaneous temperature fields at
mid height are first shown in Fig. 6.12. As assumed, Case a) and Case b) are in
very good agreement. This explains the globally very similar behavior for both
cases and shows that the methodology is able to recreate the flow of the fully
integrated simulation in an isolated domain. The observation is also in line with
Fig. 6.10, where clearly more activity can be observed for the first two cases. The
flow field for Case d) looks however more unsteady than that of Case c) for which
the PVC was removed from the inlet signal. The simulation using a constant
boundary condition finally shows a very smooth temperature distribution due to
the lack of activity at the inlet and induced low mixing. Comparing Cases d) (only
PVC imposed) and ¢) (all modes except PVC) one concludes that the PVC has as
an important contribution to the mixing between the hot and cold flows through
the vanes.

300 340 380 420 460 500

a) b) c) d) e)

Figure 6.12: Instantaneous temperature [K| plot on Hh=0.5 isosurface. NGV1: upper,
NGV2: lower. a) Reference, b) All modes, ¢) Without first ten modes, d) First ten
modes, e) Constant.

The consequences of above observations are evidenced by the mean temper-
ature fields obtained for all simulations and which show marked differences (see
Fig. 6.13). As previously discussed, the hotspot impinges on NGV1 (upper NGV),
and again the reference simulation, Case a), and that using all POD modes,
Case b), show good agreement. Simulations using a partially unsteady inlet signal,
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Cases ¢) and d), show a rather good agreement with the reference simulation. In
the wake of NGV1 (impacted by the hotspot) differences to the reference simula-
tion become more apparent: Here both cases with reduced modes imposed at the
inlet feature higher temperatures, which is caused by reduced mixing in the NGV
wake. When using constant inlet boundary conditions, Case e), the lack of mixing
causes even more extreme temperature values, especially in the wake of NGV1.

430 445 460 475 490

a) b) c) d) e)

Figure 6.13: Average total temperature [K| plot on Hh=0.5 isosurface. NGV1: upper,
NGV2: lower. a) Reference, b) All modes, ¢) Without first ten modes, d) First ten
modes, e) Constant.

If looking at the corresponding temperature RMS fields, Fig. 6.14, the hot
spot region features low temperature fluctuations, which is again visible in the
passage (see Fig. 6.14). NGV2 generally features lower temperatures, temperature
fluctuations however are higher. T, values for Case d) show higher temperature
fluctuations around NGV2, than Case c), which again points to the importance of
the PVC for the mixing in the vane passage. This is also in line with the previous
discussion around Fig. 6.6, where one notes that a rather high fraction of 7,,,s is
represented by the first modes only. In Case e), T,,,s values are generally rather
low, although the simulation shows perceptible fluctuations in the NGV wake.
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5 1117232935
a) b) c) d) e)

Figure 6.14: Average Ty,,s [K?] plot on Hh=0.5 isosurface. NGV1: upper, NGV2:
lower. a) Reference, b) All modes, ¢) Without first ten modes, d) First ten modes,
e) Constant.

6.4.3 Evolution of the flow field through the vane passage

As the previous section provided a macroscopic view on the impact of the different
inlet conditions specified in Tab. 6.1, this section intends to provide a closer inves-
tigation of the flow field at distinct locations in the passage, specified in Fig. 6.15.

Figure 6.15: Observation planes used for following discussions.

The consequences of different inlet conditions are well visible on temperature
fields which appear to be quite sensitive to the modifications imposed at the inlet
and the associated changes of secondary flow structures. Temperature fields of
Cases a) and b) 1 ACL downstream of P40 are almost identical (see Fig. 6.16).
For Cases ¢) and d), the general flow organization is similar, temperatures however
attain more extreme values, which can be attributed to a lack of mixing in both
cases. In Case e) values attained are even more extreme, illustrating less mixing
between hot and cold streams. The flow organization is disturbed by stronger
vortices present in this case, as demonstrated earlier in the discussion around
Fig. 6.11. On P41, at the exit of the nozzle, Cases a) and b) are still mostly
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identical (see Fig. 6.17), which again confirms the ability of the presented approach
to recover the flow field of an integrated simulation. Cases c¢) and d) feature
slightly more extreme values than previous cases, which is due to less mixing.
The case with constant inlet conditions, shows even more extreme temperature
values, notably in the NGV wake where temperatures are about 20 K higher than
in the reference case. Using constant boundary conditions induces considerably
less mixing. Secondary flow structures also impact the temperature distribution
in the vane passage. In the middle of Fig. 6.17e, cold air from the outer liner is
seen to be pulled down and migrates along the NGV surface through the channel
(to be discussed later). Here again, comparing Case e) with the other cases, the
importance of the PVC for the mixing of hot and cold flow and also the impact of
secondary flow structures becomes evident.

4;4 /“:‘: 4 / 7 = <z
BT [ T [ [ [
350 360 370 380 390 400 410 420 430 440 450 460 470 480 460 500

a) b) c) d) )

Figure 6.16: Average static temperature [K| on P40 + 1 ACL. a) Reference, b) All
modes, ¢) Without first ten modes, d) First ten modes, e) Constant.
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Figure 6.17: Average static temperature [K] on P41. a) Reference, b) All modes,
c) Without first ten modes, d) First ten modes, e) Constant.

Considering temperature PDF's for all points on P41 over the entire simulation
duration of 40 ms (stored every 0.02 ms) allows a more quantitative view on pre-
vious observations. Temperature values on the stator exit plane show a normal
distribution (skewness=0) for reference case (Case a), all POD modes (Case b) and
the case without the first ten modes (Case ¢) (see Fig. 6.18), which clearly shows
the effects of mixing through the vane passage. Maximum hot and cold tempera-
ture values are identical for reference and all modes simulation (Cases a&b). The
case using all but the first 10 modes (Case c) shows less extreme values, which is
explained by the smaller bandwidth of values on P40. For the case using only the
first ten modes (Case d) the temperature distribution is more skewed at the inlet
if compared to the other cases (compare with Fig. 6.9), which is also conserved
through the vane passage. Extreme temperature values (e.g. values below 300 K
or above 450 K') reached in this simulation are however similar to the reference
case, as already observed on P40. Using constant boundary conditions at the in-
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let (Case e) results in a double peaked temperature distribution at the exit plane
and also less extreme temperature values. Here, the lack of mixing due to the
absence of an unsteady inlet condition is again evident. The two separate peaks
are representative for coolant flow, mainly found close to the liners, and hot flow,
mainly found around the wake of NGV1. Although not featuring the highest tem-
perature values (not above 495 K), the right peak of the PDF indicates a higher
probability to encounter high temperatures than in the other predictions. In an
industrial context, using such constant inlet boundary conditions, may therefore
lead to overpredicted temperatures and oversized cooling systems, as will be shown
later on in this chapter.
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Mean 399.1 398.9 398.6 398.17 395.40
a) b) c) d) e)

Figure 6.18: Temperature [K] distribution on P41 over 40 ms. a) Reference, b) All
modes, ¢) Without first ten modes, d) First ten modes, e) Constant.

As expected and shown earlier in this chapter, higher order quantities such as
T,.ns are significantly more sensitive to the investigated modification of inlet con-
ditions than previously discussed first order quantities. Comparing temperature
fluctuations, 1 ACL downstream of P40, again shows a good agreement between
Cases a) and b) (see Fig. 6.19), confirming that even higher order statistics, like
T,ms, are well preserved by the presented methodology. For T, the case using
the first ten modes to reconstruct the inlet conditions (Case d) features higher
values than the otherwise similar Case ¢). Considering the differences between
Cases ¢) and d), one concludes that the PVC plays an important role in the mix-
ing of hot and cold flow. Temperature fluctuations in the passage are to a larger
extent triggered by the PVC (compare Case d) vs a), on Fig. 6.20) rather than
by smaller scale turbulence (compare Case c) vs a), on Fig. 6.20). If using con-
stant boundary conditions (Case e), temperature fluctuations stay low compared
to other cases, due to the absence of changing temperatures at the inlet and glob-
ally rather constant aerodynamics that might otherwise lead to local temperature
fluctuations. Further downstream, temperature fluctuations are strongest in the
channel transporting the hot spot, close to the outer liner (see Fig. 6.20). This
activity can, if looking at Fig. 5.38 in Chapter 5, be attributed to coolant flow
migrating through the passage. At the nozzle exit, Cases a) and b) are again very
close. Case d) shows more temperature fluctuations than Case ¢), which is in line
with the fact that low order temperature modes contribute a larger share to the
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T,ms value than for the other quantities imposed (pu, pv, pw) at the inlet (see
discussion around Fig. 6.6). While high levels of turbulence do not necessarily
imply high T,,,s values, a certain level of macro scale flow motion is needed to
obtain high T,,,s values. In the case of FACTOR, such large scale flow motion is
mainly triggered by the PVC. Note also that in adiabatic simulations, if no addi-
tional fluid at a different temperature is added, as is the case in the present vane
simulations, T.,,s average values decline continously from inlet to the exit of the
domain. Case c) featuring higher modes, with smaller scale, more localized flow
motion cannot achieve the same level of mixing between hot and cold flow which
explains the lower T}, in this case. For Case e), T,,,s values are again very low.
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Figure 6.19: T}, [K?] on P40 + 1 ACL. a) Reference, b) All modes, c¢) Without first
ten modes, d) First ten modes, ¢) Constant.
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Figure 6.20: T}, [K?] on P41. a) Reference, b) All modes, ¢) Without first ten modes,
d) First ten modes, e) Constant.

To gain a global understanding of previously discussed temperature fields and
PDF‘s, Figure 6.21 shows the evolution of integrated TK E and T,.,,s over planes
through the passage. Due to interactions with the NGVs, TK E values for all sim-
ulations increase through the vane passage. T K E values for reference simulation
(Case a) and that with the fully unsteady inlet signal (Case b) correspond very
well. For the case using constant boundary conditions (Case e), TKE levels are
naturally zero at the inlet, but due to the presence of vanes in the flow, turbu-
lence increases through the vane passage. Whereas the simulation using all POD
modes without the first ten (Case c) starts off with higher levels of TK E on P40,
the simulation using the first ten modes (Case d) reaches higher TKFE levels in
the end. This may be explained by the unsteady inlet signal regenerated using
the first ten modes featuring longer turbulent time scales then the other case, as
shown in the following. In contrast to TKFE, T,,,s values generally decrease over
the vane passage due to the continuous mixing of hot and cold flow. At the exit,
due to mixing, temperature differences in the flow field are less significant and the
temperature is lower due to expansion. Here again, the case using all modes and
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the reference case are very similar. While starting with lower initial 7;,,s value
than Case c), Case d) reaches a higher value in the end, the value being quite close
to that of the first two simulations. Note also that for Cases d) and e), T,,,s values
are increasing over the vane passage, while values decrease for the other cases. For
Case e), T,.,s values stay however very low.

800 T T T T 40
600} 30}
E @ 20l
= 2 20
= &
200 10F
0 0
P40 +0.5ACL +1ACL +1.5ACL P40 +05ACL +1ACL +1.5ACL
B Reference Bl Without tenmodes [—J Constant
Bl Full [ Ten modes
a) TKE. b) Tyns.

Figure 6.21: TKE and T},s over planes through the NGV passage (see Fig. 6.15 for
locations).

To better explain the evolution of TK E values on consecutive planes through
the vane passage, turbulent timescales on P40 can be taken into account (see
Fig. 6.22). In Case c) turbulent timescales and equivalently length scales are
significantly shorter than in Case d). Turbulence thereby dissipates faster and
does not produce more turbulence when interacting with the vanes which explains
the evolution of TKE (growth of TKE of Case d) - first ten modes vs Case c) -
without first ten modes) shown on Fig. 6.21.

0 00005 0001 00015 0002 00025 00004 0.00046 000052 000058 000064 00007 C 00005 0007 0DOIS 0002 00025

Average: 5.29e-04 s 1.56e-03 s 7.09e-04 s
Case: Case b) Case c) Case d)

Figure 6.22: Turbulent timescale calculated on the axial velocity component imposed
on P40. Note that the values for Case a) correspond to those of Case b) and that due to
constant inlet boundary conditions for Case e) no turbulent timescale can be calculated.

From the previous discussion, at specific location in the vane passage one con-
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cludes that the impact of the different inlet modeling approaches is more visible
when considering higher order statistics, rather than averaged quantities. The
PVC, imposed at the inlet of Case d), has one specific frequency, so the next step
is to investigate for the presence of such a frequency in the flow field. As previ-
ously stated and shown in Chapter 5, the PVC breaks down within the chamber
so there is no direct physical presence of the PVC in the vane passage, which is in
line with results available from literature [135]. Still, a dominant flow structure at
the PVC frequency considerably impacts the flow field as shown in the previous
discussions. In the following, a DMD analysis is applied to investigate the pres-
ence of this activity for each case. Figure 6.23 shows the DMD spectrum obtained
from an analysis of instantaneous solutions stored every 2e-5 s on the exit plane
of the nozzle. The marked peak at 500 Hz, captured by the reference simulation
(Case a), all modes (Case b) and 10 modes (Case d), corresponds to the PVC
frequency. The simulation using 2D constant boundary conditions (Case e) shows
only low levels of excitation and that using the full reconstructed inlet without the
first ten modes (Case c¢) does show some excitation, however not at the frequency
of the PVC. These findings demonstrate the following:

e [solated vane simulations using reconstructed unsteady boundary conditions
can indeed conserve most of the dynamics of the flow.

e The POD methodology is capable of extracting certain flow features and to
recast them on a stand-alone high-pressure vane simulation.

e The PVC in the FACTOR geometry has a strong impact on the entire flow
field, even downstream of the nozzle.

— Reference 1
— All modes
— Constant .
— 10 modes
without 10 first

0 500 1000 1500 2000 2500
Frequency (Hz)

Figure 6.23: DMD analysis of pressure on P41.

The detailed insights provided in this section allow for a better understanding of
the flow field and the differences related to the inlet modeling which distinguishes
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one case from the other. In the next section the focus lies on the NGV wall and
how the temperature distributions change for each of the considered cases.

6.4.4 Impact on the high-pressure vanes

To finish, the impact of the different inflow specifications on the NGVs is discussed
using the temperature field on the vane surface, which allows to identify the ef-
fects of the inlet conditions on the entire channel height. NGV1 is aligned with the
swirler (outside of the numerical domain) and is directly hit by the hotspot (see
Fig. 6.24). All simulations capture this and clearly mark NGV1 as that exposed
to the highest temperatures. Note at this point that the application of the WALE
SGS model instead of the Smagorinsky model used in Chapter 5 leads to differ-
ences in the temperature distribution on the NGV surface, if compared to results
presented in Chapter 5. In present simulations coolant flow stays mostly close to
the liner and is not pulled down towards mid height, implying an impact of the
said model on secondary flow structures in the vane passage (see Appendix A for
more details). The NGV surface temperature of the case using all modes (Case b)
is very close to the reference case (see Fig. 6.24), demonstrating again the poten-
tial of the presented approach to improve isolated high-pressure vane simulations.
Degrading the inlet signal leads to less mixing in the passage and more pronounced
hot and cold regions on the blade surface. Furthermore, the reduction of excitation
at the inlet promotes the creation of persistent vortex structures (see discussion
around Fig. 6.11) that account for a large part of the changes of the temperature
distribution on the NGV surface. In the simulation using constant boundary con-
ditions (Case e) vortices leave a clear trace on the NGV surface as they transport
coolant flow towards the middle of the channel. Temperature PDF distributions
on the NGV surface over the time period of 40 ms permit again a more quanti-
tative comparison of all cases (see Fig. 6.25). Here differences between reference
case and that using all modes are stronger than in previous comparisons. In both
cases extreme temperature values are however still in agreement. As previously
on P41 (compare Fig. 6.18), Case c¢) shows a deficit of extreme temperature values
(e.g. below 400 K and above 500 K), especially for the lower values. The tempera-
ture distribution shows marked peaks for constant boundary conditions simulation
(Case e) which is due to the absence of mixing of hot and cold flow downstream of
P40, as discussed earlier in this chapter. Due to the constant boundary conditions,
this simulation also lacks extreme temperature values that occur intermittently in
other cases. Here, Case e) shows the strongest differences between NGV1 and
NGV2, when compared to other cases. In an industrial context, where usually at
best 2D time constant inlet boundary conditions are applied, this may again lead
to overestimated temperature challenges for one of the NGVs, the consequence of
this being oversized cooling systems and a loss of efficiency of the engine.

When considering higher order statistics, such as RMS on the NGV surface,
differences between presented cases become more apparent (see Fig. 6.26). High
T.ms values can be observed close to the outer and inner liner, where mainly
coolant flow migrates through the passage. As previously mentioned, 7},,, values
at mid height of the blade, where the hotspot migrates through the passage, are
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Figure 6.24: Average temperature [K] on NGV surface. NGV1: upper, NGV2: lower.
a) Reference, b) All modes, ¢) Without first ten modes, d) First ten modes, e) Constant.
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Figure 6.25: Temperature distribution NGVs over 40 ms. NGV1: upper, NGV2: lower.
a) Reference, b) All modes, ¢) Without first ten modes, d) First ten modes, e) Constant.

generally lower . For Case a) and b) there is still a good agreement, however locally
small differences are visible. As expected, cases with degraded inlet signal show
lower T,,,s values on the vane surface. Removing the first ten modes from the
inlet signal leads to low T,.,s values, with however generally similar distributions.
Imposing only the first ten modes at the inlet, yields comparatively high T,
values, especially close to the outer liner. This again underlines the importance of
the PVC in mixing of hot and cold flow and also the impact of this flow structure
in the high-pressure vanes domain. At the pressure side trailing edge, T,.,,s values
are slightly higher than in the reference case. As previously noted, activity in
Case e) is rather low which explains low values observed on the NGV surface.

0 5101520 2530355 40 45

a) b) c) d) e)

Figure 6.26: T,,,s [K] on NGV surface. NGV1: upper, NGV2: lower. a) Reference,
b) All modes, ¢) Without first ten modes, d) First ten modes, e) Constant.
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6.5 Conclusions

The objective of this chapter was to investigate how to perform LES of isolated
domains and to determine the impact of specific flow features extracted by means
of POD. To do so, POD is used to perform a modal decomposition of the flow
field in the integrated chamber + NGV domain. This allows to clearly identify the
PVC, represented by the first few POD modes, as the most energetic flow feature
in the domain. The intersection plane between chamber and NGV part is likewise
analyzed by means of POD, which is then used to recreate different inlet conditions
for isolated NGV simulations, using specific ranges of POD modes representative
for the fully unsteady flow field or previously identified flow features, like the PVC.
When imposing all POD modes retrieved from P40 of an integrated simulation,
the flow field of the chamber + NGV prediction could be recovered remarkably
well in the isolated NGV domain, even if considering instantaneous flow fields and
higher order statistics. The presented approach may thereby point a way to per-
form more realistic isolated high-pressure vanes simulations without simulating the
entire combustion chamber. Today, high fidelity LES of the combustion chamber
are quite common and provide a source of data whose exploitation could indeed
improve simulations of isolated high-pressure vanes. A further potential source
of unsteady flow field data are measurements with a high spatial and temporal
resolution, e.g. HWA. To allow for an application of the presented approach in an
industrial design process, further work is needed to treat commonly incongruent
periodicity angles between chamber and high-pressure turbine. This seems indeed
quite feasible by duplication of the inlet signal for multiple vane LES.

The PVC, as the most energetic structure in the chamber strongly impacts the flow
field in the high-pressure nozzle, as already explained in Chapter 5. Here it was
shown, that the PVC plays an important role for the mixing between hot and cold
flow. Nevertheless, differences between first order quantities for unsteady cases
using all modes without the PVC (Case c) or the PVC as inlet signal (Case d) are
limited. One reason for this is that these averaged quantities are identical at the
inlet. Another point is that an unsteady inlet prevents the formation of strong and
persistent vortices which are seen to strongly change the flow behavior in Case e)
using constant inlet boundary conditions. A closer investigation of higher order
quantities, available from LES, reveals however differences that can be directly
contributed to the PVC:

1) Locally, RMS values are strongly increased, which is visible throughout the
passage.

2) When analyzing the flow field using DMD, one can clearly identify strong flow
excitation at PVC frequency. This alone may not impact the present simulations
to a large extent - In a more complex simulation or in reality the strong excita-
tion at the distinct PVC frequency may however lead to stronger changes in the
flow field due to resonance effects depending on the specific geometry of vanes or
cavities of the cooling system.

Comparing all cases described in this chapter leads to the conclusion that the high
pressure vane domain is highly sensitive to the flow field provided at its inlet, as
already mentioned in Chapter 5. Flow features identified to have a major impact
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on the flow field in the vane passage, like the PVC and secondary flows, strongly
depend on the modeling approach of the inlet condition. Using constant inlet
boundary condition, often applied due to unavailability of transient inlet data and
cost reasons, was found to yield strong vortical structures. This strongly affects
the temperature field on the NGVs and also the loss prediction of such blades. A
time-constant 2D inlet boundary condition, often applied in an industrial context,
is found to yield harsher aerothermal conditions than predicted in the case using
the fully unsteady flow field. Consequently cooling needs in industrial simulations
may tend to be overpredicted, which may lead to oversized cooling systems and a
loss of efficiency for the engine. The procedure shown in this chapter may point a
way to produce more realistic isolated high-pressure vane simulations of industrial
geometries, without the necessity of performing costly integrated simulations of
chamber and high-pressure turbine.
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7.1 Introduction

Gas turbine engines feature complex geometries and the interior flow field is gov-
erned by a multitude of different physical phenomena, which renders accurate pre-
dictions of the flow field a very challenging task. Accurate measurements of the flow
at nominal operating conditions are often difficult, which makes CFD a primary
choice to gain insight in the flow field. The European FACTOR! project, which
is the basis for the herein presented research, addresses the issue of combustor-
turbine interactions and the transport of hot spots in the next generation lean
combustion chambers using a joint CFD and experimental approach on a full an-
nular non-reactive test rig [3]. The objective is to gain a better understanding
of interaction phenomena in next generation compact design lean combustion en-
gines and to improve CFD predictions. One particular numerical challenge for the
simulation of multi-component turbomachinery devices is the coupling of rotating
and stationary domain and also the presence of different flow regimes in combus-
tion chamber (low Mach number) and turbine (high Mach number). Only few

'FACTOR (Full Aerothermal Combustor Turbine interactiOns Research) is a European re-
search project co-funded by the European Commission to investigate interactions of lean com-
bustion chambers with the hp-turbine.
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CFD codes are available to simulate both domains simultaneously and with great
accuracy. In this work, Large-Eddy Simulation (LES) predictions of combustion
chamber and complete single-stage high-pressure turbine are compared with ex-
perimental results to gain insight into the interaction phenomena present between
combustion chamber, stator and rotor. Experimental data obtained by means of
a five-hole probe (velocity angles, static & total pressure, static & total temper-
ature) is available on observation planes P40 (exit of the combustion chamber),
P41 (exit of the stator) and P42 (exit of the rotor). The results presented herein
extend on previous work published at the ASME Turbo Expo 2019 [30] and further
simulations will be performed at CERFACS.

First, the test rig is introduced, followed by the presentation of the numeri-
cal approach. The result section presents predictions of an integrated LES with
combustion chamber and complete single-stage high-pressure turbine as well as
RANS predictions performed on the nozzle only. The results section is divided in
three parts: 1. Combustion chamber, 2. High-pressure vanes, 3. Rotor, which are
individually compared and discussed.

7.2 Experimental Setup

The FACTOR test rig installed on the NG-turb test facility at DLR Gottingen
is designed as a full annular non-reactive full scale closed loop wind tunnel. The
rig operates at engine representative Mach- and Reynolds number and allows con-
tinuous operation over several hours to ensure high quality measurements. 20
identical 18° sectors are each equipped with one swirler, two NGVs, three rotor
blades and one strut airfoil (not simulated here). Before entering the swirler, air
is heated to 530 K. The swirler is restrained by a duct to avoid early interaction
with the effusion cooling system and neighboring swirlers. Coolant air is injected
through multiperforated liners in the combustor simulator, the NGV blades and
purge flows between the rotating and stationary parts.

The FACTOR rig allows instrumentation access at different positions in the rig
(see Fig. 7.1) [17]. Measurements on P40, P41 and P42, shown hereafter, have
been obtained by a 5-hole probe mounted on a traverse system that covers about
95 % of the channel height. Further measurements are available from pressure
taps on two NGV blades at mid height of the channel.

154



7.3. DOMAIN, MESH AND NUMERICAL SETUP

Figure 7.1: Measurement planes at FACTOR test rig [17].

7.3 Domain, Mesh and Numerical Setup

In the numerical approach one 18° section is simulated and the swirler is aligned
with the leading edge of NGV2 (see Fig. 7.2). Inlets are defined as mass flow inlets
and the outlet boundary condition is defined as a pressure outlet. Values at the
main inlet are imposed using Navier-Stokes characteristic boundary conditions [56]
and the pressure imposed at the outlet allows to naturally establish a radially
equilibrium pressure profile [15]. Effusion cooling systems at interior and exterior
liner are modeled using a heterogeneous coolant injection model (introduced in
Chapter 3) [84,88]. The same model is applied on the NGVs to mimic the injection
of coolant fluid on the NGV surface (investigated in Chapter 4) This approach uses
a coolant distribution obtained from previous Reynolds averaged Navier Stokes
(RANS) simulations of the isolated stator domain with fully featured NGV-cooling
system [95]. Purge flows are included in the domain and allow for the injection of
cold air at the intersection of stationary and turning parts. Walls are considered
adiabatic and the near-wall behavior is modelled using wall functions based on a log
law [137]. Inlet conditions are summarized in Tab. 7.1. The operating conditions
finally obtained in simulations are summarized in Tab. 7.2. Note that due to an
initial unintentional higher mass flow at the interior effusion cooling system, values
from simulation and experiment differ. Further, as demonstrated in Appendix A,
the choice sub grid scale model may yield pressure predictions that differ by 1 kPa
and more.

Grids for static and rotating domain are generated separately as partly over-
lapping fully unstructured thetrahedral grids. The overset of both grids allows
by application of the MISCOG method [139] the coupling of both computational
domains. The simulation of stationary and turning part is performed using two
seperate instances of the AVBP code coupled by OpenPALM [140]. The static do-
main is discretized by 70 M cells and has been designed in accordance with a pre-
vious mesh refinement study for the FACTOR geometry [16]. At the combustion
chamber liners, the mesh is refined (Az & 0.25 mm) to allow the representation of
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Figure 7.2: Numerical FACTOR domain [138].

Table 7.1: Inlet data for one sector of the FACTOR test rig at DLR Géttingen (Total
mass flow in brackets).

Swirler mass flow ke/s]  0.1545 (3.09)
Effusion cooling interior liner [kg/s|]  0.0335 (0.67)
Effusion cooling exterior liner [kg/s] 0.0475 (0.95)

[lkg/s]
e
Rotor front cavity purge flow [kg/s] 0.0036 (0.072)
[kg/s]
[kg/s]

(
Rotor back cavity purge flow  [kg/s] 0.0036 (0.072)
NGV coolant feed mass flow  [kg/s]  0.018 (0.36)
Swirler air temperature K] 530
Coolant temperature K] 300
Turbine rotor RPM [rpm] 7700

Table 7.2: Operating conditions for Experiment and Simulation.

Experiment Simulation

P40 (static = total) pressure  [kPa] 142.4 143.3
P41 total pressure [kPal 137.8 139.8
P42 total pressure [kPal 59.3 62.3

P40 (static = total) temperate  [K] 447.51 430.11
P41 total temperature K] 427.7 423.9
P42 total temperature K] 353.1 335.1

individual coolant jets on the wall. In the swirler y* averages around 70 whereas
the value ranges between 20 at the NGV leading edge and 150 at the NGV trailing
edge. The rotor domain with fully meshed purge flows contains 35 M grid cells
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and y* values average around 70 for the rotor blades with lower values on leading
edge and trailing edge due to refinements.

Simulations presented in this work are performed using AVBP by [60], a code
developed at CERFACS to solve the filtered compressible Navier-Stokes equations
for LES. The simulation is converged for 200 ms, corresponding to 20 characteristic
through flow times of the combustor module, using the Lax-Wendroff scheme [66]
(second order accurate in space and time). Data collected for comparison extends
over 40 ms. Sub-grid scale (SGS) turbulent contributions are computed using the
classical Smagorinsky model [51]. Using the classical gradient diffusion hypothesis
[38] the SGS heat flux is related to the filtered temperature gradient with a SGS
thermal conductivity computed with a SGS turbulent Prandtl number of 0.6. Time
marching is done, respecting CFL number [94] (convection scheme) and Fourier
number [70] (diffusion scheme) to guarantee linear stability. For the purpose of
statistical evaluations, the time step is fixed to 4.E-8 s (CFL~0.9) during the data
collection period. The computational cost for convergence of the simulation are 1
M CPU hours.

Apart from LES at CERFACS, RANS simulations were performed by different
partners of the FACTOR consortium. These simulations use experimental data
from P40 as inlet condition (presented in Section 7.4.1 and simulate the NGVs
with fully resolved cooling system. On P41, results are compared with LES data.

7.4 Results

In this section, LES predictions for the fully integrated LES of combustion chamber
and complete single-stage high-pressure turbine are discussed and validated against
experimental data obtained at the FACTOR test rig at DLR Gottingen. First, the
flow field in the combustor module, then the flow in the stator domain and at last
the flow field in the rotor part, is discussed. All observation planes (P40, P41,
P42) are in the stationary domain. Previous studies and validation of simulations
extending over combustion chamber or combustion chamber and high-pressure
vanes are similar to the flow field obtained from the fully integrated simulation of
combustor and complete single-stage high-pressure turbine [24,141]. These studies
underline the importance and impact of an unsteady chamber flow field on the flow
in the high-pressure turbine domain [11,142].

7.4.1 Flow field in the combustor simulator

The main flow enters the combustor simulator through a swirler which creates a
Processing Vortex Core (PVC), visible as a low pressure zone in Fig. 7.3a. Kelvin-
Helmholtz instabilities at the duct edges are visible as low pressure zones and the
injection of coolant is seen to locally increase the static pressure level near the
liners. Coolant injected at the combustion chamber liners penetrates into the flow
and locally mixes with hot air coming from the swirler (see Fig. 7.3b). Due to
the presence of a confining duct and the absence of dilution holes in the FACTOR
combustion chamber, the hot streak traveling through the chamber remains largely
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Figure 7.3: Central axial cross section cuts of the instantaneous flow field through the
swirler from swirler to P40.
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Figure 7.4: Central axial cross section cuts of the averaged flow field through the
swirler from swirler to P40. Upper row: Combustion Chamber & NGVs (Chapter 5);
Bottom row: Combustion Chamber & Hp-turbine

undiluted by the coolant air. Compared to simulations previously discussed in
this manuscript (e.g. Chamber & NGV in Chapter 5) the operating pressure
and temperature is lower to meet operating conditions of the test rig at DLR
Gottingen. Furthermore, the application of the heterogeneous coolant injection
approach locally impacts the flow field close to the combustion chamber liners.
Shortly after the exit of the duct, the flow field features a central re-circulation
zone, evidenced by negative axial velocity (see Fig. 7.4a). This recirculation is
caused by the break down of the fuel injection system generated PVC. In the
simulation with the full high-pressure turbine, the recirculation zone is larger than
in previous simulations. High levels of tangential velocity (see Fig. 7.4b) induced
by the swirler can be found throughout the domain and contribute to a complex
flow field on P40 as well as to a redistribution of coolant flow (to be discussed
later). Close to the swirler, tangential velocities are higher in the simulation with
the full high-pressure turbine. In the center of the duct, as well as at the edges
of the duct in the shear layer high levels of turbulent kinetic energy (TKE) can
be observed (see Fig. 7.4c). In the center of the duct, high activity is created
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by the PVC, whereas at the edges the shear between the stagnant flow outside
the duct and the high velocity flow inside the duct is responsible for the high
levels of TKE. In the simulation with only the high-pressure vanes, turbulence
levels in the center of the duct are lower as compared to the other simulation.
The flow field in the FACTOR combustion chamber is dominated by the PVC and
excitation at the PVC frequency of 500 Hz can be found in the entire computational
domain. In the following comparisons with experimental data on P40 are shown.
Further comparisons to prior simulations are not discussed as too many parameters
(NGV coolant injection, heterogeneous effusion cooling model, clocking position,
operating point, numerical scheme, sub-grid scale model) differ with respect to the
simulation discussed in this chapter.

On P40, experimental data and predictions from high fidelity LES show an
acceptable agreement for velocity angles and temperature (see Fig. 7.5a,b,d). The
flow angles (see Fig. 7.5a,b) indicate strong residual swirl at the exit of the com-
bustion chamber which is due to the absence of dilution holes and the compact
design of the non-reactive lean combustion demonstrator. Note that on all ob-
servation planes the pitch angle shows the strongest deviation from simulations
which may point to a systematic error in the measurements. The residual swirl
core is visible as a low total pressure region on P40 (see Fig. 7.5¢). Total pressure
in the simulation is slightly higher, but shows a good qualitative agreement with
the experiment. In the experiment differences between minimum and maximum
pressure values are more pronounced than in the simulation. This finding together
with elevated velocity angles in the experiment may point to a better conserved
PVC in the experiment than in the simulation. Residual swirl impacts the temper-
ature distribution by transporting coolant flow away from the liners to the center
of the channel which creates a wavy pattern in the temperature distribution on
P40 (see Fig. 7.5d). The temperature profiles on P40 agree well, except for the
hub region, and show a very pronounced hot spot at channel mid height, typical
for lean combustion configurations. Downstream of P40, the marked hot streak
impinges on NGV2.
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Figure 7.5: Flow field on P40 (intersection between combustion chamber and stator)
for simulation and experiment. View direction: downstream.
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7.4.2 Flow field in the high-pressure vane passage

The activity in the chamber strongly impacts the flow in the high-pressure turbine
[142] (see Fig. 7.6). Coherent flow structures, mainly created by the PVC, travel
through the chamber and impact the NGVs. Horseshoe-vortices with a short
lifespan are created at blade mid-height and are shortly afterwards transported
away by the highly unsteady flow from the chamber. Corner vortices created
close to hub and shroud are more persistent. In the NGV passage secondary flow
structures are seen to impact the temperature distribution on the NGV surface by
transporting cold air away from the liners over the NGV surface and by influencing
the trajectory of coolant jets.

Figure 7.6: NGVs and g-criterion [136] of an instantaneous solution colored by static
temperature.

Fig. 7.7a shows the acceleration of the flow in the nozzle and the formation of a
shock at the NGV trailing edge. Although Mach=1 is reached, the passage is not
entirely choked. The hot spot is clearly centered on NGV2 (see Fig. 7.7b) and the
coolant injected on the NGV surface is seen to stay close to the NGVs. Finally,
isentropic Mach numbers calculated using the average total pressure on P40 and
pressure taps at around mid-height of the channel (h/H ~ 0.5) agree well with
experimental results (see Fig. 7.8). Note that the pressure taps are placed on two
different NGVs and the pressure for the simulation is obtained accordingly. Note
also that the spike in the isentropic Mach number plot (see Fig. 7.8) is due to the
shock hitting the next NGVs suction side.

When comparing the NGV temperature distribution for different simulations
(see Fig. 7.9), temperature predictions differ close to the cooling system injection
holes. This is explained by the fact that in both RANS simulations the coolant
system was fully resolved, whereas in the LES it was modeled. In Chapter 4 the
modeling approach was discussed and compared to a simulation with fully resolved
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Figure 7.7: Average flow field at channel mid height in the high-pressure vane passage.
Hot spot impinges on NGV2.
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Figure 7.8: Isentropic mach number on NGV surface at mid height of the channel.

coolant injection system. In simulations with fully resolved coolant system, inter-
actions between main flow and coolant flow occur and the coolant jets generally
penetrate further into the flow. If using the model, coolant jets penetrate less far
into the flow and coolant stays closer to the wall. This modeling impact is again
visible on P41. Simulations commonly show that the area close to lower and upper
liner is not reached by coolant injected from the NGV coolant system. Globally
RANS predicts higher temperature values than the LES performed at CERFACS.
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Figure 7.9: Flow field on P41 (after stator) for simulations and experiment. View
direction: downstream.

On P41, LES results can be compared to measurement data and RANS simula-
tions. Note that the RANS simulation does not simulate the combustion chamber,
but uses experimental data on P40 as inlet conditions. When comparing the Pitch
angle on P41 (see Fig. 7.10a) one notes rather high pitch angle values in the ex-
periment close to the upper liner. This potentially indicates a systematic error
with the measurements in this region. Such high pitch angels are unlikely close
to the upper wall as it would indicate a strong upwards movement. In the pas-
sage clocking measurement campaign as well as in other simulations pitch angles
measured are lower and more coherent with one another. Between numerical re-
sults there is generally a good agreement. Locally high pitch values are due to
secondary flow structures previously discussed in this section. Plots of the Swirl
angle (see Fig. 7.10b) typically show two distinct structures, due to the two NGVs
in the investigation window. Here again numerical results seem somewhat more
similar among themselves. If looking at azimuthally averaged profiles CERFACS
LES corresponds best to the experiment in the upper half of the channel (see
Fig. 7.10b). Total pressure plots clearly show the NGV wake as a low pressure
zone (see Fig. 7.10c). Whereas wake positions show a reasonably good agreement,
the pressure difference between wake region and channel is more pronounced in
the simulation. On total temperature plots (see Fig. 7.10d), the NGV wakes are
again visible, in this case due to the coolant injected to cool the NGVs. The total
temperature plot shows that the hot spot migrates mostly through one passage
(see Fig. 7.10d), whereas an important part of the coolant fluid injected by the
effusion cooling system of the exterior liner migrates through the upper half of
the second passage. The redistribution of coolant fluid is provoked by the residual
swirl present in the entire compact design chamber and already visible on P40 (see
Fig. 7.5d). Note that in RANS simulation, the coolant system is fully resolved. In
the LES, the NGV coolant system consisting of 342 coolant injection holes is not
resolved, but coolant is directly injected through discrete surface patches on the
NGV surface. A previous study [95] shows that this may lead to underpredicted
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mixing between coolant flow and main flow which explains colder NGV wakes in
the simulation. In the shroud area the total temperature profile of the simulation
agrees well with the experiment, whereas over the rest of the channel, total tem-
perature values are higher. When comparing total temperature profiles, there is a
rather good agreement between LES and experiment (see Fig. 7.11d).

Experiment. LES. RANS.

60 62.5 65 675 70 725 75 77.5 80

) Swirl [°
- s 4
0.64 0.68 0.72 0.76 0.8 0.84 0.88 0.92 0.95 1
c¢) Normalized total pressure [-].

=LV

092094 096 098 1 1.02
d) Normalized total temperature [-].

Figure 7.10: Flow field on P41 (after stator) for simulations and experiment. View
direction: downstream.
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Figure 7.11: Azimuthally averaged profiles on P41 (after stator) for simulations and

experiment.

7.4.3 Flow field in the rotor

The flow field in the rotating domain is highly unsteady (see Fig. 7.12). In the
blade passage dominant vortex structures originating from tip and hub of the rotor
blade impact the flow in the passage and have visible effects on P42 (to be discussed
later). The rotor blade pressure side is generally exposed to higher temperatures
than the blade’s suction side.

Visualizing the rotor flow field at channel mid height allows to get a global
view of the flow in the rotor before comparing flow fields on P42, at the rotor exit.
Each 18° section simulated in this context contains three rotor blades. In average
the flow field is identical for each passage. The flow is decelerated from Macha1
to Mach~0.3 (see Fig. 7.13a). Temperature levels over the rotor drop by about
100 K (see Fig. 7.13b).

LES predictions on plane P42, situated after the exit of the rotor and the
coolant flow injection, show a good agreement to experimental results (see Fig. 7.14).
The agreement is a major improvement as compared to results from RANS/U-
RANS simulations [18] that are very limited in their capacity to correctly predict
instationary behavior that strongly influences the flow field in the high-pressure
turbine. Effects of the rotor are azimuthally averaged and 2D plots (see Fig. 7.14)
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Figure 7.12: Vortex structures in rotor domain visualized by isosurface of Q-criterion
and blade surface temperature [K] for one instantaneous solution. View on suction side

of rotor 1.
N | e

0.1030.50.7091.1 330 350 370 390 410 430
a) Mach [-].  b) Total temperature [K].

Figure 7.13: Average flow field at channel mid height in the high-pressure vane passage.
Hot spot impinges on NGV2.

show a pattern of two similar structures that is created by the two NGV blades.
Flow angles in the simulation only deviate by a few degrees from the experiment
(see Fig. 7.14a,b). In the tip region differences are more important which may
be due to the small tip clearance that is expensive to resolve in simulations. Tip
vortices, created in this region are sensitive to small changes in the flow field and
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may thereby behave different in the simulation. Passage and tip vortices induce
losses that are visible in the swirl profile (see Fig. 7.14b) and also as lower total
pressure values close to upper and lower liner (see Fig. 7.14c). The total pres-
sure distribution is very close to experimental data. Whereas aerodynamics show
few variance in radial direction, temperature distribution is more irregular (see
Fig. 7.14d). This can be attributed to the redistribution of coolant flow due to
high levels of swirl in the chamber, already observed on planes P40 and P41. In
the hub region the total temperature profile corresponds better than in the shroud
region which can again be attributed to the impact of secondary flow structures
originating from the tip of the rotor blades. In the simulation, which covers a
larger radial extent than the experiment, cool air injected at the seals of the rotor
is seen to migrate along the inner liner.
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7.5 Conclusions

Next generation compact design lean combustion engines feature higher levels of
distortions (temperature, swirl, turbulence) at the exit of the combustion chamber
as current state of the art engines. These flow features adversely alter the flow
field in the high-pressure turbine. To adequately address challenges associated
with a harsher aerothermal environment in the chamber, interaction phenomena
between chamber and high-pressure turbine will have to be taken into account
in the design phase of next generation engines. First results from a high fidelity
LES of the FACTOR combustion chamber and complete single-stage high-pressure
turbine are presented and compared to experimental data on different observation
planes (P40, P41, P42) as well as to pressure measurements on the NGV surface. In
general there is a good agreement between simulation and experiment. Flow field
predictions in the high-pressure turbine show a great improvement over RANS
simulations, that only model the unsteady behavior of the flow field. Certain
differences observed in the simulation on P41 may be contributed to the NGV
coolant injection model, that leads to less mixing between main flow and coolant
than a fully resolved coolant system. Previous simulations showed that secondary
flow structures are highly sensitive to minor changes in the flow field and numerical
parameters. This may explain the discrepancy of flow angles between simulation
and experiment observed on P41 and P42. The simulation may be further improved
by application of higher order numerical schemes and local adaptations of the
computational grid.
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(General Conclusions and
Perspectives

Conclusions

The FACTOR project driven by a consortium of several European engine manu-
facturers and research institutions is a new milestone for the development of next
generation lean combustion engines. Unprecedented measurement data has been
obtained and various numerical simulations have been validated. CERFACS con-
tributes to the project by performing high-fidelity Large Eddy Simulations in order
to improve the understanding of the highly unsteady flow physics present in the
FACTOR lean combustor demonstrator and also in the next generation of aircraft
engines. Main outcomes of this work are:

Cooling systems for gas turbines

e Combustion chamber: A homogeneous and a novel heterogeneous coolant
injection model to account for effusion cooling systems at the combustion
chamber liners were tested and validated against experimental data obtained
at the University of Florence. The shallow injection angle used in the ho-
mogeneous injection model yields a closed high-velocity coolant film close to
the liners. The heterogeneous injection model is able to model individual
jets which increases the penetration of coolant in the main flow. The hetero-
geneous injection model was retained for subsequent simulations and further
improvements of this model were developed at CERFACS in the thesis of
R. Bizzari [27].

e High-pressure vanes: The heterogeneous coolant injection model, although
originally designed for the application in combustion chambers, can be used
to model the coolant injected by the high-pressure vane coolant system.
The simulation with the coolant injection model yields results similar to a
simulation with fully resolved coolant system. Using the model, the coolant
tends to stay closer to the NGV walls, whereas the jet penetration is larger
for the fully resolved simulation. The lack of injection velocity fluctuations
may explain part of the difference between both simulations. Taking such
fluctuations into account may be a way to improve the coolant injection
model for the application of modeling the coolant system of NGVs.
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Analysis in Combustion Chamber and High-pressure vanes

e The presence of vanes does not significantly impact the flow field in the
chamber. Due to the heterogeneous flow field on P40 (residual swirl, marked
hot spot), the flow field in the vane passage is quite different depending on
the clocking position. The analysis of higher order statistical data, directly
available from LES, allows to extract additional information from the simu-
lation. The path of the hot-streak can be determined and thermally critical
areas can be discovered by a conjoint analysis of local velocity and turbulence
levels.

e A novel approach of improving isolated component simulations by imposing
realistic time-resolved inlet boundary conditions was tested on an isolated
high-pressure vanes geometry and compared against an integrated simulation
featuring combustor and high-pressure vanes domain. Injecting the fully
unsteady flow field obtained from the integrated simulation allows to a large
extent to recover the flow field of the isolated simulation. Degrading the inlet
signal impacts the flow due to reduced mixing and more persistent secondary
flow structures that alter the temperature distribution on the NGVs.

e High-fidelity LES of combustor with attached single-staged high-pressure
turbine were performed and results are presented in Chapter 7. Numerical
predictions obtained in course of this study are close to experimental re-
sults obtained at the full annular test rig at DLR Gottingen. Predictions,
especially on P42 show improvements over RANS results.

Perspectives

The results obtained on the different topics addressed in this manuscript evidenced
various possible work perspectives. First, the potential added value of performing
high-fidelity LES on chamber 4 high-pressure turbine devices to further improve
flow predictions in an industrial design process as well as in a research environment
has clearly been highlighted. Further work in this environment is under way at
CERFACS and different research partners.

e The novel coolant injection model applied in this work clearly showed it’s
potential to improve predictions of turbomachinery simulations and in future
will allow for a more detailed design of sophisticated cooling systems.

e Investigating coupled chamber + vane simulations allows to better under-
stand interactions between both engine components and the impact of the
chamber on secondary flow structures which will be marked in future engines.
The continuous increase of high-performance computing power will render
such simulations more common in future research. This will allow further in-
sight in complex aerothermal conditions present in turbomachinery devices.

e Advanced statistical methods to analyze time-resolved 3D data of the flow
readily available from LES proved to allow for further insights in the flow field

172



7.5. CONCLUSIONS

for turbomachinery applications. Indeed, these allow to identify thermally
stressed parts of the blade, e.g the trace of the hot spot. Results shown in
this work are very promising and research on this topic will be continued at
CERFACS.

e From a purely numerical point of view further developments of the LES
methodology may lead to further insights and more accurate predictions of
the flow field. Typically, wall modeled LES are used due to the high compu-
tational cost of wall resolved LES at high Reynolds numbers. Here, numerical
results in the high-pressure turbine were found to be very dependent on the
chosen SGS-model, which still leaves room for further investigations on the
applicability of standard wall models in a turbomachinery context.

e Extracting specific flow features by means of POD analysis and recasting
them at the inlet of isolated simulations allows the isolated investigation
of the impact of dominant flow features in the computational domain. The
methodology can make use of experimental as well as numerical data and may
be a way for improving high fidelity predictions of isolated components. For
high-pressure vanes, the approach already showed it’s potential, but for more
general applications several challenges still remain to be addressed (data
availability, data treatment, in-congruent source data). At CERFACS, work
on such approaches continues and is currently extended by using spectral
POD, allowing to extract modes that oscillate at one specific frequency.

Future challenges in terms of environmental restrictions and economic cost
reduction targets will continue to drive future development for aircraft engines.
One crucial point to improve engine performance is a better understanding of
interaction phenomena present between different components requiring a greater
degree of high fidelity, coupled modeling. Performing such coupled simulations is
now definitely in reach of high-performance computing centers as demonstrated in
this work.
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Appendix A

Impact of Sub grid Scale models
on the flow field in the
combustion chamber and nozzle

A.1 Introduction

Turbulent flows contain a wide range of excited length and time scales, without
a real separation of scales. Navier-Stokes equations fully describe the motion of
viscous fluids [143]. However, in the context of LES, the application of filtering
results in unclosed terms that contain the influence of sub-grid scale phenomena.
SGS models try to estimate effects of small scale physical processes not adequately
resolved on the computational grid. To do so, SGS models remove energy from
the resolved scales, mimicking the drain that is associated with the energy cascade
(see Fig. A.1) [39]. The issue of SGS turbulence modeling was first addressed by
Smagorinsky in the 1960s [51] with the introduction of LES methods to model me-
teorologic phenomena. The Smagorinsky model was developed for external flows
and computes the correct amount of viscous dissipation in homogeneous isotropic
turbulence. The model has deficits for wall bounded flows which lead to the intro-
duction of WALE [52] and Sigma [53] model. All three models are implemented
in the AVBP code and investigated in this chapter.
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Figure A.1: Energy cascade [144].

Numerical setup, operating conditions and details about the flow field in the
FACTOR test rig are given in Chapter 5. In this chapter the LE clocking posi-
tion is investigated. In this chapter, different SGS models are presented. In the
results section, the impact of previously described SGS models on the flow field in
combustion chamber and in the vane passage, where the impact of SGS models is
most visible, is discussed.

A.2 Results

This section focuses on the differences in the flow field prediction obtained using
different SGS models (Smagorinsky, WALE and Sigma) on the LE case (described
in Chapter 5. For a better understanding of the flow field, chapter 5.3.1, which
contains an extensive discussion thereof, can be consulted.

A.2.1 Flow field in the combustion chamber

The evolution of temperature, pressure and TKE , presented in Fig. A.2 globally
shows the behavior of the averaged flow field and allows a quantitative comparison
of the three investigated SGS models. Differences can be observed, where wall in-
teractions have a strong impact on the flow (swirler, vane passage). Before mixing
with air in the combustion chamber the temperature is close to 531 K, then drops
due to mixing with coolant flow (see Fig. A.2a). In the swirler the temperature
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Figure A.2: Spatially averaged values of converged averaged flow fields on successive
axial planes for different SGS models.

for Sigma/ WALE is higher than in the Smagorinsky simulation.

Through the vane passage the temperature drops due to expansion. The static
pressure decreases throughout the domain, especially through the vane passage,
where the flow is accelerated (see Fig. A.2b). On the TKE plot (see Fig. A.2c),
a high peak can be observed when the flow travels through the swirler and also
when the flow through the duct mixes with rather stagnant flow after leaving the
duct. In the high pressure vane passage, the Sigma model shows the highest peak

of TKE.

Smagorinsky.  WALE. SIGMA.
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Figure A.3: Comparison of SGS on mid-cut through domain.

The TKE plot (see Fig. A.3a) shows clear differences depending on the SGS
modeling approach. In WALE and Sigma simulations, high levels of TKE are
visible in the middle of the duct. In the Smagorinsky simulation this turbulence
is dissipated and turbulence levels in the middle of the duct are low. The shear
layer at the duct edges has a rounder shape and covers a larger area than if using
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other modeling approaches. Axial velocity plots (see Fig. A.3b) show that the
central re-circulation zone is not captured using the WALE model, but if applying
Smagorinsky or Sigma. Due to the swirling motion in the duct, low pressure levels
are observed in the middle of the duct (see Fig. A.3c). In WALE the pressure gra-
dient from swirler to the exit of the combustion chamber is higher than in other
simulations. Likewise, the pressure level predicted by this model is increased as
compared to both other cases. The flow field in the combustion chamber is dom-
inated by a swirling motion induced by the fuel injection system (see Fig. A.3d).
Throughout the duct and also in the combustion chamber tangential velocities
from the WALE model prediction are higher than for both other models.

Fig. A.4 allows for a more qualitative comparison of flow field predictions ob-
tained by three different sub-grid models including a comparison to experimental
data obtained from PIV measurements at isothermal operating conditions. The
axial velocity plots (see Fig. A.4a) show a typical profile for swirling flows (two
velocity peaks and a low velocity zone in the center). Applying the Smagorin-
sky model leads to the highest velocity predictions and the Sigma model is again
in-between WALE and Smagorinsky. Unlike the WALE model, Smagorinsky and
Sigma capture a recirculation zone, which is also confirmed by experiments. Fur-
ther away from the duct, the differences between models become more significant.

Radial velocity plots indicate the rotational velocity at increasing distances
from the duct (see Fig. A.4b). Shortly after the duct there is a good agreement
of simulations to experimental data. Further away from the duct predictions from
different SGS models and experimental results diverge.
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Figure A.4: Averaged axial (upper) and radial (lower) velocity profiles on lines
through domain for simulations (DP) and PIV-experiment (IOP). Velocities are non-
dimensionalized by the reference velocity (see Tab. 5.1). Distance from the exit of the
duct is non-dimensionalized by the diameter of the swirler (63 mm).

178



A.2. RESULTS

0 02040608 1 135137 139 141 143 145 300 340 380 420 460 500 0 250 500 750 1000
a) Mach [—].  b) Total press. [kPal. c¢) Total temp. [K]. d) TKE [T—;]

Figure A.5: Average flow field for Smagorinsky (upper), WALE (middle) and SIGMA
(lower) on iso H/h=0.5 through domain. (Design Point).

The Mach number on the H/h=0.5 isosurface through the domain (see Fig. A.5a)
is mostly insensitive to changes of the SGS model. In the combustion chamber,
the hot-streak is visible as a low Mach zone. Through the passage, the Mach num-
ber steadily increases and reaches up to Mach=0.9. Regarding the total pressure
distribution (see Fig. A.5b), higher levels can be seen for the WALE model. The
prediction from the Smagorinsky model yields pressure levels about 500 Pa lower
than that from the WALE model and the Sigma model lies in-between. Qualita-
tively pressure distributions are similar. The hot-streak impinges on NGV1 (upper
NGV) (see Fig. A.5¢). The Smagorinsky simulation shows slightly higher tempera-
ture values. Furthermore, the model predicts a flow separation at the trailing edge
of NGV1, not predicted by the other models. The TKE plots (see Fig. A.5d) show
high levels of turbulence at the shear layer after the duct and also through the
vane passage. As already observed before (see Fig. A.3), WALE and Sigma predict
higher levels of turbulence in the middle of the duct. Through the vane passage,
TKE levels in the Smagorinsky model increase stronger as compared to both other
predictions. Close to the upper liner the Mach field is similar for all SGS models
and does not show a marked trace related to the hot spot (see Fig. A.6a). For
the Smagorinsky model, total pressure close to the upper liners shows marked low
pressure regions - possibly due to different secondary flow patterns (see Fig. A.6b).
The total temperature distribution close to the upper liner shows marked differ-
ences depending on the SGS modeling approach and also impacts the temperature
distribution on the NGV surface. In WALE and Sigma simulations, higher tem-
peratures can be observed in the upper passage (see Fig. A.6¢). TKE close to the
upper liners is lower than at mid height (see Fig. A.6d) and no traces of turbulence
created by the shear layer at the duct edges are visible.
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Figure A.6: Average flow field on iso H/h=0.97 for Smagorinsky (upper), WALE
(middle) and SIGMA (lower) through domain. (Design Point).

A.2.2 Flow field on P40

In the axial velocity plot (see Fig. A.7a), highest velocity values can be observed
close to the upper liner, possibly due to the application of a homogeneous coolant
injection model to simulate the effusion cooling system [141]. The Mach number
at the exit of the combustion (see Fig. A.7b) is slightly higher for the Smagorinsky
model and lowest if applying WALE. Plots of total temperature show the central
hot spot (see Fig. A.7c) which due to the absence of dilution holes remains mainly
undiluted by coolant. Applying the Smagorinsky model, coolant flow from the
upper liner penetrates further into the domain than in other modeling approaches.

On P40, the most significant difference can be seen in the total pressure plots
(see Fig. A.7d), where the WALE model predicts pressure levels about 1000 Pa
higher than the other modeling approaches. Higher total pressure levels can be
observed close to the liners, where mainly coolant flow migrates along the passage
and the low total pressure region in the middle of P40 is due to the hot spot.

Applying the WALE model yields lower values of TKE than if applying the
other SGS models (see Fig. A.8). The Smagorinsky model, which is usually known
to be to dissipative shows higher levels of turbulence, which may indicate that more
turbulence is created in the shear layer after the restraining duct as compared to
other SGS models.
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Figure A.7: Averaged flow field on P40 for Smagorinsky, WALE and Sigma model and
experimental data.
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Figure A.8: Averaged flow field on P40 for Smagorinsky, WALE and Sigma model and
experimental data.
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A.2.3 Flow field on P41
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Figure A.9: Averaged flow field on P41 for Smagorinsky, WALE and Sigma model and
experimental data.

Fig. A.9 shows the flow field on P41, after the nozzle. In all plots, the wake
after the NGVs is clearly visible and the different SGS models predict similar
results. The velocity field (see Fig. A.9a-c) shows differences close to upper and
lower liners near the wake of the NGV, which are caused by the different behavior
of secondary flow structures in the nozzle. Experimental investigations allow for a
direct comparison of flow angles on P41 and show clear differences as compared to
the simulations (see Fig. A.9b,c). In the experiment residual swirl on P41 seems
to be considerably weaker than predicted in the simulation.
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Pressure plots show a radial equilibrium pressure distribution and are slightly
higher in the simulation than in the experiment (see Fig. A.9d). In the temperature
plots (see Fig. A.9¢), the NGV wakes are well visible as hot temperature zones.
The Smagorinsky and Sigma model show higher values which may indicate more
mixing in the WALE simulation.

The turbulence levels in the NGV wake are lower using the WALE model, than
in both other models (see Fig. A.10).

Smagorinsky:. WALE.

SIGMA.

TKE: 0 300 600 900 1200 1500

Figure A.10: TKE [’78"”—22] on P41 for Smagorinsky, WALE and Sigma model and exper-
imental data.

A.2.4 Impact on the stator

After discussing general differences of the flow field in the combustion chamber,
the focus now lies on the impact of SGS models on flow features in the high-
pressure vane passage. Secondary flows, such as vortices are strongly impacted by
the SGS modeling approach (see Fig. A.11). Using the Smagorinsky model (see
Fig. A.11a), the tip vortex moves further down on the suction side of both NGV,
whereas the same stays mostly close to the upper liner if applying the WALE
model (see Fig. A.11b). The Sigma model yields results in-between both modeling
approaches.

a) Smagorinsky. b) WALE. c) SIGMA.

Figure A.11: Q-criterion (1E+8) of averaged solutions visualizes secondary flow struc-
tures on the NGV suction side.

NGV1 is impacted by the hot spot and experiences globally higher temper-
ature values than NGV2. In the Smagorinsky simulation, the temperature field
on both NGV surfaces (see Fig. A.12a) shows the migration of coolant flow from
the top liner to mid height of the trailing edge of the NGV. On the suction side,
a separation of the hot flow, possibly due to detachment - reattachment is visi-
ble which is not found in other models. Temperature predictions by the WALE
simulation seem to be rather smooth. The Sigma model results are in-between
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Smagorinsky and WALE predictions. Significant differences can be observed for
the wall shear stress, where the Smagorinsky model predicts values up to twice
as high as the other models, whose results are quite similar (see Fig. A.12b). For
the LES prediction using the Smagorinsky model, the wall shear stress plot shows
a marked trace in the shroud area on the suction side caused by a corner vortex
also observed in Fig. A.11a. Non-dimensional wall distance plots show important
differences between the Smagorinsky predictions and those by WALE or Sigma
models, which were specifically developed for wall bounded flows (see Fig. A.12c).
In the Smagorinsky model, y* values and thereby also the velocity prescribed by
the wall model are higher than for WALE and Sigma, whose predictions are very
close.

4 6 8101214186
c¢) Non-dimensional wall distance (y*) [-].

Figure A.12: Comparison of SGS models on the NGV surface.

Figure A.13 allows a detailed comparison of different temperature and pressure
on the surface of the NGV. Regarding the temperature distribution, differences be-
tween NGV1 and NGV2 are more important than those due to the SGS modeling
approach (see Fig. A.13a). Highest temperatures can be observed at H/h=0.5,
where the hot spot impinges on the surface. In the near-wall region, coolant
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flow migrates along the liners and temperatures are generally lower. The stag-
nation zone shows high levels of pressure, as well as the NGV pressure side (see
Fig. A.13b). Lower pressure levels can be observed on the suction side, where the
differences between the simulations are most significant. If applying the WALE
model, pressure levels on the NGV surface are higher. Close to the upper liner,
pressure differences between NGV PS and SS are more significant than in the hub
region.
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Figure A.13: Bladeprofiles at different heights.
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A.3 Conclusions

Three different eddy viscosity models (Smagorinsky, WALE, Sigma) to estimate
sub grid scale turbulence contributions are tested on the geometry of the engine
representative FACTOR test rig and validated against experimental data. Differ-
ences in the flow field are seen after the fuel injection system and become more
significant in the high pressure vane passage. Unlike other models, the WALE
model does not predict a strong re-circulation zone after the swirler, which is ev-
idenced by PIV measurements. Pressure loss in the WALE simulation is higher
compared to Smagorinsky or Sigma. In the high pressure vane passage, impact of
SGS modeling on secondary flow patterns is visible. In the Smagorinsky simulation
corner vortices transport significant amounts of coolant air from the upper liner
down to mid height of the vane at the trailing edge. Other SGS models predict
weaker vortices and the flow field seems smoother. Modeling differences are most
significant on the suction side of the NGVs. Globally, the Sigma model is between
predictions from Smagorinsky and WALE.
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Appendix B

Simulations of interest

This Appendix summarizes all LES performed during the FACTOR project. Pio-
neering work of C. Koupper [16] was mostly dedicated to the design of the com-
bustor module (see Tab. B.1). Many simulations were performed to determine the
geometry of the duct that restrains the fuel injection system generated processing
vortex core. Further simulations investigated the sensitivity of the flow to the walls
if the rig is constructed as a three sector configuration (UNIFTI rig) as compared
to the Full annular rig at the DLR Gottingen.

Simulations performed in this present work were performed to address remain-
ing open questions from the thesis of C. Koupper (see Tab. B.2). Most of the
original simulations were performed at operating conditions of the UNIFI test rig
without NGVs.
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Geometry Case Duct Operg ting Mesh nodes Mesh cells Scheme SGS model Physmal Timestep [s]
point time [ms]
1 D45 DP 2.2M 12.7TM TTGC  Smagorinsky 360 2.3 1077
K 2 D45 IOP 2.2M 12.7M TTGC  Smagorinsky 143 2.3 1077
3 D45  DP 2.2M 12.7M TrGC  Smasorinsky 2.3 107"
Dynamic
4 D45 DP 6.5M 38.3M TTGC  Smagorinsky 159 2.3 1078
"
P 5 D45 DP 5.2M 29.1M TTGC  Smagorinsky 149 5.8 1078
6 D00 DP Coarse: 2.7TM  15.8M TTGC  Smagorinsky 154 6.5 -107°
7 D00 DP Medium: 6.0M 34.2M TTGC  Smagorinsky 155 4.4-1078
X 8 D00 DP Fine: 122M  68.5M TTGC  Smagorinsky 155 37107
9 D00 DP Medium: 6.0M 34.2M TTGC WALE 157 4.4-1078
10 D00 I0P Medium: 6.0M 34.2M TTGC  Smagorinsky 145 4.4-1078
f 14
11 D55 DP 8.9M 51.0M TTGC  Smagorinsky 144 4.3 1078
' 12 D55 LE DP 13.7TM 71.0M TTG4A Smagorinsky 50.3 3.2-1078
- 13 D55PA DP 13.7M 71.0M TTG4A  Smagorinsky 49.5 3.2.10°8

Table B.1: Summary of all LES performed on the FACTOR configuration in the work of C. Koupper (reproduced from [16]).
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Operating  Coolant model Mesh Physical ) .

Geometry Case boint liner / NGV P40 Inlet colls Scheme SGS model time [ms] Timestep [s] Results in
1 DPuynirr Homogeneous / - - 51IM TTGC  Smagorinsky 100 7.5 1077 3
g 2 DPuynirr Heterogeneous / - - 55M  TTGC  Smagorinsky 100 6.5 -1077 3
3 IOPynipr - Homogeneous /- - 5IM  TTGC  Smagorinsky 100 7.5 1077 3
4 IOPynipr Heterogeneous / - - 55M  TTGC  Smagorinsky 100 6.5 -10~7 3
4 5 DPunirr Homogeneous - 7TIM  TTG4A Smagorinsky 100 4.0-107® 9,
%Nw 6 DPunirr Homogeneous / - - 71IM  TTG4A WALE 100 4.0-1078 A
1 \\/NL 7 DPunirt Homogeneous / - - 7IM  TTG4A Sigma 100 4.0-1078 A
8 DPunirr - / Modeled - 7IM  TTG4A Smagorinsky 100 4.0-1078 4
9 DPunirFr - / Resolved - 7IM  TTG4A Smagorinsky 100 4.0-1078 4
10 DPuntF1 -/ - Full 35M  TTG4A Smagorinsky 40 4.0-10°° 6
11 DPyuntF1 -/ - constant 35M  TTG4A Smagorinsky 40 4.0-1078 6
12 DPyniF1 -/ - PVC 35M  TTG4A Smagorinsky 40 4.0-1078 6
13 DPunirr -/- Rest 35M  TTG4A Smagorinsky 40 4.0-1078 6
\\\\\\\\\\\\\\\\\\ 14  DPpig Heterogeneous /- 110M TTG4A Smagorinsky 100 4.0-10-8 7

Modeled

Table B.2: Summary of the all LES performed on the FACTOR configuration.
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Appendix C

Publications

Seven publications derive from this PhD work and are reproduced hereafter for
personal and non-commercial use. The published versions can be downloaded di-
rectly on the editors’ websites.

First, the following two publications present research on coolant systems inves-
tigated in Part I (Chapter 3 & Chapter 4).:

la] Thomas, M., Dombard, J., Duchaine F., Gicquel, L., and Koupper, C.
”Comparison of heterogeneous and homogeneous coolant injection models for Large
Eddy Simulation of multiperforated liners present in a combustion chamber”. In:
ASME Turbo Expo 2017: Turbine Technical Conference and Exposition. GT2017-
64622. 2017

[b] Harnieh M., Thomas M., Bizzari R., Dombard J., Duchaine F., and Gic-
quel L. ” Assessment of a coolant injection model on cooled high-pressure vanes
with large-eddy simulation,” In: Flow, Turbulence and Combustion 104, 643 - 672
(2020).

Second, high order statistical tools are applied on the entire flow field of in-
tegrated LES of combustor with attached high-pressure vanes. This research was
presented at the ASME 2017 conference and the topic is further detailed in Chap-
ter 5:

[c] Thomas, M., Dombard, J., Duchaine F., Gicquel, L., and Koupper, C.
” Advanced statistical analysis estimating the heat load issued by hot streaks and
turbulence on a high-pressure vane in the context of adiabatic large eddy simula-
tions”. In: ASME Turbo Expo 2019: Turbine Technical Conference and Exposi-
tion. GT2017-64648. 2017

Third, one publication compares the flow field of the full annular FACTOR

test rig with LES of combustion chamber and attached single staged high-pressure
turbine:
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[d] Thomas, M., Dombard, J., Duchaine F., Gicquel, L., and Koupper, C.
"Large-Eddy Simulation of combustor and complete single-stage high-pressure tur-
bine of the FACTOR test rig”. In: ASME Turbo Expo 2019: Turbine Technical
Conference and Exposition. GT2019-91206. 2019

Fourth, one publication addresses the issue of boundary conditions in isolated
component simulations:

[e] Thomas, M., Dombard, J., Duchaine F., Gicquel, L., and Koupper, C. "Im-
pact of realistic inlet condition on LES predictions of isolated high pressure vanes”.
In: 12th International ERCOFTAC Symposium on Engineering Turbulence Mod-
elling and Measurements. ETMM2018 - 110. 2018

Finally, the following paper, related to the FACTOR project was published
in collaboration with other researchers at CERFACS and is not discussed in this
manuscript:

[f] Martin, B, Thomas, M., Dombard, J., Duchaine F. and Gicquel, L. ” Anal-
ysis of sand particle ingestion and erosion in a turbomachine using Large-Eddy
Simulation”. In: ASME Turbo Expo 2019: Turbine Technical Conference and
Exposition. GT2019-91215. 2019
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ABSTRACT

With the goal of increasing the thermodynamic efficiency of
aircraft engines, the temperature in the combustion chamber has
risen to the point where the gas temperature is above the melt-
ing point of materials used in the chamber and cooling systems
are mandatory. Today, most of the existing lean burn combustors
rely on multiperforated liners to keep hot gases away from the
walls. However, resolving all holes of the combustor in the CFD
design phase remains beyond currently available computational
resources, so the effusion cooling system is often modeled by ho-
mogeneously injecting air on the whole surface of the liner, espe-
cially in the context of Large Eddy Simulation (LES) based CFD.
This paper investigates a novel approach to simulate the effect
of jets emitted from discrete holes on the flow inside a combus-
tion chamber. In this new modeling approach, jet diameters are
treated to be resolvable by the grid while conserving the correct
mass and momentum flow rate. LES are performed on the com-
bustion simulator of the engine representative FACTOR test rig
at two different operating points and compared to measurement
data as well as previous simulations obtained using a homoge-
neous air injection modeling on liners. The new approach shows
globally similar results as the well validated homogeneous injec-
tion model and is applicable on realistic industrial geometries at
a negligible level of additional cost (+0.3%).
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NOMENCLATURE
Acronyms
CFL Courant-Friedrichs-Lewis condition
DP Design Point
FACTOR  Full Aerothermal Combuster Turbine
interactiOns Research
HWA Hot wire anemometry
10pP Isothermal Operating Point
LES Large Eddy Simulation
NGV Nozzle Guide Vane
P40 Intersection between Combustion Chamber
and high-pressure turbine
PIV Particle Image Velocimetry
SGS Sub-Grid Scale
TKE Turbulent Kinetic Energy
Symbols Subscripts
A Area Jet Jet
D Diameter mod Model
E Enlargement n Normal
U Velocity num Numerical
a Injection angle ¢ Tangential
o Porosity oo Free stream
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INTRODUCTION

To reduce the specific fuel consumption of aircraft, the ther-
mal efficiency of engines has been increased and the temperature
in the combustion chamber has risen to a point where cooling
of hot engine components is mandatory. Today, engine man-
ufacturers are striving for a longer lifespan of engine compo-
nents and higher performance. This means harsher thermal en-
vironments in future engines. Small combustor systems, as ap-
plied in helicopter engines or resulting from current downsizing
trends, with an inherently high surface to volume ratio, suffer
from the decreasing heat sink capacity of air bled from compres-
sors whose pressure ratio increases to meet even higher perfor-
mance goals [1]. Introducing lean combustion technologies to
reduce NOy emissions poses new challenges for the cooling de-
sign, because the coolant mass flow is reduced in favor of the
combustion process. Likewise the absence of dilution holes re-
duces the capability of mixing hot and cold gases, and leads to
a higher degree of swirl and temperature non-uniformities at the
exit of the combustion chamber. In the past decades, full cover-
age film cooling where cool air is injected through a multitude
of submillimetric angled perforations, has emerged as the most
efficient technology to keep combustor surface temperatures at
acceptable levels [2]. Liners are cooled by convection on the
cold-air side and hot gases are kept away from the walls by a
coolant film which forms a thermal barrier on the hot side. The
goal of the liner cooling design is to maintain integrity of solid
parts while using the least amount of air possible to conserve air
for emission control. The design of multiperforated liners has
a strong impact on the entire flow field and on the temperature
profiles at the exit of the combustion chamber.

Since experimental investigations are costly and data acqui-
sition in the rough thermal environment of an aircraft engine
is difficult, CFD has evolved as a major tool to investigate and
design engines. Present-day high performance computing sys-
tems render CFD possible to perform time-resolved LES of en-
tire combustor geometries. However, as of today resolving all
effusion cooling holes is still beyond available computational re-
sources, so that different modeling approaches have been intro-
duced.

Research on liner cooling technologies started in the 1960s
[3], about 20 years after the first jet engines were applied to air-
craft. Facing increasing combustion temperatures surpassing the
thermal limits of high temperature alloys, Colladay (1970) [4]
was the first to point out the necessity to exploit the heat sink
capacity of coolant air prior to injection to dissipate excess heat
from the combustion of fuel. Together with advances in manu-
facturing technologies, this lead to the large scale introduction of
angled multiperforation cooling systems on combustion chamber
liners. Crawford et al. (1980) [5] performed one of the first nu-
merical investigations of effusion cooling systems by modeling
discrete holes in a 2D boundary layer code. Hunter (1998) [6]
presented a near wall source term model where mass is injected

in the boundary layer close to the wall. Heidmann and Hunter
(2001) [7] showed that a uniform near wall source term better
corresponds to experimental results. More recently, Burdet et
al. (2007) [8] used correlations tuned with experimental data to
calculate jet trajetories and Voigt et al. (2012) [9] proposed an
effusion cooling model including conjugate heat transfer via ad-
ditional source terms in the solid while giving an overview on
past modeling approaches for liner cooling. Finally, Mazzei et
al. (2016) [10] compared a homogeneous injection model with
a model using point mass sources within single cells performing
a scale adaptive simulation and found an encouraging agreement
between simulations and experimental data. The latter model in-
deed showed a better agreement for wall heat transfer.

Most of past research in the area of effusion cooling sys-
tems focused on simple geometries and used Reynolds-Averaged
Navier-Stokes (RANS) simulations as numerical methodology.
Time resolved simulations of the effusion cooling system in
the highly turbulent flow field of an engine representative lean-
combustor simulator can give new insights into interactions be-
tween jets and mean flow field as well as contribute to an im-
proved liner cooling design. Mendez and Nicoud (2008) [11]
developed a LES targeted homogeneous adiabatic model for in-
dustrial geometries, which conserves wall fluxes and reproduces
the flow field inside the combustion chamber. The model is lo-
cal and does not rely on global parameters derived from the flow
field. Lahbib (2015) [12] presented a new LES targeted perfo-
ration model, which relies on mesh-resolvable jets entering the
domain from discrete surface areas on the liners. Both models
were designed to be applicable to real engine geometries with
a large number of cooling holes without adding high computa-
tional cost.

This work presents a comparison between the homogeneous
and the heterogeneous coolant injection model applied to the
liner treatment of the combustion chamber simulation of the
FACTOR! test rig.

The structure of this article is as follows. First, the two pre-
viously mentioned coolant injection models are presented. In the
following, the general setup, the FACTOR combustion chamber
simulation and operating conditions are described. The next sec-
tion discusses the prediction differences between both models.
These are evidenced by comparing 2D plots and radial averaged
profiles. A final conclusion summarizes the results and gives an
outlook on future work.

EFFUSION COOLING

This section briefly introduces the working principles of ef-
fusion cooling systems (see Fig. 1) and presents the two mod-
eling approaches used in this work. To reduce the temperature

IFACTOR (Full Aerothermal Combuster Turbine interactiOns Research) is a
European research project to investigate interactions of lean combustion cham-

bers with the high-pressure turbine. Copyright © 2017 by ASME



of combustion chamber walls, cool air is injected through a mul-
titude of angled perforations to create a coolant film on the in-
ner side of the liners. The performance of the effusion cool-
ing system mostly depends on its capability to create a closed
coolant film under different operating conditions. Main influenc-
ing parameters for the cooling efficiency are the injection angle
a, porosity ¢ and hole shape [2].

COMBUSTION CHAMBER: injection side
- Burnt gases

Cooling film
q Cooling air EfoSion jetS

CASING: suction side

FIGURE 1: Schematic drawing of an effusion cooling system.

The porosity o is defined as the hole surface Aj,.s over the
plate surface A e,

o= Aholes _ Zh()les(nDQ/(élcos(a)))

ey
Aplate Aplute
The injection angle « is defined as,
U,
—1 n
a=t —, 2
an (U,) @

where U, is the wall normal velocity component and U, is the
wall tangential velocity component. Injection holes typically
have a diameter D < 1 mm and shallow injection angles of ~20°.
Increasing the number of holes, while decreasing the hole diam-
eter allows to use available coolant air more efficiently, as jets
penetrate less into the main flow so coolant stays closer to the
walls. However, small holes pose problems in the manufacturing
process and are more likely to be clogged [1].

Homogeneous injection model

The adiabatic homogeneous injection model [11] was devel-
oped to simulate the global impact of an effusion cooling system
on the mean flow in complex industrial geometries. The model
is local and does not rely on correlations or parameters which re-
quire information from other parts of the domain. For the surface

grid resolution, there are no additional requirements imposed by
this model. The basic principle of the model is to inject coolant
air on the entire plate surface. Wall tangential velocity U, is con-
served, whereas the wall normal velocity U, is corrected to con-
serve the mass flow rate:

pU’rlnod _ pUr{et/G , (3)

pU = pU}. “

The model injection angle o"*? as compared to the original
injection angle ¢ is defined as follows,

tan(o™?) = o tan(a). )

Heterogeneous injection model

The heterogeneous injection model (see Fig. 2) is designed
to simulate the impact of an effusion cooling system on the entire
flow field of a combustion chamber at a reasonable level of CPU
cost [12]. To resolve jets by the grid, the jet geometry is adapted
and the wall normal velocity U, is reduced to maintain the correct
mass flow rate for each hole. Using these modeled perforations,
the wall tangential velocity U is corrected to conserve the axial
momentum of the cooling film. Velocity profiles are prescribed
on discrete surface areas and are no more unifrom as in the ho-
mogeneous model. In regions with insufficient mesh resolution,
the model adapts the holes to the point where a homogeneous
injection is applied onto the entire plate surface.

COMBUSTION CHAMBER

Coolant jets

d,
o Modeled jets

FIGURE 2: Schematic drawing of the heterogeneous injection
model.

For the new model, the main influencing parameters are the
enlargement E = 3 [12], describing the minimum number of cell
length per hole and the local grid resolution (here: 0.25 mm). For
a coarse grid, jet diameters are enlarged up to a homogeneous
representation (see Fig. 3a), whereas jets are represented with
the correct diameter in regions where the grid is fine enough (see
Fig. 3b).
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FIGURE 3: Widening of cooling holes as a function of local grid
resolution (adapted from [12]).

3
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FIGURE 4: Injected axial momentum pU [%] prescribed at the
boundary for five jets arranged in a staggered pattern.

For the current study a surface grid size of 0.25 mm for the
liner region was chosen, so that jet diameters are enlarged by a
factor of 1.5 to be represented by at least three characteristic cell
lengths (see Fig. 4). Note also that, for shallow injection angles,
the model takes the elliptical hole shape into account. The nu-
merical porosity Oy, ranging from 1 for very fine meshes (fully
resolved jets) to 1/o for very coarse meshes (homogeneous in-
jection), is defined as the numerical hole surface A} over the
real hole surface Ajpjes, 1. €. :

num

Onum = holes7 (6)
Aholes

becoming a local parameter. To conserve the axial momen-

tum of the cooling film using such adapted perforations, the wall
tangential velocity U; is fixed, whereas the wall normal velocity
is multiplied by the factor 1/ 0y, that is,

pUz'zm)d = pUr{et/Gnuma @)

pU = pU}. ®

mod

Hence, the model injection angle "¢ can be evaluated us-

ing,
Cpum tan(a™*?) = tan(cr). )

Note that this hypothesis may require adaptation to ensure
the proper jet momentum representation and will be the subject
of dedicated developments and analysis.

SETUP

This section introduces the FACTOR geometry, the operat-
ing conditions and the mesh used for the simulations. The axial
periodic domain [13] features 1/20 or 18° of the full annular non-
reactive FACTOR test rig (see Fig. 5).

\:).21 X 140

WANNNY Yy [y
MP Extt MP Ext2® ¥

Plane 40

FIGURE 5: FACTOR combustion chamber [13].

The main flow is constrained by a 63 mm diameter duct of
55 mm length to preserve the swirler generated vortex and avoid
early interactions with coolant flow and neighboring swirlers.
The swirler consists of 30 flat vanes with a length of 20.5 mm
around a central hub of a diameter of 22 mm. Cavity flows feed-
ing the effusion cooling system are not simulated and coolant air
is directly injected through the liners. All walls are considered to
be adiabatic.
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Simulations are performed at isothermal operating condi- 0.3

tions, where hot wire anemometry (HWA) as well as particle 525 P40

image velocimetry (PIV) measurement data is available [14, 15]. >

A second, non-isothermal operating point, called design point 02F ) I (S | I R A
(DP), allows for comparison of coolant distribution on P40 -0.4 03 02 0.1 0 01
using temperature measurements. PIV measurements used an X[m]

acquisition rate of 12 Hz over 30 s. Only the mainstream was
seeded with particles, which creates a blind zone close to the
walls [16]. HWA was performed on 281 points on P40 (see Fig
5) at an acquisiton frequency of 20 kHz over a measurement
period of 5 s. The data has been acquired on a trisector test
rig at the University of Florence. Isothermal operating (IOP)
conditions for measurements and simulations (see Tab. 1) have
been derived from Koupper (2015) [16] to meet most important
dimensionless quantities of the hot design point (DP) of the

Cut

Near wall mesh refinement

FACTOR test rig.
FIGURE 6: Computational domain and local views of the grid.
TABLE 1: FACTOR operating conditions [16]. The fully unstructured tetrahedral grid contains about 50
million cells (see Fig. 6). The near wall region for the effusion
cooling system is refined. To avoid influence from the boundary
1(0)2) DP on the flow region of interest, the domain consists of a large en-
- try plenum in front of the swirler and an exit sufficiently far away
Static pressure on P40 [kPa] 115 147.65 from P40 (see Fig. 6).
Mass flow [kg/s] 4.8 4.8 The effusion cooling system consists of four different pan-
els (see Tab. 2). All effusion cooling holes have a diameter of
Flow split swirler [-] 65% 65% D=0.5 mm and are arranged in a staggered pattern. Depending
Flow split outer cavity [-] 21% 21 % on the porosity of the real geometry, the modeling parameters
differ for each surface (see Tab. 2).
Flow split inner cavity [-] 14% 14 %
Swirler inlet temperature [K] 300 531

NUMERICAL METHODOLOGY

Swirler Reynolds number [-] 168 500 111000 Simulations presented in this work are performed using

Swirler Mach number [-] 0.108 0.112 AVBP, a massively pa.rallel CFD code devel(?p.ed at CERFACS
and IPFEN. The code is based on a fully explicit cell-vertex for-

Effusion cooling Reynolds number [-] 2340 2340 mulation and solves the compressible Navier-Stokes equations

for conservative variables on unstructured or hybrid grids. AVBP

TABLE 2: Geometrical and modeling parameters of the effusion cooling system.

Panel Number Holes/ « o Mass flow  Mass flow  ®uom  Oher  Cnum
of rows Row [keg/s] [%]

Ext 1 50 630  60° 0.0773 0.624 13 7.6° 47.3° 1.60

Ext2 24 850  30° 0.115 0.384 8 3.8° 19.9° 1.60

Int 1 58 416 60° 0.0957 0.48 10 94° 47.5° 1.59

Int 2 21 460  30° 0.104 0.192 4 3.5° 19.3°  1.61

5 Copyright © 2017 by ASME



is dedicated to LES and has been used and validated for a wide
range of different applications [17-19]. The code has been ex-
tensively used in effusion jets [11,20] as well as jets in cross
flow configurations [21]. Simulations are first converged using
the Lax-Wendroff scheme [22], then the more accurate TTGC
scheme [23], which provides third order accuracy in time and
space, is chosen. This scheme ensures low diffusion and dis-
persion properties [24] and is therefore adequate for high fi-
delity simulations. Diffusive terms are discretized using a ver-
tex centered formulation close to the Galerkin finite element
method [25]. Time marching is done, respecting CFL (convec-
tion scheme) and Fourier (diffusion scheme) numbers to guar-
antee linear stability. Colin-type artificial viscosity [26] is added
to dampen potential numerical oscillations naturally present with
the used schemes. Sub grid scale (SGS) turbulent contributions
are computed using the Smagorinsky model [27]. Using the
classical gradient diffusion hypothesis [28] the SGS heat flux
is related to the filtered temperature gradient with a SGS ther-
mal conductivity computed with a SGS turbulent Prandtl number
of 0.6. Effusion cooling systems are modeled using a homoge-
neous [11] and a heterogeneous [12] injection model. The ap-
plication of Navier-Stokes Characteristic Boundary Conditions
(NSCBC) [29] allows to naturally establish a radial equilibrium
pressure profile at the outlet [30]. To prevent reflections from
the outlet, a sponge layer [31] adds additional dissipation close
to the exit of the domain. To access turbulence quantities us-
ing autocorrelation [28, 32], a constant time step of 7 x 1078,
corresponding to a CFL number [33] of 0.9 is used for the sim-
ulation. The near-wall velocity gradient is calculated using wall
functions [18]. Finally, solutions are evaluated over a period of
five flow through times of the combustor module using the TTGC
scheme.

RESULTS

This section compares the impact of the two different effu-
sion cooling models on the flow field. Globally, both models lead
to similar results, however differences in the near wall region are
visible. Differences close to the wall are due to coolant jets mod-
eled in the heterogeneous approach penetrating further into the
domain than the coolant injected in the homogeneous approach.
The additional computational cost of 0.3 % for applying the het-
erogeneous injection model confirms that use of this new model
has a negligible impact on the overall cost of these LES.

Mean field comparison and validations

First, the main quantities of both simulations are compared
on a longitudinal plane through the hub of the swirler which is
perpendicular to P40. Both simulations show a similar pressure
distribution (see Fig. 7a). The low pressure zone after the
swirler is due to the recirculation zone generated by the swirler.

112 113 114 115 116 117 -50-30-10 10 30 50

b) Tangential velocities [ ].

7
.
| .

0.05 0.25 0.45 0.65 0.85

a) Pressure [kPa].

HOM

20 0 20 40 60 80

¢) Axial momentum [%]. d) Coolant air mass fraction [-].
FIGURE 7: Cross sections through domain for homogeneous
(upper) and heterogeneous (lower) injection model.

After the duct, the vortex is no longer confined and breaks down,
creating recirculation zones at the edges of the duct and in the
center. The tangential velocities for both simulations are similar
(see Fig. 7b). Both show a clear separation of fluid moving
perpendicularly to the plane of observation in the middle of the
domain. In the simulation using the heterogeneous injection
model, due to the steeper injection angle, flow features are
moved away from the multiperforated walls as compared to the
homogeneous injection model. Near the inner liner, where the
inclination of the plate is stronger than for the exterior panel,
there is a noticeable difference in the flow field (see Fig. 7c),
also seen from the axial velocity plots on P40 (see Fig. 10, to be
discussed later). The coolant distribution clearly shows the effect
of the heterogeneous model on the flow (see Fig. 7d). Using
the heterogeneous model, the coolant mixes more with the flow
and reaches further into the domain than in the homogeneous
modeling approach, where the coolant moves closer along the
liner at higher speeds.
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In the following, mean field visualizations yield by the two
LES predictions are compared and gauged to experimental data.
To do so, a longitudinal plane going through the central hub of
the swirler is chosen (see Fig. 8). Velocity contours of the axial
(Fig. 8a) and transversal velocity (Fig. 8b) show good agree-
ment between both simulations and experiments indicating ef-
fects of this modeling. Indeed, both models capture the central
re-circulation zone found in experiment (see Fig. 8a). Along the
inner liner walls one notes that, the axial velocity in the homo-
geneous modeling approach is higher than in the heterogeneous
approach or in the experiments. Differences between both mod-
eling approaches are most evident close to the wall, but also in
the middle of the cross section where the experimental results lie
in-between those obtained from both LES predictions (see Fig.
9). Further away from the swirler, the velocities measured in
the experiment are lower than those obtained from the simula-
tions (see Fig. 9). Because of the higher inclination of the inner
liner compared to the outer liner, the differences in the injection
models are more obvious along the interior walls. The high ve-
locity along the walls in the simulation using the homogeneous
injection model is due to the shallow injection angle (< 5°) as
compared to the real injection angle of 60° (see Tab. 2, Fig. 5).
Using the heterogeneous model fluid is injected at a steeper an-
gle to the surface and coolant goes further into the domain. The
radial velocity components issued by both simulations are very
similar (see Fig. 8b). Since the PIV measurement does not cap-
ture the upward movement of the coolant flow injected at the
inner liner, as in the experiment only the main flow was seeded
with particles, the PIV data shows velocities close to zero in the
region near the liners.

Having assessed the mean chamber flow field, the remain-
ing part of this section focuses on the maps and profiles for
P40. Overall both models show a similar flow distribution in
P40. Looking at 2D maps of coolant mass fraction in the P40
plane, Fig. 11, one observes: Using the heterogeneous injection
model, coolant is arranged in a rounder shape which might indi-
cate a better conserved processing vortex core. Along the walls,
especially on the interior liner, the coolant distribution is more
uniform using the homogeneous injection model.

Focusing now on the velocity field in P40, where hot wire
anemometry data covering about 60 % of P40 is available for
isothermal operating conditions, a direct comparison, Fig. 10, re-
sults in the following observations: First, both simulations com-
pare well with experimental results. In the simulation using the
homogeneous injection model, there is a higher axial velocity
near walls, notably along the interior liners (see Fig. 10a). Fig-
ure 11 shows that the high velocities on the interior walls are
mainly due to coolant injected through the interior liners. Using
the homogeneous injection model a robust cooling film is cre-
ated along the liners. This film can hardly be disturbed or pene-
trated, so there is less mixing with the surrounding flow. Inject-

20 0 20 40 60 155 5 16 25

a) Axial velocity [ ]. b) Radial velocity [%].
FIGURE 8: Velocity on cross section (Upper: PIV, Middle: Ho-
mogeneous, Lower: Heterogeneous; Red lines indicate vertical
profiles in Fig. 9). (Isothermal Operating Point).
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FIGURE 11: Coolant air mass fraction on P40. View direction:
Downstream. (Isothermal Operating Point).

ing the coolant through discrete surfaces results in more mixing
between coolant flow and main flow. On the interior liner, where
the change of inclination is stronger as compared to the exterior
combustion chamber walls, the injected coolant mixes with the
flow. Finally, it is noticeable that, in the central zone covered by
the measurement, the velocity in the experiment is higher than
in the simulations, indicating that the velocity along the walls is
probably too high in both simulations (see Fig. 10a). Regarding

the radial velocity plots (see Fig. 10b), one observes that the het-
erogeneous model is in better agreement with the experiments
than the homogeneous injection model. For the tangential ve-
locity components (see Fig. 10c), there is a good agreement be-
tween both models. Evaluating in the following, velocity profiles
at design point operating conditions (see Fig. 12) where velocity
measurements from a 5 hole pressure probe are available leads to
similar observations. Again both models show a good agreement
with each other. In the liner region, due to the shallow injec-
tion angle, the axial momentum predicted by the homogeneous
injection model is higher than in the simulation using the hetero-
geneous model (see Fig. 12a). Radial and tangential velocities
show a good agreement between both models and capture the ve-
locities measured in the experiment (see Fig. 12b,c). Globally,
the flow field comparing design and isothermal operating point
is similar.

Turbulence

After discussing general flow features, this section focuses
on turbulence, comparing both models. Figure 13 shows the im-
pact of the effusion cooling modeling on the recirculation zones
after the duct by plotting the turbulent kinetic energy. Using the
heterogeneous model these zones are flattened as compared to

Copyright (© 2017 by ASME



a)

Homogeneous.

Heterogeneous.

0.28f - &
"
Homogeneous | ="«
0.27- -+ Heterogeneous -
Experiment ¢
7
0.26 1™
'
3

R

£
R [m| H
\

0.24

"

0.23 :\»

0.22
20 30 40 50 60 70 80

0.28 1]
b Tg ~  Homogeneous
0.27 .0‘.’_ = Heterogeneous
-
-
-

Experiment

0.26
R [m] -
0.24 L

0.23

0.22!

0.28
. e ‘)
O
027 :' P Homogeneous
. £ Heterogeneous
0.26 - Experiment
e
o e
R [m| T e
. .
. "
. -
0.24 LY -
: i
0.23 o
0.22
=30 -20 -10 0 10 20

Experiment.

FIGURE 12: Velocity on P40. a) Axial momentum [gkgrsl b) Radial velocity [%]. ¢) Tangential velocity [%]. View direction: Down-

stream. (Design Point).

the homogeneous approach. Furthermore, higher levels of turbu-
lent kinetic energy migrate through the domain and reach P40, as
also seen from Fig. 14.

a) Homogeneous. b) Heterogeneous.

HEN | | | T

¢ 50 100 150 200 250 300 350 400

FIGURE 13: Plots of turbulent kinetic energy [’;’—22] on Cross sec-
tions through domain. (Isothermal Operating Point).

Both models obtain a similar pattern of turbulent kinetic en-
ergy (TKE) on P40 (see Fig. 14a). The wave-like shape is caused
by the PVC breaking down shortly after leaving the duct. For the

heterogeneous model the average TKE on P40 is slightly higher
than the value obtained using the homogeneous injection model
(see Tab. 3). This might be due to traces of the PVC being bet-
ter preserved using the heterogeneous model. Notably, the up-
per right corner of P40, favored by coolant flow (see Fig. 11),
shows lower values for TKE in the simulation using the hetero-
geneous injection model. Plots of turbulent timescale both cap-
ture the largely undiluted (see Fig. 11) core of the PVC as a re-
gion with large turbulent timescales (see Fig. 14b). Position and
magnitude are comparable between simulations and experiment,
although in the experiment access to longer acquisition time and
fewer probe positions yields fields that are more uniform on P40.
The frequency spectrum obtained by Dynamic Mode Decompo-
sition [34] of a set of instantaneous 2D solutions on P40 (see
Fig. 15), shows similar values for both simulations. Both cap-
ture the PVC at a frequency of 315 Hz. However the PVC sig-
nal is stronger in the simulation using the heterogeneous injec-
tion model, possibly because of better conserved traces of the
PVC. The decay of turbulent kinetic energy is indicated by Kol-
mogorov’s -5/3 law [35]. Calculating the turbulent kinetic energy
on the axial velocity component available from HWA measure-
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TABLE 3: Average values for turbulent quantities on P40.

TKE[] Turbulent timescale [10~%s]

Homogeneous 176 1.39
Heterogeneous 188 1.42
Experiment 1.59

5.0E-05 1.0E-04 1.5E-04 2.0E-04

80 110 140 170 200 230 260

a) Turbulent kinetic energy. b) Turbulent timescale.
2
m

FIGURE 14: Turbulent kinetic energy [77] and turbulent
timescale [s] for homogeneous (upper) and heterogeneous (mid-
dle) injection model. Turbulent timescale for experiment (lower)
are displayed for comparison. View direction: Downstream.
(Isothermal Operating Point).

ments allows a direct comparison of higher order LES quanti-
ties with experimental data (see Fig. 16). On P40 experimental
data and 2D maps obtained from both LES’s show good agree-
ment and the previously discussed wavy shape, caused by vortex
breakdown is again visible. The longer acquisition period of 5 s
in the experiment as compared to 50 ms in the simulations also
explains the smoother shape of second order quantities in the ex-
periment.
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FIGURE 15: Power spectral density of pressure for homogeneous
and heterogeneous injection model from Dynamic Mode Decom-
position of 2D solutions on P40.

Temperature

Studying the temperature field at the design point operating
conditions allows to approximately investigate the coolant dis-
tribution on P40 (see Fig. 17), neglecting temperature changes
caused by aerodynamic effects. Due to the absence of dilu-
tion holes in the chamber design, the temperature distribution is
highly non-uniform and a well marked hotspot can be observed
in the middle of P40. In the simulation using the heterogeneous
injection model (see Fig. 17b)) coolant from the upper liner pen-
etrates further into the domain compared to the simulation using
the homogeneous injection model (see Fig. 17a)).

CONCLUSION

In this study, two industrial scale applicable LES effusion
cooling models are compared and evaluated against experimen-
tal data obtained from an engine representative lean combustion
simulator test rig. The heterogeneous injection model can be
applied to realistic gas turbine engines in the design process at
a reasonable level of additional cost (+0.3 %, determined over
a simulation time of 6 ms). The model offers a great flexibil-
ity as it adapts to the local mesh-resolution. Especially in cases
with big injection angles, the heterogeneous model better cap-
tures the impact of angled effusion cooling systems on the flow
field. Globally, the new model leads to similar results as the well-
validated homogeneous injection model. In the near wall region,
the application of the heterogeneous injection model leads to
more realistic representation of the cooling film. Fully resolved
computations of effusion cooling systems in realistic combustor
geometries remaining unaffordable for the next decades, the het-
erogeneous injection model investigated in this work provides a
good approximation on the way to more realistic engine com-
bustor simulations. Accurately determining the performance of
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FIGURE 17: Temperature [K] on P40 for design point. View direction: Downstream.

liner cooling systems is a crucial part in the development of next
generation lean combustion chambers as it plays an important
role for liner lifetime and engine efficiency. Upon availability
of measurement data from the full angular FACTOR test rig at
new operating conditions, this data will be used to further vali-
date the heterogeneous injection model as well as to investigate
the impact of the effusion cooling system on thermal loads of the
high-pressure turbine. In terms of model development, further
work regarding jet velocity profiles and jet penetration depth is
required. Although the generic problem of one jet in a cross flow,
upon which most simple modeling approaches are based on, is
well investigated, the case of a jet array in the complex flow field
of a lean combustion chamber is still a very new field of research.
Multi-jet interactions are still not well understood and the insuf-
ficient accuracy of currently applied models requires the use of
huge safety factors in cooling system design.
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Abstract

The high-pressure turbine blades are the components of the aero-engines which are the
most exposed to extreme thermal conditions. To alleviate this issue, the blades are equipped
with cooling systems to ensure long-term operation. However, the accurate prediction of the
blade temperature and the design of the cooling system in an industrial context still remains
a major challenge. Potential improvement is foreseen with Large-Eddy Simulation (LES)
which is well suited to predict turbulent flows in such complex systems. Nonetheless, per-
forming LES of a real cooled high-pressure turbine still remains expensive. To alleviate the
issues of CPU cost, a cooling model recently developed in the context of combustion cham-
ber liners is assessed in the context of blade cooling. This model was initially designed to
mimic coolant jets injected at the wall surface and does not require to mesh the cooling
pipes leading to a significant reduction in the CPU cost. The applicability of the model is
here evaluated on the cooled Nozzle Guide Vanes (NGV) of the Full Aerothermal Combus-
tor Turbine interactiOns Research (FACTOR) test rig. To do so, a hole modeled LES using
the cooling model is compared to a hole meshed LES. Results show that both simulations
yield very similar results confirming the capability of the approach to predict the adiabatic
film effectiveness. Advanced post-processing and analyses of the coolant mass fraction pro-
files show that the turbulent mixing between the coolant and hot flows is however reduced
with the model. This finding is confirmed by the turbulent map levels which are lower in
the modeled approach. Potential improvements are hence proposed to increase the accuracy
of such methods.

Keywords Large-eddy simulation - Blade cooling - Film cooling - Modeling

1 Introduction

To comply with new environmental regulations, the thermal efficiency of gas turbines has
been improved by increasing the temperature at the exit of the combustion chamber. As a
result, the thermal load on Nozzle Guide Vanes (NGV) has significantly increased. Indeed,
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the combustion temperatures in current burners surpass the thermal stress limits of the blade
material. This makes necessary the introduction and use of sophisticated cooling systems
inside and around blades. One efficient solution collects cold air from the compressor and
re-injects it around the NGVs through cooling pipes. A scheme of typical engine cooled tur-
bine blade is provided in Fig. 1. In such an arrangement, the coolant forms a protective film
around the blade which limits the blade temperature. However, the turbulence generated in
the flow will affect the mixing between the coolant and the hot flow impacting the film
integrity and thereby its film effectiveness. The numerical prediction of the film effective-
ness on cooled industrial vanes remains a challenge today due to geometry complexity as
well as high number of coolant holes. Reynolds Average Navier-Stokes (RANS) simulations
have been used in the past decades to predict the thermal load on blades. Due to the size and
the number of cooling holes, big efforts are needed to mesh the cooling system. To limit
this effort, film cooling models have been implemented in RANS [1-3]. The aim of these
models is to inject the coolant flow on the wall without meshing the cooling pipes. However
if implemented in the context of RANS, the predictions still suffer from a lack of accuracy
to predict mixing [4—6] and obtained film effectivenesses remain highly sensitive to RANS
closure as well as to the mesh resolution. To alleviate this issue, one solution is to perform
Large-Eddy Simulations (LES) which resolve the most energetic turbulent structures on the
mesh [7, 8]. Indeed, LES is more and more used to study the flows in academic and complex
geometries in the literature [9—11]. These studies have shown the capacity of LES to predict
the aerodynamics of the flow for turbomachinery configurations. When extended to cooled
configurations, few LES studies have been reported. Such high-fidelity simulations were
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Fig. 1 Scheme of a cooled turbine vane extracted from [23]
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only performed on isolated cooling systems of academic vanes featuring a limited span-
wise extent [ 12—14]. Very few LES studies representing full span-wise extent of 3D cooled
turbine vanes have been reported in the literature [6, 15]. Indeed, resolving the entire NGV
cooling system in LES requires a large number of cells to compute the flow in the cool-
ing system. The same situation has been encountered for the modeling of multiperforated
plates of aeronautical combustion chamber liners. To limit the associated computational
cost, Mendez and Nicoud [16] have proposed a homogeneous model with the objective to
inject the coolant homogeneously on the wall conserving the integrated mass flow rate and
tangential momentum flux over the wall. In this homogenisation process, the dynamic of
the jets is lost and the mixing with the hot flow is under-estimated. While addressing this
specific weakness, Bizzari et al. [17] have proposed a thickened hole LES model so as to
take into account the position of perforations as well as the capacity of the local mesh res-
olution to properly represent the jets. In this approach, the cooling system is not meshed
but projected on the surface of the blades allowing to save significant CPU resources and
human work to set up CAD and associated meshes. This new modeling approach provides
better results compared to the homogeneous model, reproducing the dynamics of the jets
if increasing the mesh resolution [18, 19]. The aim of the present work is to evaluate this
new modeling approach in the specific context of cooled industrial turbine vanes. To assess
the model, two simulations are carried out on the NGVs of the European project FACTOR
(Full Aerothermal Combustor Turbine interactiOns Research) [20], experimentally studied
at the DLR (Germany) [21] and at UNIFI (Italy) [22]. The rig features a full annular non-
reactive lean combustion demonstrator with one high-pressure turbine stage. At the exit of
the combustor, the flow field features high levels of swirl, turbulence and temperature non-
uniformities approaching realistic conditions of industrial configurations. The blades are
cooled by a cold flow coming from internal plena and exiting through 171 holes on each
vane. First, a fully meshed configuration is considered including the cooling system: i.e.
the plena and the holes. Then, a second computation using the thickened hole model which
does not consider the internal feeding plena is produced. Comparisons of both predictions
are then detailed in an attempt to assess the capacity of the hole modeled approach for real
applications.

The discussion around this specific objective is organized as follows. First, the modeling
of the coolant injection process is introduced in Section 2. Details on the numerical set up,
computational domains and LES modeling are presented in Section 3. Finally, comparisons
between the hole meshed and modeled predictions are exposed in Section 4 including a
detailed analysis of the mixing process taking place in the film in both simulations. From
this investigation, potential improvements of the model are proposed in the conclusion as a
path for its use in the context of industrial applications.

2 Coolant Injection Modeling

The coolant model, already described in Bizzari et al. [17] has initially been developed in
the context of the combustion chamber. In the following, the coolant model is adapted and
presented in the specific context of NGV cooling. To do so, the geometric parameters of
the cooling holes are first presented. Next, the assumptions and mathematical details of the
model are introduced. Finally, the validity of the model in this specific context is discussed.

The geometric parameters of the holes used in the model are shown on Fig. 2. Note that
this specific configuration contains only cylindrical holes. The hole surfaces are assumed
to be ellipsoidal and defined by the minimum diameter D, the hole surface Sp,. and the
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Fig. 2 Geometric definitions of the holes. Example of the pressure side view of a cooled NGV (a). Normal
blade view in the red square (b) and view of the A-A cut (¢). O is the center of the hole, D the minimum
diameter of the hole, r the local radial coordinate defined on the hole surface Sy, and « the inclination angle
to the wall

inclination angle to the blade surface o, Fig. 2a and b. A local radial coordinate r is defined
on the hole surface from the center O. The normal direction is defined at the center of the
hole and the tangential direction is chosen to be aligned with the projection of the perforation
axis vector on the wall, Fig. 2c.

The main idea of the model is to directly inject the coolant on the wall surface without
representing the cooling pipes using an equivalent boundary condition. In the following,
each hole is independently considered and then the contribution in terms of boundary fluxes
of each hole will be added. The injection of the coolant on the wall is represented by an axi-
symmetric normalized distribution function f (r) centered on the hole center and defined on
the total surface of the blade S;,; to geometrically identify the considered hole extent. This
specific function is expressed as,

£() =05 (1 — tanh (=23 Dmam \ ) (1)
B Ax

where Ax is the local mesh size, D,,,;, is the thickened numerical diameter used in the
model and B a numerical constant to limit the sharpness of the distribution function on the
mesh to avoid numerical stability issues. Bizzari et al. [17] shows that 8 = 0.1 is a correct
value to represent the distribution function on such meshes to avoid numerical problems of
stability. A 1D plot of the distribution function f(r) is provided in Fig. 3. The numerical
diameter D,,,, depends on the thickening factor I" following,

Dnum =1ID. (2)
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Thickened Hole diameter D, = I'D
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Fig. 3 Plot of the distribution function f{r) across a hole of diameter D

The thickening factor I" allows to extend the hole diameter if the hole is under-resolved, i.e,

D
3A
I' = Max (—x,l). 3)
D

2, < 3 and is then expressed as,

This way, the radial extent of the distribution function covers the numerical diameter of the
hole D,,,,. The normal and tangential velocity profiles to be imposed by the model on the
blade surface, respectively noted V,f""del and Vt’”"del , are assumed to be independent in time
and to follow the expressions,

ymodel — A, f(r), (4)
vmedel — A, £ (r), (5)

where A, and A; are constant of the model. Note that the distribution function f(r) is used
to impose the shape of the velocity profiles on the blade surface issued by the considered
hole.

The model is built to conserve the mass and tangential momentum fluxes of the physical
jet through the considered hole section Sy,.. To do so, the model parameters A, and A; are
determined following the conservation of the previous cited fluxes through the total surface
of the blade S;,; containing only the considered hole between the physical and modeled jet,

/ 0 Vr;nodelds — / 0 V,{eldS, (6)

Srat Shole

/ pV’;nodel VtmOdeldS — / pV’{el thetdS’ (7)
Stot Shole

where V; and 14 °" are the normal and tangential velocity profiles of the real jet if known
and p is the density assumed uniform. Injecting the expressions of the modeled velocity
profile in the conservation equations gives,

A, | F(rds = / vieas, (8)
Stot Shale

MAc [ Pds = / vievidas, ©)
Stat Shole
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resulting in expressions for A, and A;,

v S
An _ < Vu >Sioe hole, (10)
fSlot f(r)ydS
met f(rdS

ole Wa

jet
A =< V)* >,

(11)

where < e >g is the spatial average on section S. Note that the temperature profile is
kept uniform on the hole extent. To apply the model in the context of turbine blades, one
must know a priori the mass flow rate of each hole Q,, 0/ to retrieve the surface averaged
normal velocity and the jet angle to retrieve the surface averaged tangential velocity. The jet
angle is assumed to be equal to the geometric angle o of the hole leading to the following
expressions of the spatial averages of the velocity profiles,

- v S Qm,hole’ (12)
/OShole
jet Qm,hole
< VI >Shole PN (13)
PSholetan(a)

Such a modeling approach was originally proposed in the context of multi-perforated lin-
ers which operate in conditions that are different from the ones encountered for NGV flows
so deviations are expected between hole meshed and hole modeled simulations. Indeed the
model assumes that the velocity profile is axi-symmetric and stationary. Density as well as
temperature are assumed to be uniform on the hole section which differs from real cooling
hole features present in turbines [24]. In terms of flow characteristic and response in the
specific context of jets in cross flows, the operating condition of the jet issued by the cool-
ing system is usually determined by use of the blowing and momentum ratios respectively
noted M and J and following,

\%
M = =P " S (14)
Poo Voo
V2
J = 2L S, (15)
pOOVOO

where oo refers to the local free-stream condition. For combustion chamber liners typical
valuesare 1 < M < 20 and 30 < J < 90 [25] while for blade cooling systems, typical val-
ues are around 0.5 - 2 for both M and J [26]. Inter-hole distances are also quite different,
the overall number of holes and their proximity strongly impacting the resulting film cool-
ing dynamics. Differences in flow responses as well as model sensitivities will thus arise
depending on the context of use. One objective of the following discussion is to highlight
such changes and their potential importance in the context of a hole modeled LES of NGVs.

3 Computational Domain, Mesh and LES Modeling
In this section, the geometry, the mesh, the numerical set up and LES modeling are intro-
duced. Next, the resulting velocity profiles on the hole surfaces issued from the model is

detailed and then compared to a hole meshed LES to highlight potential differences in terms
of coolant injection.
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The configuration addressed for the study focuses on the high pressure vane section of
the FACTOR test rig [20-22]. A view of the high pressure vanes used in the FACTOR test
rig is provided in Fig. 4. The Axial Chord Length of the vane hereafter noted ¢ is 40 mm,
Fig. 4a. To generate the coolant film around the vanes, 171 coolant holes of 0.8 mm diameter
are drilled in the NGV wall. The coolant holes are mainly located on the pressure side of
the vane and split in two regions, Fig. 4b. The first region lies near the leading edge of the
vane (between x/c = 0 and x/c = 0.3) and this specific set of holes is hereafter denoted
as the leading edge (LE) rows. A second set of holes is located upstream the trailing edge
(between x/c = 0.6 and x/c = 0.7) on the pressure side and will be identified as the
trailing edge (TE) rows in the remaining part of the text. The coolant flow is supplied by
two coolant feeding plena for each NGV hereafter denoted LE plena and TE plena. The
operating conditions of the vanes are given by non-dimensional numbers at the trailing edge
axial plane and corresponds to a Mach number of 0.93 and a Reynolds number based on the
axial chord length of 430,000.

For all computations discussed hereafter, the computational domain retained represents
a 18° periodic sector (1/20"of the full annular domain) of the high-pressure nozzle section
containing two NGVs respectively denoted as NGV1 and NGV2 as displayed in Fig. 5.
NGV1 is arbitrary chosen to be positioned before NGV2 in the clockwise direction if look-
ing downstream. The domain is axially limited by the turbine inlet plane (P40) which is
well numerically and experimentally characterized and located 17 mm upstream the blades
(0.425¢). A second axial plane denoted P41 is defined and is located at an axial distance
of 1.5¢ downstream the axial plane P40. The inlets of the coolant flow correspond to the
inlets of the coolant feeding plena. The outlet is located 6¢ downstream the blades to avoid
interactions between the flow in the region of interest with the outlet boundary.

All simulations rely on the resolution of the compressible LES equations [27, 28] for
which subgrid scale turbulent closure relies on the WALE model published in [29]. Note
that for the discussed predictions all walls are treated using an adiabatic logarithmic law

LE coolant holes
0<x/c<0.3
TE coolant holes

06<x/c<07
<t

c=40mm

A

~ I Pressure side

Suction side

O v g )
VY Yy
- e e mw me e omw o=w owd

B

TE Plena

¥
\
TE| Plexua l
E PIeLa
(a) (b)

Fig.4 Design of the cooled high pressure vanes used in the FACTOR project. Views of the suction side (a)
and pressure side (b)

Coolant inlets
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Carter wall
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P40
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Coolant flow inlets

Fig.5 Computational domain and positions of the axial planes P40 and P41

of the wall to alleviate the overall cost imposed by a wall resolved LES and reproduce an
industrial context as most likely encountered for such LES [10, 11, 30].

Inflow and outflow boundary conditions are specified using the Navier-Stokes Charac-
teristic Boundary Condition (NSCBC) formalism [31, 32]. The inlet boundary condition is
extracted from a time-averaged LES of an integrated computation where the combustion
chamber and uncooled NGVs are considered [33]. The corresponding 2D time-averaged
maps of the mass flow distribution pU; and static temperature 7 are extracted at the plane
P40 and imposed at the inlet of the computational domain featuring a stationary field, a hot
spot of temperature aligned on NGV1 and a swirled flow as shown on Fig. 6. Note that to
purely evaluate the impact of the model on the mixing process, no freestream turbulence
is injected at the inlet of the computational domain. The coolant mass flow rates Q,,; and
Q2 are respectively imposed at the inlet of the two plena for both NGVs at a temperature
T01a = 300 K and to correspond to the targeted operating point of the system, Table 1.

Clockwise swirl

Static temperature (K)
300 320 360

400 440 480 500
.

Fig. 6 2D temperature map including a hot spot and swirled flow imposed at the inlet boundary condition.
Arrows evidence the swirled flow
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Table 1 Boundary conditions

used in the hole meshed LES Patch Variable Spatial mean value
Inlet Om 0.240 kg.s~!
. Tinter 455K
Plena LE NGV1 & NGV2 Omi 0.012 kg.s~!
Plena TE NGV1 & NGV2 Om2 0.006 kg.s~!
° Teold 300 K
Outlet Pousier 87,000 Pa
Wall Adiabatic wall law

Equivalently, at the outlet, the surface averaged static pressure is imposed to reach the oper-
ating point of the blades and the radial equilibrium is naturally obtained using the specific
3D NSCBC outlet boundary condition accounting for transversal terms [34, 35].

Finally, integration of the modeled equations is obtained by use of the finite element
numerical explicit scheme, TTG4A, 3" 4 order in space and 4 h order in time [36].

For the above discussed conditions, two LES are produced: (a) a so-called hole meshed
LES and (b) a hole modeled LES. For the first one, the entire computational domain is
considered: i.e. including the vane and the different internal cooling systems. The corre-
sponding mesh is composed of 73 million of tetrahedra with 35 million elements needed to
discretize the cooling system. Special refinement of the surface mesh at the cold flow injec-
tion is performed to discretize the diameter of holes with around 13 — 15 points. However, to
ensure that the locally strong gradients induced by the injection of the coolant are properly
captured by the meshes, an adaptive mesh refinement process has been applied to refine the
mixing regions between main flow and coolant jets. The mesh refinement process is based
on the mmg3d library [37]. The metric used to perform the automatic refinement is based on
the entropy source terms, i.e, where aero-dynamic losses take place [38—40]. Since coolant
jets are expected to generate aero-dynamic losses, the surface mesh is then refined along the
coolant jet trajectories as shown on the surface mesh of NGV1 on Fig. 7. The impact of the

(a) (b)

Fig.7 Surface mesh on the pressure side (a) and near the leading edge (b) of NGV1
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mesh adaptation process on resolved turbulence in the film regions of the vanes is addressed
in Appendix 1. For the final mesh used in this study, turbulence is quite resolved in the film
regions to capture fine patterns of temperature on the vane surfaces. Note nevertheless that
such a mesh resolution does not result in a purely academic LES in the sense that it does
not respect all the required mesh resolutions of an academic problem [7]. Using 15 points
to discretize the diameter of each hole and the use of a wall modeled approach is a good
compromise to deal with the capacity of the mesh to capture flow dynamics while limiting
its CPU cost. The second prediction refers as the hole modeled simulation, uses the same
mesh than the hole meshed LES mesh without including plena and the pipes connecting the
internal flow to the main flow. The resulting cell number is therefore 38 million cells and
corresponds to the vane mesh of the hole meshed simulation. It is worth to note that the pro-
jected holes are sufficiently resolved as described previously. As a result, the value of the
thickening factor in Eq. 2 is I' = 1 meaning that the modeled holes are not thickened in
this context. These changes in cell count result in different CPU costs presented in Table 2
for one flow through time defined as the time taken by a fluid particle generated at the inlet
to reach the outlet following a streamline.

One requirement behind the hole modeled approach is the knowledge of mass flow dis-
tribution issued by each hole to be considered by the model. For the hole modeled LES,
the distribution of the coolant mass flow rate is deduced from the hole meshed LES to limit
sources of differences to the proposed modeling procedure.

Deviations in terms of velocity profile injected between the two modeling approaches
are now discussed. In the hole meshed LES, the exiting jet profile is potentially unsteady
and non axi-symmetric through one specific hole contrarily to the hole modeled approach.
This non axi-symmetry and unsteady activity is confirmed by Figs. 8 and 9. In both cases,
the 2D maps of the time-averaged normal profile of coolant mass flux are extracted for both
predictions: i.e. pU;n; where n; is the hole normal at the exit section of one specific hole of
NGVI1. In the hole meshed LES, the mass flux profile is not axi-symmetric and presents a
sheared flow pattern (Fig. 8a) in contrast to the hole modeled LES (Fig. 8b). The unsteady
activity is evidenced through the profile of the turbulent kinetic energy k& shown for both
cases on Fig. 9. For the hole meshed prediction (Fig. 9a), the turbulence intensity is around
5% and located in the sheared region of the profile, a feature that is not taken into account
by the hole modeled approach (Fig. 9b). These different treatments of the coolant injection
flow topology between a hole meshed and a hole modeled LES are expected.

The remaining question is to what extent the coolant model impacts the prediction and the
development of the coolant film in comparison with the reference simulation. This specific
question is the main subject of the remaining discussion which focuses on the qualification
of the modeling and the impact on the temperature of the NGV walls.

Table 2 Summary of the LES mesh sizes and associated CPU costs for one convective time

Case Number of cells CPU cost (CPUH)
Hole meshed LES 73.100 10,000
Hole modeled LES 38.10° 3000

Computations were performed with the High Performance Computing (HPC) ressources of IDRIS on the
Blue Gene machine TURING

Further information on the machine can be found on http://www.idris.fr/eng/turing/
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Fig. 8 Time-averaged normal profiles of the mass flux pU;n; at the ejection section of a hole located in the
last row of holes at mid height of NGV1 for the hole meshed (a) and hole modeled (b) LES

4 Results

In this section, detailed comparisons of both LES predictions are proposed so as to qualify
the capacity of the hole modeled approach to reproduce accurately the coolant injection
for complex NGV simulations. First, obtained operating conditions and flow organization
issued by both LES are studied to ensure the comparability. Then, the effect of the model on
adiabatic film effectiveness is investigated. Finally, the film evolution is more specifically
addressed in both cases with emphasis on the capacity of both simulations to reproduce the
mixing process taking place between the hot and cold flow in the near wall flow.

(a) (b)

Turbulent kinetic energy k (m? /s7?)

0 200 400 600 BN |8|OO

I

Fig. 9 Turbulent kinetic energy k at the ejection section of a hole located in the last row of holes at mid
height of NGV1 for the hole meshed (a) and modeled (b) LES
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4.1 Mean flow operating conditions and flow organization

Wall temperature around a complex NGV geometry is the result of multiple factors that are
tightly coupled. For uncooled NGVs and under adiabatic wall conditions, the wall tempera-
ture is governed by the aero-dynamics of the flow induced by the presence of the blade and
the impact of the hot spot. For anisothermal case: i.e. with cooling, the wall temperature is
induced by more complex phenomena and results from the mixing occurring between the
hot and cold stream as well as the associated aero-dynamics response of the flow dictated
by the operating point of the blade. In the case of film cooling, the discrete nature of the
cold stream injection all around the blade boundary layer clearly hinders the analysis. As a
consequence and prior to a deeper analysis of the hole modeled approach, a verification of
the overall operating condition provided by the two simulations is mandatory.

This specific point is addressed in Table 3 by considering the mass flow rates going
through the system, the total temperature 7; and pressure P; at the plane P40, corresponding
to the inlet of the domain to ensure that both LES ingest the same flow. To evaluate the
impact of the model on the losses, the drop of total variables between the axial planes P40
and P41 is also evaluated from the total enthalpy loss coefficient &;; as well as from the
total pressure loss coefficient £. For both cases, the total enthalpy loss coefficient &, is
defined as,

Tiao — Tra1
= ————, (16)
0.5 < Vi >s
where T;40 and T4 are respectively the mass flow averaged total temperature on the axial
planes P40 and P41 and 0.5 < V421 > g is the surface averaged kinetic energy on P41. The
total pressure loss coefficient & is defined as,

_ P — Py

§= ——, (17)
Pia1 — Py

where P40 and P41 are respectively the mass flow averaged total pressure on the axial
planes P40 and P41 and Py4; the surface averaged of the static pressure on the axial plane
P41. The swirl number S,, s is also computed between planes P40 and P41 to ensure
that the transport of the swirled flow is equivalent between both LES. For this quantity, the
definition from [41] is retained,

1 [spUxUgdS
Sus = s POt , (18)
(Rcarter - Rhub) fS ﬁUx +(P— <P >S)dS

Table 3 Hot and cold mass flow
rates for both LES and total Case Hole meshed LES Hole modeled LES
pressure P; and total temperature
T, at the inlet of the domain Hot mass flow rate (kg.s’l) 0.240 0.240
(P40) and drop between the Cold mass flow rate (kg.s™') 0.018 0.018
planes 41 and 40 T,50 (K) 443 443

Prao (Pa) 149738 149619

Sw,40 0.19 0.19

Ent ~0 ~0

3 0.072 0.070

Sw.41 21.2 20.3
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where U, is the time-averaged of the axial velocity component, Uy the angular velocity
component and P the static pressure. R.qrer and Ry, are respectively the radius of the
hub and carter. Numbers confirm that both simulations inject the same mass flow rate for
hot and cold streams and same total temperature. Since the coolant mass flow represents
only 7.5% of the total mass flow and no work is enforced on the fluid, the total enthalpy is
conserved between P40 and P41 which leads to &,; & 0. The total pressure at the inlet is
not directly imposed by the boundary conditions but it is the result of the losses produced
within the domain. In that case, the difference at the inlet between the two LES is negligible
assuring same flow injection at the inlet of the domain for both LES. The total pressure loss
coefficient representative of the losses present in both simulations is found to be slightly
more important for the hole meshed LES. The swirl number increases between P40 and
P41 showing that the swirled flow is strengthened by the expansion through the passage
of the blades. Since the values at P40 and P41 between the two LES are very similar, the
transport of the swirled flow through the blades can be considered equivalent between the
two LES. Although such small differences appear, the impact of the blades on the flow can
be considered equivalent between the hole meshed and modeled LES.

The operating point of the vanes for both LES is now studied by investigating the flow
expansion through the flow passage from the isentropic Mach number obtained using,

y—1

2 P 5
Maj, = | —— <1+ ng”) T , (19)

where P is the time-averaged pressure on the blade surface, Py, the pressure at the stag-
nation point and y the local heat capacity ratio. The flow expansion is first validated by
comparing the hole meshed LES to experimental results on Fig. 10. Note that in the exper-
iment, the pressure probes are located on the pressure side of NGV1 and suction side of
NGV2. To compare the LES with the experimental results, the pressure is extracted on the
blade walls from the simulation at the same positions as in the experiment. A very good

@
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Fig. 10 Isentropic Mach number at mid-height of the vanes for the LES prediction (red solid line) and
experimental results (black crosses). Pressure side of NGV at bottom and suction side of NGV?2 at top
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Fig. 11 Isentropic Mach number along NGV1 (a) and NGV2 (b) at mid-height of the vanes. Red circles
o represent the hole meshed LES and solid blue lines _ represent the hole modeled LES. Axial extent of
coolant hole positions is indicated

agreement is found between the LES prediction and the experiment validating the flow
expansion through the vanes in the hole meshed LES. On the suction side, the flow strongly
accelerates and passes in a transonic regime at x /¢ = 0.75. On the pressure side, disconti-
nuities observed near x/c = 0.1 and x/c = 0.7 correspond to the local acceleration of the
flow due to coolant ejection. To check the impact of the model on the flow expansion, the
hole meshed LES is compared to the hole modeled LES on Fig. 11. For both NGVs, the
model reproduces well the flow expansion. Nevertheless, a slight deviation is observed in

P40

P41

(b)

Total temperature (K)
300 320 360 400 440 fTO\ ¥ ‘5(‘30

B

Fig. 12 Time-averaged total temperature fields at mid-height of the vanes. a hole meshed and b hole modeled
LES
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the regions where the coolant is ejected. Note that since the jet velocity profile injected with
the hole model differs from the one obtained in the hole meshed LES, this slight deviation
was expected.

After validation of the operating point of the vanes, the mean flow organization within
the computational domain of both simulations is studied by looking at the mean total tem-
perature field at mid-height of the vanes and shown on Fig. 12. For both predictions, NGV 1
is impacted by the hot spot. The cold flow issued from NGV1 cooling system is expected
to picture stronger gradients of total temperature than NGV2. Aside from this inflow dif-
ference between NGV1 and NGV2, total temperature maps appear very similar for both
simulations except in the region of the cooling flow near the blade surfaces. Nonetheless,
coolant jets evidenced by cold temperature defined between 300 and 320 K are observed to
be more marked in the hole modeled LES compared to the hole meshed LES. This indicates
a potential impact of the model in the film region.

To assess the hot spot transport between planes P40 and P41, the mass flow averaged
mean total temperature field is further azimuthally mass-flow averaged on the axial planes
P40 and P41 and resulting in radial profiles plotted on Fig. 13. At plane P40, no difference
is noticed between both LES confirming that the inflow imposed is the same. In plane P41,
the profiles appear very similar and differences appear near the carter (top section of the
curves), between 0.6 < h/H < 0.8 showing a weak impact of the model on the migration
of the hot spot through the NGVs.

Overall, verification of the mean operating point, flow expansion and flow topology are
found to be equivalent for both LES with only minor differences attributed to the different

1 | LB N DL |
0.8 08F -
0.6 D 06 =

- Q Hole meshed ‘. - ]
I - Hole modeled - i ]
L | = i |
04 0.4 -
02 02 -
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Ttotal (K) Ttotal (K)

(a) (b)

Fig. 13 Radial total temperature profiles at the axial plane P40 (a) and P41 (b). Red circle o represents the
hole meshed LES and solid blue line — the hole modeled LES. Radial coordinate # normalized by the height
of the vanes H
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coolant injection approaches. These findings underline the impact of modeling but at the
same time highlight the suitability of the proposed approach for more efficient LES use
on such problems. Verification is however still needed. Since the objective is to predict
adiabatic film effectiveness of film cooling design strategies, adiabatic film effectiveness
profiles on both NGVs are addressed in the following section.

4.2 Adiabatic film effectiveness predictions

The adiabatic film effectiveness 7 is obtained from the skin temperature maps following,

Thol - Tskin

L (20)
Thot - Tcoolanz

9

n

where Ty is the time-averaged of the local skin temperature, T.poian; the coolant temper-
ature taken at 300 K and 7y, the spatial and time-averaged total temperature on the axial
plane P40. The impact of the model on the adiabatic film effectiveness is assessed by com-
paring the profiles obtained on unwrapped blade surfaces from the two LES predictions in
Fig. 14. A good agreement between the two LES predictions for both NGVs is confirmed.
Indeed, with both approaches all macroscopic features are present and equivalently posi-
tioned around the two blades. Features only locally deviate and express in terms of small
local n variations and associated spatial extents. As anticipated, NGV1 profile, Fig. 14a
and b, seems strongly influenced by the swirled flow. For this blade, the swirled flow radi-
ally deviates the cold flow on the blade surface for both approaches in the interval between

Hole meshed LES Hole modeled LES

Pressure side

Suction side Suction side Leading edge Pressure side

Leading edge

h/H o

() (b)

Suction side Leading edge Pressure side Suction side [ Pressure side

h/H ©

Adiabatic film effectiveness n

0 010203040506070809 1

Fig. 14 Time-averaged adiabatic film effectiveness n on both NGVs for both LES. Top (a) & (b), NGVI.
Bottom (¢) & (d), NGV2. Left (a) & (¢), hole meshed. Right (b) & (d), hole modeled. Radial coordinate
h normalized by the height of the vanes H and curvilinear coordinate s normalized by the total curvilinear
distance on the pressure side Spg
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Fig. 15 Radial profiles of adiabatic film effectiveness 1 for NGV 1 (a) and NGV2 (b). Red circle o represents
the hole meshed LES and solid blue line — the hole modeled LES

s/Sps = 0.2 and s/Sps = 0.6. This effect is stronger on the pressure side of NGV1
because of the impact of the hot spot. The effect is clearly weaker on NGV2, Fig. 14c and
d. If focusing on profile obtained with the hole modeled LES, the patterns remain similar to
the hole meshed predictions but peak values are more pronounced with the proposed model.
The deviation induced by the swirled flow seems not to be impacted by the model for both
NGVs. Locally, the traces of the cold jets, evidenced by the color map delimited by the
isolines n = 0.8 and n = 1 on the blade surfaces, appear more marked for the hole mod-
eled LES indicating that the mixing process with the hot flow is less efficient. To quantify
the impact of the model on the adiabatic film effectiveness distribution, the radial profiles
of n for both NGVs are plotted on Fig. 15. A very good agreement is found between the
two simulations. Nevertheless, profiles exhibits more peak values in the hole modeled LES.
Indeed for NGV1, both approaches are very close and peaks that are locally accentuated
indicative of local cool or hot streams. The difference is more important for NGV2 with a
maximum deviation around 10% and for a larger radial extent. For both NGVs, use of a hole
modeled approach induces an efficiency that is slightly higher at mid-height with no impact
near the top and bottom walls. Indeed, the hole modeled approach does not fully recover the
hole meshed approach indicating that the coolant film region is partially impacted. Since
fundamental differences are present when using a hole modeled approach, such differences
were expected compared to a fully meshed approach. In that respect, results also confirm
that such an approach remains attractive while mixing process between the coolant film and
the external hot stream clearly differ. To find the origin of such defect near wall films are
specifically investigated in the next section.

4.3 Investigation of the film cooling mixing

A key feature differentiating the predictions of the hole meshed LES from the modeled one
is the coolant film development around the NGVs. To quantify and address this specific

@ Springer



Flow, Turbulence and Combustion

region of the flow, the coolant is traced in both simulations using the passive scalar hypoth-
esis. Indeed, injecting such a scalar, noted Y, o1ans, through the jet orifices eases the analysis
of the coolant films and it is not affected by compressible effects, viscous work or the non-
uniformity of fields imposed at the inlet contrary to the static and total temperatures. To
track the coolant fluid, Y yoi4n 1S imposed at 1 at the inlets of the cooling system, O at the
inlet of the main flow and no diffusion of Y;ypiun; 1S assured through walls. Y ,oians 1 then
transported by the flow through convection-diffusion equation and the retained diffusivity
coefficient D ,o1ans being the one of air. From such an approach, one directly accesses the
hot versus cold proportions of the fluid with Y, = 1 — Ycpoians- Such a passive scalar fur-
thermore provides access to a clear vision of the film topology. As shown in Section 4.2,
the swirled flow injected at the inlet impacts the coolant distribution on the vane surfaces by
introducing a radial migration of the cold flow. This migration is identical in the two LES
predictions. Thus, following investigations focus near mid-height plane of the vanes. The
impact of the model on the instantaneous coolant jet topology is first studied by comparing
the coolant temperature iso-surface obtained from LES predictions near the leading edge
of NGV1 on Fig. 16. Clearly, the model reproduces well the coolant trajectories as well as
jet penetrations. In the hole meshed LES, Fig. 16a, spatial fluctuations of the iso-surface
are observed and originate from turbulent fluctuations generated in the coolant pipes [42,
43]. The iso-surfaces issued from the hole modeled LES, Fig. 16b, are smoother and more
coherent compared to the hole meshed due to the lack of turbulent fluctuations injected at
the blade surface with the model. In the following, the time-averaged film cooling topology
is discussed. The mean coolant film topology near the leading edge of NGV 1 is displayed at
mid-height in Fig. 17 for both predictions. For the hole meshed as well as the hole modeled
predictions, the coolant directly injected by the inlet plenum and through the cooling pipes
appears to produce a coolant film along the blades. After a local perturbation of the hot
flow near the exit of each pipe, the coolant re-attaches on the wall in both simulations. The
topology of the coolant distribution seems however more diffused in the hole meshed LES
indicating a difference of mixing between the two approaches. This impact seems also more
important on the pressure side on the NGV. At the leading edge of the vane, jet angles are
observed to differ between the two simulations. To illustrate the difference of coolant distri-
bution between the two simulations, the profile of Y.,y 1s plotted along the wall normal
distance on both sides of NGV1 at different axial positions at mid-height of the vanes on
Fig. 18. Note that profiles are normalized by the mean local film thickness § defined as the
normal distance from the wall up to the position where Y pian: = 0.05 where @ is the time
average operator. Both predictions remain equivalent and the impact of modeling remains

————a
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Fig. 16 Instantaneous isosurface of the coolant temperature to evidence the coolant injection near the surface
blade of NGV1 in the hole meshed case (a) and hole modeled case (b)
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Fig. 17 Cooling mass fraction near the leading edge of NGV1 at mid-height

localized in the film. From Fig. 18a, at x/c = 0.25, on the suction side, the passive scalar
decreases monotonously away from the wall starting from a fixed value at the wall to the
corresponding external value of the film. On the pressure side, the behaviour is different, i.e.
the value of the passive scalar presents a maximum, not located at the wall, indicating that
the coolant distribution in the film is complex and linked to the preceding local injection
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1
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Fig. 18 Profile of the coolant mass fraction for different axial positions at a x/c = 0.25, b x/c = 0.50, ¢
x/c =0.75and d x/c = 0.90 at mid-height along NGV 1. Red circles o represent the hole meshed LES and
the solid blue line — the hole modeled LES. Pressure side (PS) is at the bottom and suction side (SS) at the
top. § is the film thickness
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process of the coolant. Such observations are confirmed by the other profile positions, the
pressure side film being more complex than the suction side film. When comparing the hole
meshed distribution to the hole modeled one, differences are noticed near the walls where
coolant concentrations differ while both LES recover the same value when y approaches §.
Note that both LES give the same results at x/c = 0.75, Fig. 18c. It is important to recall
that this specific station is located near the coolant holes located at x /c = 0.7. In this region,
the coolant distribution is then mainly dictated by the coolant mass flux injected through
the holes which is consistent in both simulations. At x /¢ = 0.50 and x/c = 0.90 (Fig. 18b
and d), the hole modeled simulation over-estimates the value of the passive scalar if com-
pared to the hole meshed. This indicates that the coolant concentration is locally higher in
the film with the hole modeled approach. As a consequence the coolant model is expected
to affect the film thickness evolution plotted along the blades on Fig. 19 at mid-height of
the vanes. For NGV1 (Fig. 19a), the film thickness increases on the pressure side due to the
coolant injection by the LE and TE rows for the hole meshed LES. Between these cooling
holes, the film thickness decreases due to the strong impact of the swirled flow which radi-
ally deviates the coolant. On the suction side, the swirled flow has less impact as described
in Section 4.2 and the film thickness is only driven by the mixing process between the
coolant and the hot flow. Comparing the response of both NGVs, the film thickness seems
more disturbed on NGV2 (Fig. 19b). On the pressure side of NGV?2, the thickness increases
at the coolant injection positions and then decreases due to the effect of the swirled flow
as previously mentioned. On the suction side, one can notice a monotonous increase of the
thickness indicative of a diffusive process of the coolant fluid within the film in this region.
If comparing modeling approaches, one observes that the hole modeled formalism under-
estimates the film thickness evolution along both NGV's compared to the hole meshed LES.
From the studied profiles, the axial evolution of the quantity of coolant in the film along the
vane can be evaluated using the mass flow weighted film coolant fraction Yy, defined as,

8—
f()pUini Yeoolantdn
f f) /Y U, in idn
where 7 is the normal coordinate from the wall and n; the normalized vector tangential to
the wall. Resulting profiles of Yy, are plotted on Fig. 20 for both LES at mid-height of

the vanes. On both NGVs and for both LES, Y, increases at the coolant injection posi-
tions on the pressure side. On the suction side, Yy, decreases along the blades due to the
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Fig. 19 Film thickness along the blades for NGV1 (a) and NGV2 (b) at mid-height. Red circles o represent
the hole meshed LES at the pressure side. Red triangles A represent the hole meshed LES at the suction
side. The solid blue line _ represents the hole modeled LES at the pressure side. The dashed blue line - - -
represents the hole modeled LES at the suction side. Cooling row axial locations are indicated
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Fig.20 Film coolant mass fraction Yy, along NGV1 (a) and NGV2 (b) at mid-height. Red circles o represent
the hole meshed LES at the pressure side. Red triangles A represent the hole meshed LES at the suction
side. The solid blue line _ represents the hole modeled LES at the pressure side. The dashed blue line _ - -
represents the hole modeled LES at the suction side

absence of cooling holes. On both sides of NGV1 (Fig. 20a), the model reproduces well the
evolution of Yy, compared to the hole meshed LES and over-estimates the levels of Yy,
meaning that more coolant remains in the film thickness. On both sides of NGV?2 (Fig. 20b),
the model follows the same evolution of Y, along the blade and over-estimates also the
levels of coolant in the film thickness. Local differences are noticed on the pressure side
at the TE coolant injections where levels of coolant are locally higher in the hole meshed
LES meaning that the coolant distribution around NGV2 differs at this specific position.
Consequently, the model slightly over-estimates levels of coolant present in the film region.

To investigate the axial evolution of Yy, in the coolant film, previously described
processes taking place within the film, in its outer edge can be adequately analyzed by
performing a mass balance of the passive scalar concentration within the control volume
corresponding to the film region at mid-height as shown on Fig. 21. Since the control vol-
ume is applied at mid-height of the blades, the radial contribution of the coolant mass flux

Co@lant
Cooling Mass Fraction

o :

®

— 08

I

0.5

Fig.21 Control volume Vj;, at mid-height used in the study. The control volume is delimited by the sections
corresponding to the ejection exit of the coolant pipes S.4, the walls Sy, the thickness of the coolant Sj
and the film section Sg,
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is then not taken into account in the balance. Neglecting the laminar diffusive terms, the
balance of the coolant mass fraction in the control volume gives:

/ PU: Y cootanid S = _/ PU: Y cootanid S — / PU: Y cootanid S,  (22)
Sfilm (x) Secola(x) Ss(x)

where pU; is the surface mass flux and n; the surface normal pointing out of the control
volume. The term in the LHS of Eq. 22 represents the coolant mass flux through Sg,,. The
first term in the RHS represents the coolant mass flux from the coolant pipes and will be
replaced hereafter by O, co14. Finally, the second term represents the mass flux through
the edge of the coolant film. Since the control volume Vj;, is built from the time-averaged
coolant mass fraction field, the time-averaged operator can switch with spatial integration
in Eq. 22 which gives,

/ pU; YcoolantidS = Qm,cold (x) — f pUi; Ycoolannid S. (23)
Sfilm(x) Ss(x)

The film coolant mass fraction Yy, can appear in the balance by combining Eq. 21 with
Eq. 23 which yields,

1 -
Yfilm X)) = ——— Qm,cold (x) - / PUiYcoolanmidS | , (24)
Om film(x) —_— Ss(x)
Coolant pipe contirubtion

Hot flow contribution

where Q, fiim is the mass flow rate in the coolant film. As a result, one origin of the axial
evolution of Yy, 1s the source of the mixing process which originates from the coolant flux
through Ss. This flux can be split into a mean and turbulent contributions using the Reynolds
decomposition and Favre averaging [44] ‘e so that,

—~——

/ 0 YcoolantUinid S = / ﬁYcoolanli]inidS + / PY coolant” Ul'”nidS ) (25)
Ss(x) Ss(x)

Ss(x)
Mean field contribution Resolved turbulence contribution
where Y” U/ corresponds to the resolved turbulent mass flux of Y¢po/ans and ” the tem-

poral fluctuations with respect to the Favre averaging. Since the film remains attached to
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Fig. 22 Axial evolution of turbulent mass flux pY/ , U/n; through the edge of the film Ss at mid-height
of NGV1 (a) and NGV2 (b). Red circles o represent the hole meshed LES at the pressure side. Red triangles
A represent the hole meshed LES at the suction side. The solid blue line _ represents the hole modeled LES

at the pressure side. The dashed blue line - -  represents the hole modeled LES at the suction side
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the wall far from the injection holes, the direction of the flow at the edge of the film thick-
ness can be assumed to be tangential to the wall if neglecting the normal velocity to the wall
in the film thickness. As a result, the mean velocity U; is roughly orthogonal to the normal
of the film section along the blades which indicates that the resolved turbulence contribu-
tion term dominates the mean field contribution term in Eq. 25. Consequently, Y, levels

originate from the turbulent mass flux oY/ U/ through the edge of the film thickness
section Sg. The impact of the model on the local value of the turbulent mass flux along S5 on
both NGVs is provided at mid-height of the vanes in Fig. 22. Clearly, turbulent mass flux is

reduced in the hole modeled LES compared to the hole meshed LES for both NGVs. In the

hole meshed LES, Fig. 22a and b, pY .4, U/ n; increases with the axial positions where
the coolant is ejected, i.e, for 0 < x/c < 0.3 and 0.6 < x/c < 0.7. This means that turbu-
lent mass flux mainly occurs in the regions of coolant injection. Out of these axial positions,

levels of pY,.yjun U/ ni decrease. Note that levels of pY ., U/ n; remain strictly positive
all along the coolant film. From Eq. 24, this shows that turbulent mass flux decreases levels
of Y, confirming previous observations. To find the origin of such deviations between the
two LES predictions, turbulent activity in the film region is evaluated by investigating the
turbulent kinetic energy map k as well as the temporal Root Mean Squared (RMS) Y, 5.

Turbulent fields are extracted at mid-height of the vanes and displayed in Figs. 23 and 24

Hole meshed LES Hole modeled LES

Yrms
0.0 0.05 0.10 0.15 0.2

IS

Fig. 23 Ygpys map at mid height on NGV1 and NGV2 at mid-height for both LES. Top (a) & (b), NGV1.
Bottom (¢) & (d), NGV2. Left (a) & (c¢), hole meshed. Right (b) & (d), hole modeled. The film mean
thickness is represented by the white isoline
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Fig. 24 Turbulent kinetic energy maps k£ on NGV1 and NGV2 at mid-height for both LES. Top (a) & (b),
NGV1. Bottom (¢) & (d), NGV2. Left (a) & (¢), hole meshed. Right (b) & (d), hole modeled. The mean film
thickness is represented by the white isoline

for NGV1 and NGV?2 for both LES predictions. Results confirm that turbulent activity in
the coolant film of both NGVs is reduced in the hole modeled LES compared to the hole
meshed LES. Indeed, in the hole meshed LES (Fig. 23a and c), the turbulent mixing between
the coolant and the hot streams takes place in the film thickness and is higher at the coolant
injection locations. These maps evidence that turbulence is produced within the plena and
pipes of both NGVs and is then propagated around the blades in the film thickness (Fig. 24a
and c). On the pressure side, the turbulent kinetic energy occurs at the coolant injections.
Between the hole rows, the turbulence decreases due to the acceleration of the flow where
turbulent structures are stretched and dissipated. On the suction side, the turbulence is cre-
ated near the NGV and then decreases downstream. One can also notice an increase of the
turbulent kinetic energy level at x/c ~ 0.75 for both NGVs without injection of coolant
indicating a potential turbulent transition of the film at this specific position which could
explain the thickening of the film on the suction side previously noticed on Fig. 19. The
level of turbulent mixing and turbulent kinetic energy for both NGVs predicted by the hole
modeled LES (Fig. 23b and d) is very reduced compared to the hole meshed (Fig. 24b
and d). Since the plena and the pipes are not meshed and with the stationary velocity pro-
file imposed by the model, the turbulence production term is not represented on the hole
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modeled mesh which de-activates the associated Y}, production term. The coolant turbu-
lent mixing within the film thickness section Sj is effectively almost zero with the model
confirming that more coolant remains in the film thickness with the hole modeled approach
if compared to the hole meshed LES.

To conclude, the investigation of the impact of the model on the adiabatic film effective-
ness profiles shows that the blades are slightly colder if using the model. By tracking the
coolant with a passive scalar and performing a mass balance in the near wall regions of the
blades, it can be deduced that the mixing is less efficient with the model. Results show that
the lack of mixing in the model is due to absence of turbulent fluctuations in the coolant
film, keeping the film temperature near the cold injected temperature. Since the pipes are not
meshed and no turbulent fluctuations are injected with the model, as shown in Section 3, the
film region suffers from a lack of turbulent activity which reduces the associated turbulent
mixing.

5 Conclusion

In the present study, the applicability of a coolant injection model to predict the skin tem-
perature of turbine blades with Large-Eddy Simulation (LES) has been assessed. The model
was derived from an existing coolant injection model designed for modeling the injection
of coolant in the context of the combustion chamber and adapted to turbine blades. To eval-
uate the coolant model, a reference hole meshed LES has been performed on the Nozzle
Guide Vanes of the FACTOR project and then compared to a hole modeled LES keeping
the same mesh around the blade and numerical set up. The operating points of both LES
have first been checked to ensure their comparability. The estimations of the CPU cost for
both LES show a drastic reduction of the CPU cost when the hole model approach is used.
Results are very encouraging. The hole modeled LES gives a very close distribution of the
adiabatic film effectiveness compared to the hole meshed LES. Investigations of the coolant
film show that the film effectiveness is slightly higher in the hole modeled LES. By track-
ing the coolant with a passive scalar and performing a mass balance in the film thickness,
the coolant mass fraction distribution in the coolant film is shown to be impacted by the
turbulent mass flux at the edge of the coolant film. The turbulent mass flux is shown to be
strongly reduced in the hole modeled approach. Indeed, the evaluation of the turbulent maps
indicates that the turbulence is produced in the pipes which is not taken into account with
the model and then leads to a lack of agitation with the model. As a result, the model needs
to be improved to recover the agitation between the hot and cold flows. Naturally, one pos-
sibility is to inject synthetic turbulence at the exit pipe section with the model which needs
to be tested in future studies.
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Appendix 1: Sensitivity of Resolved Turbulence and Wall Temperature
to Mesh Adaptation Process

In the present study, a mesh adaptation process has been performed to accurately refine the
regions of mixing between the hot and coolant streams. To do so, an user-defined mesh
is first created. Then, an automatic mesh adaptation is performed based on the entropy
source terms obtained from the user-defined mesh to identify regions of strong velocity
and temperature gradients and refine these regions. The properties of the two meshes are
summarized in Table 4. To only refine the freestream and the near wall flow regions of the
vanes, the mesh in the cooling system including coolant pipes and plena is frozen during the
mesh adaptation process. As a result, the number of cells only increases in the freestream
region by 52%. To localize the refined regions, a view of the two meshes at mid-height of
the vanes are provided on Fig. 25. The mesh is observed to be mainly refined in the near
wall flow region of the vanes. The impact of the mesh adaptation on resolved turbulence is
now addressed. To quantify the resolution of turbulence on mesh, the criteria of Pope [45]
is studied through the evaluation of Mg defined so that,

k
Mg = —""—, (26)
kres + ksgs

where kg is the sub-grid turbulent kinetic energy, ks = 0.5(u?,; + vZ,, + w?2,,) is the
resolved turbulent kinetic energy and u s, Vyms, Wrms are the RMS of velocity fields. For the

above relation, a closure for kg is needed. To close kg, the following relation is used [46]:

1
v =Cy,V3 vV ksgs» (27

where v, is the turbulent viscosity, V the node volume and C,,, a constant of the model. To
operate suitability of LES, near 80% of the turbulence should be resolved on mesh according
to Pope [45]. The map of ME is provided at mid-height of the vanes on Fig. 26 for the two
meshes. To evidence the regions where more than 80% of turbulence is resolved on mesh,
an iso-line equal to Mg = 0.8 is added to Fig. 26. For the user-defined mesh, Fig. 26a,
turbulence in the film region of the vanes is clearly under-resolved. Nevertheless in the
wakes of the vanes, turbulence is observed to be sufficiently resolved. For the adapted mesh,
Fig. 26b, the resolution of turbulence is clearly improved in the film region and locally
reaches 80% of the overall turbulence. The resolution of turbulence is also improved in the
wakes of the vanes. In the coolant pipes, a good resolution of turbulence is also observed
featuring more than 80% of resolution. The impact of the increasing mesh resolution on the
prediction of time-averaged adiabatic wall temperature is shown on Fig. 27. For the user-
defined mesh, Fig. 27a, a large range of temperature is observed on the vane surfaces and
local patterns of hot and cold temperature are observed. For the adapted mesh, Fig. 27b,
the wall temperature is more segregated compared to the user-defined mesh. Indeed, finer

Table 4 Number of cells for the user-defined mesh and adapted mesh

User-defined mesh Adapted mesh
Number of cells (millions) 60 73 (+21%)
Number of cells in the cooling system (millions) 35 35 (+0%)
Number of cells in the freestream region (millions) 25 38 (+52%)

@ Springer



Flow, Turbulence and Combustion

(a) (b)

Fig.25 View of user-defined mesh (a) and adapted mesh (b) at mid-height of NGV 1

patterns of hot and cold temperatures are observed on the vane surfaces because a finer
turbulence is resolved on the adapted mesh.

As a consequence of the previous discussion, the mesh adaptation process has improved
the resolution of turbulence in the film region of the vanes. Although turbulence resolution

k..+k

TES 505

0 0.2 04 0

6 0.8 1
BN .

Fig.26 Mg map at mid-height of the vanes. White iso-line represents Mg = 0.8. User-defined mesh (a) and
adapted mesh (b)
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(b)
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Fig. 27 Impact of mesh adaptation on adiabatic wall temperature. User-defined mesh (a) and adapted mesh

(b)

remains locally inferior to 80% around the vanes, the adapted mesh allows to capture very
fine patterns of hot and cold temperature on the vane surfaces.
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ABSTRACT

The next generation of lean combustion engines promises
to further decrease environmental impact and cost of air traffic.
Compared to the currently employed Rich Quench Lean (RQL)
concept, the flow field at the exit of a lean combustion cham-
ber is characterized by stronger variations of velocity as well
as temperature and higher levels of turbulence. These specific
features may have a substantial impact on the aerothermal per-
formance of the high-pressure turbine and thereby on the effi-
ciency of the entire engine. Indeed, high levels of turbulence in
the Nozzle Guide Vane (NGV) passages locally impact the heat
flux and result in globally over dimensioned cooling systems of
the NGV. In this study, Large Eddy Simulations (LES) are per-
formed on an engine representative lean combustion simulator
geometry to investigate the evolution of turbulence and the mi-
gration of hot streaks through the high-pressure turbine. To in-
vestigate the impact of non-uniform stator inlet conditions on the
estimated thermal stress on the NGVs, adiabatic LES predictions
of the lean combustor NGV FACTOR configuration are analyzed
through the use of high statistical moments of temperature and
two point statistics for the assessment of turbulent quantities. Re-
lations between temperature statistical features and turbulence
are evidenced on planes through the NGV passage pointing to
the role of mixing and large scale features along with marked
wall temperatures that locally can largely differ from obtained
mean values.
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NOMENCLATURE
Acronyms

ACL Axial Chord Length

CFD Computational Fluid Dynamics

CFL Courant-Friedrichs-Lewis condition

FACTOR  Full Aerothermal Combuster Turbine interactions
Research

ITD Inlet temperature distortions

LES Large Eddy Simulation

LPP Lean Partially Premixed

NGV Nozzle Guide Vane

P40 Intersection plane between combustion chamber
and stator

PS Pressure side

RANS Reynolds Averaged Navier-Stokes

RMS Root Mean Square

RQL Rhich Quench Lean

SS Suction side
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Symbols

i,j  Counter
K Kurtosis
N Number of instantaneous solutions
No Solution number of first zero crossing of R,
R Autocorrelation coefficient
S Skewness
t Time
towp  Turbulent timescale
T Temperature
u Axial velocity
\%4 Velocity
y+  Non-dimensional wall distance
p Density
T Time lag
At Time step
o Standard deviation

Subscripts Superscripts

r Radial Averaged quantity

t Tangential ' Fluctuating Quantity
x  Axial
INTRODUCTION

Facing stricter emission regulations, NOx reducing lean
combustion concepts will have to be introduced in the next gen-
eration of aircraft engines. Indeed, this new technology seems to
be a good solution for a more compact combustor design and to
drastically reduce NOx emission. Lean partially premixed (LPP)
combustors are operated close to the lean blowout limit. The
combustion process is stabilized by a recirculation zone induced
by a swirl motion. This swirl is produced by a strong vortex
generated by the fuel injection system, which provides the
combustion chamber with a homogeneous fuel-air mixture over
a wide range of operating conditions [1]. Compared to currently
employed Rich Quench Lean (RQL) combustion chambers,
particularities of the new concept are higher levels of swirl,
turbulence and temperature non-uniformities at the exit of the
combustion chamber. These features adversely alter secondary
flow patterns in the high-pressure turbine, leading to an increase
in aerodynamic losses [2—4].

Today, driven by the need to increase the engine thermal
efficiency, the combustor exit temperature reached up to 2000 K,
a level well superior to the melting point of alloys used in
high-pressure turbines. At the turbine inlet, the Inlet Temper-
ature Distortions (ITD), due to the discrete positioning of fuel
injectors and high levels of turbulence locally may result in an
increased heat flux on walls of the high-pressure turbine and

result in globally over-dimensioned NGV cooling systems. As
an example and to stress the critical aspects of such distributions,
Bogard and Thole (2006) [5] state that decreasing temperatures
by just 25 K can double the life time for certain parts of the
engine.

Since gas turbines have been first applied to aircraft in the
1940s, there was a rapid development of new technologies to
meet the increasing demand for performance and efficiency.
Because of issues induced by the increasing burnt gas temper-
ature, Combustor / turbine interactions have been very ealry
on identified and investigated. In the 80s, first experimental
research facilities were established at the NASA Lewis research
center to investigate the impact of hot streaks on the high-
pressure turbine [6]. Dorney et al. [7] (1999) gave a review
of experimental and computational studies on the migration
of hot streaks. Povey and Qureshi (2009) [4] summarized
developments and research on combustor simulators dedicated
to the investigation of the impact of ITD on the high-pressure
turbine. Most of past research focuses on RQL architectures
which posses an inherently different flow field than future LPP
combustors. The impact of NGVs on the combustor flow field is
a very recent area of research and the FACTOR test rig is one
of the first to address this issue. In parallel, the first attempt
to conduct Large Eddy Simulation (LES) of a combustion
chamber and its stator was produced by Roux et al. (2008) [8].
More recently Koupper et al. (2016) [9] presented first LES of
combustor-turbine interactions for a lean combustion chamber,
the FACTOR! test rig. Today’s industrial standard is to design
combustion chamber and turbine separately and to exchange
information, usually radially averaged profiles of the combustor
exit quantities, on the interface between the combustion chamber
and the stator. This however, does not take into account the huge
fluctuations present at the exit of LPP combustion chambers.
This combined with the lack of experience with LPP combustors
leads to the application of huge safety margins, to account for
uncertainties not yet investigated by experiments or simulations.

The current study expands on previous research by Koupper
et al. (2016) [9] on combustor turbine interactions issued by the
analysis of LES predictions obtained for the FACTOR geometry,
taking time resolved information into account. Exploiting the
temporal information available from LES data by means of
statistical analysis allows to estimate the thermal loads the
high-pressure turbine is exposed to in the context of adiabatic
simulations. To complement such analysis, use of high order
statistics of temperature allows describing the Probability
Density Function (PDF), which characterizes the temperature

IFACTOR (Full Aerothermal Combustor Turbine interactiOns Research) is a
European research project to investigate interactions of lean combustion cham-
bers with the high-pressure turbine
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distribution in each point of the domain. This type of analysis
can be used to determine where the mode value is situated in
relation to the local mean, revealing locations with important
temperature fluctuations that can locally surpass the thermal
resistance of the NGV. Besides the local value of temperature,
turbulence is the main quantity determining the local convective
heat flux on the NGV surface. Using two-point statistical
functions on the axial velocity component one can reveal large
scale flow structures as well as smaller turbulent activity present
in the flow field and not visible if solely using the evaluation of
instantaneous or averaged flow fields.

This article first introduces the statistical tools devised
throughout the paper followed by a description of the geome-
try of the FACTOR test rig. The next section introduces the LES
setup, operating conditions and numerical methodology. Finally,
the flow field is discussed and impacts on the NGV thermal heat
load are shown by means of a statistical analysis of high order
moments and flow quantities on the NGV surface.

Statistical methodology

In this section, statistical tools used in this work are intro-
duced and explained. The main prerequisite for such kind of
statistical analysis is the availability of sufficiently long statisti-
cally stationary data. Over this duration a sufficiently high num-
ber of 3D or interpolated 2D flow fields is stored at a constant
time-interval. Although a statistical context calls for a continu-
ous mathematical representation, operations are here described
in their discrete form. Note also that all quantities are one point
statistics and refer to a unique location denominated by the vec-
tor x. In this one point statistics context, describing the shape of
probability density functions (PDF) of temperature allows quali-
fying the relation between inlet temperature distortions (ITD) on
P40 and temperature distributions on the adiabatic NGV surface.
The first statistical moment, the mean T (x), of a quantity 7 (x)
defines the average of a quantity over a number N of discrete
realizations:

T(x) = ZU (1)

The standard deviation o (x), describes how far values are spread
from the mean:

Y (Ti(x) =T (x))2. )

Skewness S(x), the third statistical moment, is a measure for the
asymmetry of a PDF, indicating whether the most probable value

(mode value) is lower (positive Skewness) or higher (negative
Skewness) than the mean:

1

UL

i=1

The Skewness of symmetric distributions (e.g. Gaussian) is 0,
but the reverse is not true. For single peaked PDFs, the Skewness
can be interpreted as the distance of the mode value to the mean.
Kurtosis, the fourth statistical moment, indicates how “peaked”
the signal is around the mean value. For a Gaussian PDF the
Kurtosis value is K = 3. Distributions with a sharper peak have
higher Kurtosis values and those which are flatter show lower
values of Kurtosis. The fourth order statistical moment K(x) is
calculated by:

1 ¥ T(x)—T(x))4 @

”:NZ(la@

i=1

One point statistics allow to investigate distribution prop-
erties for a single variable. For a more detailed discussion of
PDF used to describe turbulent flows, the reader is referred to
Tennekes et al. (1972) [10].

To investigate turbulent timescales which have a major im-
pact on the heat flux on the NGV surface, the application of two
point statistical analysis becomes mandatory. In this work, auto-
correlation is used to calculate turbulent timescales #,,,5(x) from
a set of instantaneous CFD predictions stored at constant time
intervals over a statistically significant time period covering mul-
tiple flow-through times [11, 12]. First, the axial velocity com-
ponent u;(x) is decomposed in a mean i(x) and a fluctuating part

u}(x):

ui(x) = ui(x) — (), ®)
where the discrete mean value i(x) is calculated as described by

Eq. (1). The next step is to approximate the root mean square
(RMS) value ugpys(x) of u(x):

1 N
ugms(x) = \/ N ;(u,-(x) —i(x))2. (6)

The autocorrelation coefficient R, is then calculated for dif-
ferent time lags T = Ar x j and normalized by ugys(x)*:

¥ Lisy i (x)ui ()

urms (x)?

Rual, A x j) = : ™
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where j is a counter variable and At the time step size. Provided
that the available data set is long enough Ry, (x, At x j) depends
only on the time lag 7 = Ar x j and not on the choice of a specific
solution i. The turbulent timescale #,,,, for each point can then
be calculated by:

No

b (%) = At Y R (x, At % ), (8)
j=1

where N is the solution where the discrete autocorrelation coef-
ficient Ry, (x, At x j) equals O [13], meaning that the signal is not
correlated anymore.

FACTOR COMBUSTOR-NGV SETUP

The axial periodic numerical domain of the FACTOR test
rig contains one swirler and two uncooled NGV with an Ax-
ial Chord Length (ACL) of 40 mm, representing a 18° section
of the full angular non-reactive test rig. To reduce the impact
of boundary conditions on the zone of interest, the domain fea-
tures a large entry plenum and a pressure outlet sufficiently far
from the NGVs (see Fig. 1a). To avoid early interactions of the
swirler generated vortex with neighboring swirlers and the effu-
sion cooling system, the main flow is restrained by a 55 mm duct
of 63 mm diameter (see Fig. 1b). The swirler consists of 30 flat
vanes with a length of 20.5 mm around a central hub of diam-
eter 22 mm. The main flow traveling through the swirler at a
temperature of 531 K is used to simulate combustion-generated
temperature non-uniformities (hot streaks). Cavity flows are not
simulated and coolant air (300 K) is directly injected through the
liners as shown in Fig. 1b. The exit Reynolds number based on
the NGV chord length (64 mm), calculated according to [14] is
Rey, = 742000 (Ma, = 0.86). Due to the absence of dilution
holes in the FACTOR geometry, the hot streak remains largely
undiluted by the coolant air, which mostly travels along the lin-
ers of the combustion chamber. In this study, the leading edge
clocking position is investigated (see Fig. 1c) [9]. Operating con-
ditions for the FACTOR test rig were chosen to be representative
for a large envelop of different turbomachinery applications (see
Tab. 1). Isothermal operating conditions for measurements were
defined such that most non-dimensional quantities are met [15].
At isothermal operating conditions PIV measurements allow for
a comparison of the flow field on a cross-section and HWA in-
vestigations allow to compare higher statistical quantities on P40.
For design point operating conditions pressure, velocity and tem-
perature measurements are available on P40. Note that the test
rig in its current set up does not contain NGVs, which slightly
impacts the flow field in combustion chamber and P40 [9]. Mea-
surements have been performed at a trisector test rig at the Uni-
versity of Florence.

03
E025 P40
02

02 01
X [m]
a) Domain.

-04 03 01

/:).14 X 140

b) Combustion chamber with effusion cooling system [15].

c¢) Leading edge clocking position [9].

FIGURE 1: FACTOR geometry.

NUMERICAL METHODOLOGY

Simulations presented in this work are performed using
AVBP, a massively parallel CFD code developed at CERFACS
and IPFEN. The code is based on a fully explicit cell-vertex for-
mulation and solves the compressible Navier-Stokes equations
for conservative variables on hybrid or unstructured meshes.
AVBP is dedicated to LES and has been used and validated
for a wide range of different applications [16-18]. Simula-
tions are first converged using the Lax-Wendroff scheme [19],
then a more accurate finite element two-step time-explicit Tay-
lor Galerkin scheme (TTG4A), fourth order accurate in time and
third order in space, is used for the discretization of convective
terms [20]. This scheme ensures low diffusion and dispersion
properties [21] and is therefore adequate for high fidelity simu-
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TABLE 1: FACTOR operating conditions [15].

IOP DP
Static pressure on P40 [kPa] 115 147.65
Mass flow [kg/s] 4.8 4.8
Flow split swirler [-] 65% 65%
Flow split outer cavity [-] 21% 21 %
Flow split inner cavity [-] 14% 14 %
Swirler inlet temperature [K] 300 531
Coolant air temperature [K] 300 300
Swirler Reynolds number [-] 168 500 111 000
Swirler Mach number [-] 0.108 0.112

¢) Prism-tetrahedral mesh interface. d) NGV.

FIGURE 2: Mesh.

lations. Diffusive terms are discretized using a vertex centered
formulation close to the Galerkin finite element method [22].
Time marching is done, respecting CFL (convection scheme) and
Fourier (diffusion scheme) numbers to guarantee linear stability.
To access turbulence quantities using autocorrelation [11, 12], a
constant time step of 4 x 1078 s, corresponding to a CFL num-
ber [30] of 0.9 is used for the simulation. Colin-type artificial

viscosity [24] is added to dampen potential numerical oscilla-
tions naturally present with the used schemes. Sub grid scale
(SGS) turbulent contributions are computed using the Smagorin-
sky model [25]. Using the classical gradient diffusion hypothe-
sis [12] the SGS heat flux is related to the filtered temperature
gradient with a SGS thermal conductivity computed with a SGS
turbulent Prandtl number of 0.6. Effusion cooling systems are
modeled using a homogeneous [26] injection model. The appli-
cation of Navier-Stokes Characteristic Boundary Conditions [27]
allows to naturally establish a radial equilibrium pressure profile
at the outlet [28]. To prevent reflections from the outlet, a sponge
layer [29] adds additional dissipation close to the exit of the do-
main. The near-wall velocity gradient is calculated using wall
functions [17]. Finally, solutions are evaluated over a period of
five flow through times of the combustor module using the TTGC
scheme. The simulation was performed on 512 cores for a com-
putation cost of 260 khrs using Turing (IDRIS-GENCI - France).
One solution is about 1 GB, for temporal evaluations 650 solu-
tions, interpolated on a coarse grid (15 Mio cells / 120 MB each),
were stored. The hybrid mesh contains 70 million cells (see Fig.
2) and uses prismlayers around the NGV to guarantee low y™ val-
ues approaching 10, whereas the rest of the domain is discretized
by tetrahedral cells.

RESULTS

This section discusses the results obtained if applying
the described statistical analysis to temperature and turbulent
timescales on a set of instantaneous LES solutions for the
combustor-NGV-leading edge clocking position. Primary focus
is here dedicated to this specific combustor-turbine configuration
and the evaluation of temperature PDFs combined with turbu-
lence, because previous investigations by Koupper et al. (2016)
[9] focused on the mean quantities for different clocking posi-
tions.

First the flow field in the combustion chamber is presented
and validated with experimental measurements. Following, an
analysis of the high statistical moments of temperature is shown,
completed by a discussion of turbulence quantities in the NGV
passage and their impact on the adiabatic NGV surface tempera-
tures.

Flow field in the combustion chamber and the NGV
passage

To better understand the following investigations of temper-
ature and turbulence in the NGV passage, some general features
of the flow field within the combustor are presented first. Cross-
section cuts through the central axis visualize general aspects of
the flow field. This is followed by a presentation of mean quan-
tities on P40, the intersection between combustion chamber and
high-pressure turbine, and mean fields on an isoradius-cut show-
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ing the flow field evolution through the NGV passage.

Flow field in the combustion chamber. The flow
field features a huge central re-circulation zone (annotated as A
on Fig. 3), visible in PIV visualizations (see Fig. 3b) and well
captured by the simulation (see Fig. 3a), which is caused by the
break down of the fuel injection system generated vortex. Note
that for the PIV measurements (see Fig. 3b) at isothermal oper-
ating conditions only the mainstream was seeded with particles,
which leads to blind zones close to the liners, where coolant air
is injected. Smaller re-circulation zones (marked as A on Fig. 4)
at the edges of the duct are evidenced by high values of turbulent
kinetic energy (see Fig. 4a), which decay before reaching P40.
An important proportion of air (referenced as B on Fig. 4b) trav-
els just along the liners of the combustion chamber, evidenced by
high levels of axial momentum. Temperature plots of the central
axis cross-section (see Fig. 4c) show that the main flow remains
largely undiluted by the coolant which mostly stays close to the
walls. The swirling motion (see Fig. 4d) generated by the fuel in-
jection system is strong throughout the domain and contributes to
the complex flow field at the inlet of the stator. The dynamics of
the flow is visualized by instantaneous contours of static pressure
and static temperature for one instantaneous solution. The in-
stantaneous pressure contour clearly (see Fig. 5a) shows the fuel
injection system generated PVC (identified as A on Fig. 5) as a
low pressure zone propagating from the swirler to the edge of the
duct, where it breaks down, causing the wavy pattern observed
in P40 (see Fig. 9a) and to be discussed later. Kelvin-Helmholtz
instabilities (annotated as B on FIg. 5) at the duct edges are vis-
ible as low pressure zones and the injection of coolant is seen to
locally increase the static pressure (see C on Fig. 5) level near
the liners. The instantaneous temperature field (see Fig. 5b) vi-
sualizes the mixing behavior between the hot main flow and the
coolant flow injected by the effusion cooling system of the liners.
Clearly, the absence of dilution holes leaves the central hot spot
largely undiluted and the coolant mostly travels along the liners.

Flow field in P40. After describing the mean flow field
on a cross section through the combustor simulator, the focus
now lies on P40, the intersection between combustion cham-
ber and stator. Along the upper liner, high values of axial mo-
mentum (see Fig. 6a) indicate a high velocity flow of coolant
air originating from the effusion cooling system (see Fig. 7d).
The high momentum of this flow is the main reason explaining
why the flow section remains undiluted throughout the NGV pas-
sage as discussed later. In the middle, low axial momentum and
low Mach number show that in the hot flow region, compara-
tively few mass is transported (see Fig. 6). This is also shown
by non-dimensionalized total pressure plots which compare well
between experiment and simulation (see Fig. 7a). The rotational

0.1 01 03 0.5 0.7 0.9 1.1
a) Simulation (DP). b) Experiment (IOP).

FIGURE 3: Central axial cross section cuts of the averaged axial
velocity normalized by reference velocity (see Tab. 1) through
the swirler from swirler to P40.
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FIGURE 4: Central axial cross section cuts of the averaged flow
field through the swirler from swirler to P40. (Design Point).
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FIGURE 5: Central axial cross section cuts of an instantaneous

flow field through the swirler from swirler to P40. (Design
Point).
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FIGURE 6: Averaged flow field on P40. View direction: Down-
stream. (Design Point).

movement shown in Fig. 7b and 7c, is caused by residual swirl
from the fuel injection system generated vortex and is coherent
with the results obtained from simulations. The stronger swirl
in the experiment is explained by the absence of NGVs slow-
ing down the rotation in the simulation. Average temperature
plots on P40 show a highly non-uniform temperature distribu-
tion (see Fig. 7d). Close to the walls, the effusion cooling system
strongly reduces the temperature compared to the middle, where
the hot streak remains undiluted due to the absence of dilution
holes in the FACTOR geometry. The boundary layer shows a
high standard deviation for the temperature (see Fig. 8a), indi-
cating a strong mixing between hot and cold flow along the wall.
Comparatively values of temperature standard deviation remain
low around mid-height pointing out a continuous flow of hot air
in the center (see Fig. 8a). Negative Skewness in the middle of
P40 (see Fig. 8b) results from a high probability of hot temper-
ature, due to the hot spot, that are higher than the local average.
The top region is instead favored by the cold flow injected by
the effusion cooling system. The map of Kurtosis shows a well
marked high value peak in the center, corresponding to the hot
spot, which is largely undiluted by coolant (see Fig. 8c).

On P40, the turbulent kinetic energy shows a wave-like
structure originating from the vortex breaking down after leav-
ing the duct (see Fig. 9a). The evaluation of two point statistics,
in this case the turbulent timescales on P40 (see Fig. 9b), re-
veals high values in the center and in the corners. Both show a
good qualitative agreement to results obtained from experiments
at isothermal operating conditions. By comparing with the tem-
perature distribution on P40 (see Fig. 7d), the high timescale
value in the middle can be attributed to the hot spot, whereas high
values at corners are due to the coolant flow. In both cases, high
values indicate a low level of mixing and larger local flow struc-
tures. Such time-scale maps also reveal flow patterns not visible
from the evaluation of temperature data, but important for the es-
timation of the heat load on the NGV surface. In P40, low levels
of TKE coincide with longer turbulent timescales. Regions with
constantly high temperature and at the same time high levels of

Simulation (DP).

Experiment (DP).

¢) Tangential velocity [%].
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FIGURE 7: Flow field on P40. View direction: Downstream.
(Design Point).
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FIGURE 8: Statistical moments of temperature on P40. View

direction: Downstream. (Design Point).

turbulent kinetic energy result in a locally persistent feature and
a potentially increased heat load on the NGV surface, if these
highly correlated temperature / turbulence spots are preserved
and hit the NGV.
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FIGURE 9: Non-dimensionalized flow field on P40. Comparison
of design point simulation and isothermal operating point mea-
surements. Values are non-dimensionalized by the average value
in the experimental investigation zone. View direction: Down-
stream.
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FIGURE 10: Flow field on an isoradius cut (h/H =~ 0.5) in the
NGYV passage. Upper: NGV 1, Lower: NGV 2.

Flow field in the NGV passage. Before investigating
the evolution of the flow field through the NGV passage using
the above detailed statistical tools, this section describes the flow
field in the NGV passage. Although the flow reaches Mach=1
in large parts of the passage, it is not completely choked (see
Fig. 10a). Due to the expansion, the pressure drops and the fluid
is accelerated (see Fig. 10b). The temperature field shows how

the hot spot impinges mostly on the pressure side of NGV 1
(see Fig. 10c). Due to the non-uniformities present at the stator
inlet plane, P40, the flow field in the passage shows different
evolutions if comparing both passages, especially regarding the
temperature.

Flow field evolution through NGV passage

Figure 11 depicts the planes used for the following investi-
gation. The first plane, P40, is the intersection between the com-
bustion chamber and the high-pressure turbine. The following
plane (P40 + 0.5 ACL) is used to investigate the impingement of
the hot streak on the NGV leading edge. P40 + 1 ACL is situated
in between leading edge and trailing edge (P40 + 1.5 ACL).

P40+1.5 ACL

FIGURE 11: FACTOR NGV section with investigation planes.

Evolution of high statistic moments of tempera-
ture through the NGV passage. Traveling through the
NGV passage, the hot spot (marked as A on Fig. 12) migrates
along the pressure side of NGV 1. The rotational movement,
induced by the swirler (see Fig. 7b), moves coolant (see B on
Fig. 12) from the upper wall to the suction side of NGV 2.
Due to expansion in the stator the temperature decreases in the
NGV passage. The standard deviation shows that the mixing of
hot and cold fluids reduces while traveling through the NGV
passage. Skewness and Kurtosis plots (see Fig. 13) better show
the center of the hot spot (identified as A on Fig. 13) than lower
statistical moments like the mean value. High values of Kurtosis
signify a strong peak in the PDF, meaning that the hot spot
remains undiluted throughout the NGV passage (see Fig. 13b).
Away from the center of P40, Kurtosis values are decreasing,
indicating a strong mixing between hot and cold flows due to
secondary flow structures.
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FIGURE 12: Evolution of statistical moments (Mean, Standard
deviation) for static temperature on planes at successive axial po-
sitions through the NGV passage. View direction is downstream.

Evolution of turbulence through the NGV passage.
The highest thermal load on the NGV surface occurs where high
temperature and fast turbulent flows coincide. Such regions with
locally strongly increased Nusselt number are prone to thermal
material failure and are responsible for mostly over-dimensioned
cooling systems for the entire NGV. To find such regions in
purely adiabatic simulations, values for turbulent kinetic energy
and turbulent timescale can be taken into account.

Until hitting the leading edge turbulence intensity in the
flow decays. At P40 + 0.5 ACL the hot spot impinges on the
leading edge (annotated as A on Fig. 14), which locally strongly
increases levels of TKE (see Fig. 14a), and thereby also heat
flux. Low values of TKE on the top right and bottom left corner
are due to coolant flow moved by the rotational movement of the
fluid. Throughout the NGV passage TKE increases, meaning
that despite reduced temperatures due to expansion, the heat load
on the NGVs would not be negligible. Higher levels of TKE
occur mainly at the boundary of the NGV and at the wake. A
large part of the rise in turbulent kinetic energy can be attributed
to secondary flow structures, such as vortices, partly triggered
by the non-uniformities present at the stator inlet, P40. The
increase of TKE is to be avoided, as firstly, it reduces the energy

P40 + 1 ACL
B

P40+ 1.5 ACL

| |

2 -14-08-0204 1

123456789
b) Kurtosis.

a) Skewness.

FIGURE 13: Evolution of statistical moments (Skewness, Kurto-
sis) for static temperature on planes at successive axial positions
through the NGV passage. View direction is downstream.

of the main flow and thereby the useful work done by the fluid
in the high-pressure turbine, and secondly it strongly increases
the heat flux on the NGV surface, reducing component lifetime
and making sophisticated cooling systems necessary.

Large coherent flow structures visualized by the turbulent
timescale (see Fig. 14b) using two-point statistical functions,
interestingly, highlight different flow features than those ob-
served in the evaluation of high order temperature statistics (see
Fig. 12,13). The hot spot, marked by high values of Kurtosis
(see A on Fig. 13) is slightly more centered and thereby does not
completely coincide with the peak of turbulent timescale identi-
fied as B on Fig. 14. Notably, regarding the evolution of large
coherent structures through the NGV passage, the central high
value peak detaches from the NGV surface as opposed to the hot
streak which travels along the NGV surface.

Thermal load on NGV. NGV 1, in this configuration di-
rectly hit by the hot spot experiences a higher heat load, espe-
cially in the leading edge area (marked as A on Fig. 15a). On
the suction side, vortices concentrate the hot fluid in the mid-
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FIGURE 14: Evolution of turbulent kinetic energy and timescale
on planes at successive axial positions through the NGV passage.
View direction is downstream.

dle of the NGV (see B on Fig. 15). Low values of standard
deviation coinciding with high mean values reveal that in this re-
gion, the NGV is constantly exposed to a harsh thermal environ-
ment. High values of standard deviation in the top region of the
pressure side show mixing of wall bounded coolant flow and hot
main flow due to secondary flow structures. The Skewness plot
of the temperature for NGV 1 indicates negative values on a large
part of the surface, meaning that in these areas the most probable
temperature value is higher than the mean temperature value. A
high value of Kurtosis shows where the hot spot mainly impinges
on the NGV surface (annotated as C on Fig. 15). Kurtosis and
Skewness indicate that the hot fluid mainly travels along suction
side.

10

The pressure side of NGV 2 is also hit by the hot spot,
whereas the tip region on the suction side features a cold zone
due to coolant flow (identified as D on Fig. 15) migrating along
the NGV, because of secondary flow structures and residual swirl
on P40 (see Fig. 7b). The standard deviation shows high values
near the tip, similar to NGV 1, indicating temperature fluctua-
tions triggered by vortices in the NGV passage. Lower values
of standard deviation indicate a continuously high heat load on
the lower part of the NGV, where the hot spot impinges. The
large slightly positive Skewness region in the upper part reveals
a region where the adiabatic surface temperature is likely to be
lower than the mean. This flow pattern is caused by coolant flow
migrating on the NGV surface. In the hub region on the suction
side segregated zones are visible on the Skewness and Kurtosis
plot, indicating an area constantly exposed to high levels of tem-
perature. In the hub region of both NGVs, segregated zones are
visible in the Skewness and Kurtosis plots. These features are
caused by horse-shoe vortices on both NGVs.

CONCLUSION

LES on an engine representative lean combustion simulator
with adjoint stator are performed to investigate the evolution of
temperature and turbulence through the passage of the NGVs. A
set of instantaneous solutions over a statistically significant time
period of multiple flow through times is evaluated using statis-
tical tools such as autocorrelation on the axial velocity compo-
nent to access turbulent time scales and high statistic moments of
the temperature variable to visualize local temperature distribu-
tions. Calculating high statistic moments of temperature allows
to highlight regions where the most probable temperature value
strongly differs from the average temperature, locally imposing
higher levels of thermal stress than estimated if only taking mean
values into account. Evaluating the axial velocity component us-
ing autocorrelation functions allows to find coherent flow struc-
tures, not visible in instantaneous or averaged solutions. The sta-
tistical methodology presented here can be used to estimate heat
load in the context of adiabatic LES simulations. The results pre-
sented in this work show strong differences in the thermal load
the NGV is exposed to depending on its position relative to the
swirler. The NGV directly hit by the hot spot is exposed to higher
temperatures, but also higher levels of turbulence, which trans-
lates into increased thermal stress. Due to the absence of dilution
holes in lean combustion chambers, the hot spot remains mostly
undiluted, until impinging on the NGV. Performing integrated
LES of a combustor-turbine geometry and calculating high sta-
tistical moments of temperature allows to better quantify the heat
load the high-pressure turbine is exposed to. With the introduc-
tion of LES in the industrial design process, taking the full data
of time-resolved LES predictions into account, permits to gather
new insights at no additional cost. The impact of the cooling sys-
tem on wall temperatures and on the flow field will be subject to
further dedicated studies.
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Abstract

Next generation lean combustion gas turbine en-
gines feature a harsher aerothermal environment if
compared to current state of the art engine technolo-
gies. Higher levels of swirl, turbulence and tem-
perature non-uniformities at the exit of the combus-
tion chamber directly impact the high-pressure tur-
bine, which in industrial design practice is usually sim-
ulated separately using 1D time averaged profiles as
inlet condition for the turbine. The definition of in-
let boundary conditions for stand-alone high fidelity
stator simulations is however crucial to obtain mean-
ingful Large Eddy Simulation (LES) predictions and
1D time averaged profiles are most likely inappropri-
ate. This work investigates this specific point and com-
pares different approaches. To do so, an integrated
simulation of a combustion chamber and its high pres-
sure vanes is performed first and serves as a refer-
ence for stand-alone stator vane simulations performed
afterwards using inlet boundary conditions retrieved
from the first simulation. As shown hereafter use of
instantaneous flow fields from the reference simula-
tion allows to a large extent to recover the correct
flow field, which is a huge improvement over simula-
tions using 2D constant boundary conditions, with or
without synthetic turbulence [1]. Differences between
the fully integrated simulation and that using constant
boundary conditions are principally due to the lack
of mixing and strong persistent vortex structures in
the stand-alone high pressure turbine simulation using
constant boundary conditions. Changes of secondary
flow patterns are also seen to impact the temperature
distribution on the nozzle guide vane (NGV) walls.

Introduction

Recent changes, from conventional rich-quench lean
combustor design to NO,-reducing lean combustion
chambers where the cooling air is diminished to favor
the chamber fuel and air premixing process, signifi-
cantely impact the combustor exit flowfield. Indeed at
the exit of the burner and prior to its entrance through
the turbine stage, the flow exhibits large hot spots with
strong residual swirl which impacts the aerothermal

performance of the device. To investigate such issues
and construct reliable CFD tools, the FACTOR!' EU
project gathered multiple European engine manufac-
turers and research laboratories around two state-of-
the-art experiments: a trisector combustor studied at
UNIFI [2] and a full annular combustor equipped with
its turbine stage located at DLR Géttingen [3]. In this
context, advanced Large Eddy Simulations (LES) and
associated analyses [4] confirmed the designs and the
importance of combustor-turbine interactions in such
new engines. Due to these couplings, it was also found
that performing an isolated high pressure vane LES re-
mains a challenge [5]. Indeed, the definition of nu-
merical boundary conditions in LES of complex in-
dustrial geometries is known to strongly impact the
predictions of simulations. In LES, information for
all resolved scales of turbulence should be provided at
the inlet. However, this information is often not avail-
able. Imposing synthetic turbulence at the inlet of the
high pressure turbine, as demonstrated by Duchaine et
al. [1], is one possibility to obtain more realistic flow
predictions. In such geometries, turbulence is how-
ever highly complex, which limits the applicability of
such approaches. In fact, specific methods are needed
to properly take into account the missing interaction
present in an integrated LES considering at once the
combustor and the turbine stage. The objective of the
current investigation is hence twofold: 1/ propose a
method that allows stand-alone LES of high pressure
vanes on the basis of stand-alone combustor simula-
tions and 2/ complement the proposed strategy with
an analysis that identifies the flow features that need to
be considered and assess their respective effects on the
stand-alone high pressure vane LES predictions.

In the present work and to investigate combustor-
turbine interaction phenomena, an integrated LES of
a combustion chamber and its high-pressure vanes is
performed first to serve as a reference for later com-
parisons. Thanks to the obtained data an extensive
analysis of the flow field at the exit of the chamber

IFACTOR (Full Aerothermal Combustor Turbine interactiOns
Research) is a collaborative European research project co-funded
by the European Commission within the 7th Framework Programme
(2010-2017) under the Grant Agreement no265985 to investigate in-
teractions of lean combustion chambers with the high-pressure tur-
bine.



is conducted using Proper Orthogonal Decomposition
(POD) [6]. Links between dominant flow features in
the combustion chamber and at the interface plane be-
tween combustion chamber and turbine can hence be
established. This data is then used to feed multiple iso-
lated high-pressure vane simulations, one with recast
instantaneous flow fields and a second with a 2D field
of time-averaged data imposed at the inflow. The goal
of such isolated LES’s is to qualify a methodology to
test multiple high-pressure turbine designs using the
same data set and thereby to avoid multiple simula-
tions of the combustion chamber for the purpose of
turbine design optimization. Clearly, depending on the
strategy adopted predictions will differ as discussed
hereafter.

In the following, computational domain, setup and nu-
merical parameters are described. The next part is ded-
icated to the presentation of the flow field in the FAC-
TOR test rig. Finally, simulations using reconstructed
or constant boundary conditions are compared with the
reference case, focusing first on aerodynamic, then on
thermal aspects.

Geometry and numerical Setup

The axial periodic numerical domain of the FACTOR
test rig contains one swirler and two NGVs, repre-
senting a 18° section of the full annular non-reactive
test rig (see Fig. 1). To avoid early interactions of the
swirler generated vortex with neighboring swirlers and
the effusion cooling system, the main flow is restrained
by a duct. Hot combustion gases are simulated by in-
jecting hot air (531 K, 0.156 kg/s per sector) through
the swirler and cold air (300 K, 0.084 kg/s per sec-
tor) is injected through multiperforated liners. The
swirler is aligned with NGV 1, which is impacted by
the hot spot. The grid is designed in separate blocks

Figure 1: FACTOR Geometry.

to guarantee identical meshes in the stator section for
the integrated and the stand-alone simulation. In total,
the grid contains about 70 million elements, of which
about 35 million are used to discretize the stator vanes.
Prism layers are used around the NGV to guarantee
low y* values approaching 10, whereas the rest of the
domain is discretized by tetrahedral cells. Simulations

presented in this work are performed using AVBP [7],
a code developed at CERFACS and IFPEN to solve
the filtered compressible Navier-Stokes equations for
LES. The reference simulation is first converged using
the Lax-Wendroff scheme [8], then a more accurate
finite element two-step time-explicit Taylor Galerkin
scheme (TTG4A), fourth order accurate in time and
third order in space, is used for the discretization of
convective terms [9]. This scheme ensures low dif-
fusion and dispersion properties [10] and is therefore
adequate for high fidelity simulations. Diffusive terms
are discretized using a vertex centered formulation
close to the Galerkin finite element method [11]. Sub
grid scale (SGS) turbulent contributions are computed
using the WALE model [12], which was developped
specifically for interior flows to recover correct near
wall behaviour. Using the classical gradient diffusion
hypothesis [13] the SGS heat flux is related to the fil-
tered temperature gradient with a SGS thermal con-
ductivity computed with a SGS turbulent Prandtl num-
ber of 0.6. Time marching is done, respecting CFL
[14] (convection scheme) and Fourier [15] (diffusion
scheme) numbers to guarantee linear stability.

For the integrated simulation, mass flow (rhou, rhov,
rhow) and temperature are defined at the 2D-inlet
plane, coolant air is homogeneously injected [16] at
the liners of the combustion chamber and the exit is
defined as a pressure outlet. For the isolated stator
vane simulation, mass flow and temperature are im-
posed at each inlet node, changing every 500 itera-
tions (= 2e-5 s), corresponding to an acquisition fre-
quency of 50 kHz, to follow the stored instantaneous
flow fields obtained from the reference computation
(see Fig. 2). The inlet data is stored for all nodes and
instants in different tables for each variable that are
read at the initialization of the stand-alone simulations.
The approach uses existing Navier-Stokes characteris-
tic boundary conditions with a high relaxation param-
eter value to ensure that imposed values are attained,
i.e. partly reflective boundary conditions.

During the simulation of the integrated domain, in-
stantaneous solutions are stored on P40, the intersec-
tion plane of combustion chamber and high-pressure
turbine, at a frequency of 50 kHz over a period of 40
ms, yielding a data set of 2000 solutions. The acquisi-
tion frequency is sufficiently high to capture all impor-
tant flow features and constitutes a good compromise
between amount of data and accuracy. Combustion
chamber simulations take 100 ms to 200 ms to con-
verge and usually provide enough data to converge the
simulation in the stator. Isolated stator vane simula-
tions are started using an instantaneous solution of the
integrated simulation.
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Figure 2: RhoU on one inlet node of the stand-alone stator
domain over the first 2 ms of the simulation.

Results and Discussion

First, some general flow features of this next gener-
ation lean combustion chamber are introduced and
the flow field obtained in the reference simulation
is validated with experimental data.  Following,
differences between the stand-alone stator simulations
are discussed, first with a focus on aerodynamics, then
on thermal aspects.

Flow field in the combustion chamber

Due to the absence of dilution holes and the presence
of a confining duct in the FACTOR geometry, the hot
streak remains largely undiluted by the coolant air,
which mostly travels along the liners. The flow field
features a central re-circulation zone, caused by the
break down of the fuel injection system flow gener-
ating a Processing Vortex Core (PVC) (see Fig. 3),
which is clearly identified by the first POD mode as
the most energetic structure in the flow field. At the
exit of the combustion chamber (plane P40) high lev-
els of turbulence (Turbulence intensity up to 20 %),
residual swirl and temperature non-uniformities can
be observed. Certain flow features in the stator do-
main appear at the PVC frequency and can thereby be
linked directly to the PVC in the chamber.

On P40, turbulent kinetic energy shows a wavy pat-
tern caused by the residual swirl motion (see Fig. 4a).
Turbulent timescales calculated from auto correla-
tion of the axial velocity component are highly non-
uniform on P40 (see Fig. 4b) [17]. LES predictions
show good qualitative agreement with experimental
data calculated from hot wire anemometry measure-
ments in isothermal conditions [17]. In the center re-

Figure 3: PVC visualized as isosurface of pressure. The
PVC is created by the swirled flow and breaks
down shortly after leaving restraining duct.

gion (hot spot) and close to the liners (coolant flow)
larger turbulent timescales can be observed. The
non-uniformity of turbulent timescales on P40 evi-
dences a highly complicated and in-homogeneous flow
field that cannot adequately be reproduced by constant
boundary conditions or by injection of synthethic tur-
bulence. Large turbulent timescales indicate coherent
flow structures, in this case, coinciding with the hot
spot and impacting the flow field further downstream
in the high-pressure vane passage. Further disussion
and experimental validation of FACTOR can be found
in [2, 18].

Experiment (IOP).

Simulation (DP).

P = TG
M=o —=wm

a) Non-dimensional Turbulent Kinetic Energy on axial
velocity component [-], scaled by average value
in experimental investigation zone.

P = TG
M=o —=wm

b) Non-dimensional turbulent timescale [-], scaled by average
value in experimental investigation zone.

Figure 4: Non-dimensionalized flow field on P40. Com-
parison of design point simulation and isothermal
operating point measurements. Values are non-
dimensionalized by the average value in the exper-
imental investigation zone. View direction: Down-
stream.

Impact of inlet boundary conditions on the
flow field in the stator

Imposing unsteady inlet conditions for the isolated
stator vane simulation using previously stored in-
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stantaneous solutions, allows to a large extent to re-
cover the flow field of the reference simulation in the
vanes. Contrarily, the isolated NGV simulation us-
ing constant 2D boundary condition predicts a dif-
ferent aerothermal environment, mainly due to more
persistent secondary flow structures visualized by the
Q-criterion [19] (see Fig. 5). In the simulation using
constant inlet boundary conditions, a horseshoe vortex
forms at mid height leading edge of the NGV hit by
the hot spot. In other simulations the flow field is more
disturbed, so that strong vortices triggered by certain
events in the chamber only appear intermittently and
are thereby not visible in the averaged solution.

Secondary flow structures impact the losses
through the high-pressure vanes and the velocity field
on the exit plane (plane P41). On Fig. 6, the NGV
wake and the near wall zone are clearly identified as
zones of high pressure 10ss (pjoss = W).
The hot spot traveling through the mid passage is visi-
ble with a locally increased pressure loss. In the same
passage, arrows visualizing secondary flow structures
evidence a counter-rotating vortex pair close to the
upper liner. The reference simulation and that us-
ing the reconstructed inlet conditions are very similar,
whereas some differences are visible when using con-
stant boundary conditions. Pressure loss in the mid
passage is concentrated to smaller regions. Close to
the hub, the NGV wake loss zone of the constant inlet
simulation reaches further into the flow than it does in
both other cases, which is caused by a persistent vortex
on the suction side of NGV1 (see also Fig. 5).

After analysis of losses on the exit plane the fo-
cus now lies on frequency spectra. A dynamic mode
decomposition of instantaneous pressure fields at the
stator exit allows to analyze the frequency spectrum in
the flow field (see Fig.7). Using the reconstructed in-

Ptot, P40 —Ptot,P41

) with vector arrows of secondary flow on stator exit plane.
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Figure 7: DMD frequency spectrum of pressure on stator
exit plane.

let boundary condition, a peak can be found at 500 Hz,
which corresponds to the PVC frequency in the cham-
ber and demonstrates the ability of the presented ap-
proach to conserve the dynamics present in the com-
bustion chamber in a stand-alone vane LES. In con-
trast, the frequency spectrum at the stator exit of the
simulation using constant inlet boundary conditions
only contains noise. The marked peak at the PVC fre-
quency confirms the importance of this feature on the
entire flow field.

After discussion of aerodynamic aspects, the fo-
cus of the following part is the impact on the tempera-
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ture field. Visualizations of instantaneous temperature
fields at mid-height through the stator show a great
similarity between reference and reconstructed simu-
lations at the same time instant (see Fig. 9). The sim-
ulation using constant boundary conditions however
shows a very smooth temperature distribution due to
the lack of activity at the inlet inducing less mixing.

Radial profiles of temperature mean, maximum
and minimum values give an insight on the temper-
ature field in the middle of the stator passage, one
axial chord length (4 cm) downstream of P40 (see
Fig. 10). Mean values of reference simulation and
isolated stator simulation with reconstructed inlet con-
ditions show a good correspondence. The simula-
tion using constant boundary conditions shows higher
mean values at mid-height of the channel and lower
values close to the liners. Except for the liner re-
gions, maximum values of the same simulation are
close to the mean value, which shows that cold air
rarely reaches the center region. These findings in-
dicate a very peaked temperature distribution in the
central part of the channel. A low level of mixing
for the constant boundary condition simulation is fur-
ther evidenced by a small variation between maximum
and minimum values of the radially averaged profile as
compared to the other simulations.

The different thermal environment and flow dy-
namics presented before impact temperature distribu-
tions on the NGV surface. Stronger vortices in the

Total temperature [K]

Figure 10: Temperature profiles midway through the stator
domain (P40 + 1 Axial chord length).

constant inlet simulation (see Fig. 5) are indeed seen
to transport coolant flow away from the liners across
the NGV (see Fig. 8). As a result of the missing un-
steady inlet information, less mixing of the hot flow
in the center with the coolant flow close to the lin-
ers leads to wrong overall temperature patterns and
more extreme temperature predictions on the surface
of the NGVs as compared to the reference simulation
(see Fig. 8). Close to the liners, the constant boundary
condition simulation underpredicts the temperature by
up to 20 K with respect to the reference simulation,
whereas at channel mid-height, where the hot spot im-
pinges on the blade, temperature values are overpre-
dicted by 15 K as compared to the integrated simula-
tion. Cold and hot zones on the NGV surface created
due to the absence of sufficient activity at the inlet are
well visible on the NGV wall temperature distribution
plots (see Fig. 11). For the constant inlet case, sev-
eral marked peaks of temperature distribution on the
NGV surface point to the lack of mixing of hot and
cold flow through the turbine passage. Imposing an
unsteady flow field at the inlet allows to recover the
temperature pattern of the reference simulation on the
NGV surface. Shape and magnitude of the NGV tem-
perature distributions of the reconstructed inlet bound-



ary case and the reference case are indeed very similar
confirming the need for the proper specification of the
inflow of such geometries.
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Figure 11: Temperature distribution (percentage of occur-
rence) on NGV for all surface points on solutions
stored every 2e-5s. (NGV1: upper row, NGV2:
lower row).

Conclusions and Outlook

LES of a integrated lean combustion chamber with its
high-pressure vanes has been performed and compared
to isolated high-pressure vanes simulations to evaluate
the effect of imposing different inlet conditions. When
imposing the fully unsteady flow field obtained from
the integrated simulation, the flow field in the stator
can be recovered to a large extent. Imposing 2D con-
stant inlet boundary conditions, has a strong impact on
the flow field. Mixing is considerably reduced and per-
sistent vortex structures are created that strongly alter
the temperature distribution on the vanes. Temperature
predictions on the NGV surface are more extreme than
in the reference simulation. Flow dynamics is in such
cases not adequately reproduced if imposing constant
inlet conditions. The herein presented methodology
based on the information gathered from a combustor
LES allows to test multiple different turbine designs
by feeding isolated high-fidelity simulations with real-
istic inlet conditions.
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ABSTRACT

Development goals for next generation aircraft engines are
mainly determined by the need to reduce fuel consumption and
environmental impact. To reduce NO, emissions lean combus-
tion technologies will be applied in future development projects.
The more compact design and the absence of dilution holes in
this type of engines shortens residence times in the combustion
chamber and reduces mixing which results in higher levels of
swirl, turbulence and temperature distortions at the exit of the
combustion chamber. For these engines interactions between
components are more important, so that the traditional engine
design approach of component-wise optimization will have to
be adapted. To study new lean burn architectures the Euro-
pean FACTOR project investigates the transport of hot streaks
produced by a non-reactive combustor simulator through a sin-
gle stage high-pressure turbine. In this work high-fidelity Large
Eddy Simulation (LES) of combustor and complete high-pressure
turbine are discussed and validated against experimental data.
Measurement data is available on P40 (exit of the combustion
chamber), P41 (exit of the stator) and P42 (exit of the rotor) and
generally shows a good agreement to LES data.
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INTRODUCTION

Over the last decades, the performance of aircraft engines
has been improved significantly by increasing the combustion
temperatures and the efficiency of individual components. New
technological developments in future aircraft engines are mainly
driven by the requirement to diminish fuel consumption in or-
der to reduce environmental impact and operating cost. Devel-
opment of new engines today is due to inhereted organization
structures commonly done by groups of different design teams
focussing on the optimization of individual engine components.
This partly neglects interaction phenomena between engine com-
ponents and leads to the application of high safety margins. For
the next generation of aircraft engines one of the main design tar-
gets is the reduction of NO, emissions [1]. This will lead to the
application of lean premixed combustion technologies, that will
allow for a more compact engine design. The compact design as
well as the absence of dilution holes entails a harsher aerothermal
environment at the exit of the combustion chamber as compared
to current state of the art Rich Quench lean technologies. In-
creased levels of swirl, turbulence, temperature non-uniformities
at the exit of the combustion chamber adversely alter secondary
flow patterns in the high-pressure turbine, leading to higher aero-
dynamic losses [2—4]. Hot streaks produced by the discrete po-
sitioning of the fuel injection system are less extensively mixed
when traveling through the combustion chamber and directly im-
pact on the high-pressure turbine at the exit of the chamber. Be-
cause of issues induced by the increasing burnt gas temperature,
Combustor / turbine interactions have been very ealry on iden-
tified and investigated. In the 80s, first experimental research
facilities were established at the NASA Lewis research center
to investigate the impact of hot streaks on the high-pressure tur-
bine [5]. Dorney et al. [6] (1999) gave a review of experimental
and computational studies on the migration of hot streaks. Povey
and Qureshi (2009) [4] summarized developments and research
on combustor simulators dedicated to the investigation of the im-
pact of inlet temperature distortions on the high-pressure turbine.
Most of past research focuses on Rich Quench Lean architectures
which posses an inherently different flow field than future lean
partially premixed combustors. To develop this new type of en-
gines, manufacturers will have to address interaction phenomena
between individual components.

Gas turbine engines feature complex geometries and the in-
terior flow field is governed by a multitude of different physical
phenomena, which renders accurate predictions of the flow field
a very challenging task. Accurate measurements of the flow at
nominal operating conditions are often difficult, which makes
CFD a primary choice to gain insight in the flow field. The
European FACTOR! project, which is the basis for the herein

'FACTOR (Full Aerothermal Combustor Turbine interactiOns Research) is
a European research project co-funded by the European Commission within the
7th Framework Programme (2010-2017) under the Grant Agreement n0265985
to investigate interactions of lean combustion chambers with the hp-turbine.

presented research, addresses the issue of combustor-turbine in-
teractions and the transport of hot spots in the next generation
lean combustion chambers using a joint CFD and experimental
approach on a full annular non-reactive test rig [7]. The objec-
tive is to gain a better understanding of interaction phenomena
in next generation compact design lean combustion engines and
to improve CFD predictions. One particular numerical challenge
for the simulation of multi-component turbomachinery devices is
the coupling of rotating and stationary domain and also the pres-
ence of different flow regimes in combustion chamber (low Mach
number) and turbine (high Mach number). Only few CFD codes
are available to simulate both domains simultaneously and with
great accuracy. In this work, Large-Eddy Simulation (LES) pre-
dictions of combustion chamber and complete single-stage high-
pressure turbine are compared with experimental results to gain
insight into the interaction phenomena present between com-
bustion chamber, stator and rotor. Experimental data obtained
by means of a five-hole probe (velocity angles, static & total
pressure, static & total temperature) is available on observation
planes P40 (exit of the combustion chamber), P41 (exit of the
stator) and P42 (exit of the rotor). The results presented herein
extends on previous work published at the ETC conference [8].

First, the test rig is introduced, followed by the presentation
of the numerical approach. The result section presents predic-
tions of an integrated LES with combustion chamber and com-
plete single-stage high-pressure turbine. The section is divided
in three parts: 1. Combustion chamber, 2. High-pressure vanes,
3. Rotor.

EXPERIMENTAL SETUP

The FACTOR test rig installed on the NG-turb test facility
at DLR Géottingen is designed as a full annular non-reactive full
scale closed loop wind tunnel. The non-reactive rig allows con-
tinuous operation over several hours to ensure high quality mea-
surements. 20 identical 18° sectors, equipped with one swirler,
two NGVs, three rotor blades and one strut airfoil (not simu-
lated here) form a full annular engine representative test rig. Air
heated to 513 K enters the combustion chamber through a swirler
which is restrained by a duct to avoid early interaction with the
effusion cooling system and neighboring swirlers. Coolant air is
injected through multiperforated liners in the combustor simula-
tor, the NGV blades and purge flows between the rotating and
stationary parts. In the leading edge clocking configuration, pre-
sented in this work, the swirler is aligned with the leading edge
of NGV2 (see Fig. 1). The rotor turns at a speed of 7700 rpm.
The FACTOR rig allows instrumentation access at different po-
sitions in the rig as detailed in [9]. Measurements on P40, P41
and P42, shown hereafter, have been obtained by a 5-hole probe
mounted on a traverse system that covers about 95 % of the chan-
nel height. Further measurements are available from pressure
taps on two NGV blades at mid height of the channel.
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NUMERICAL SETUP, MESH and DOMAIN

In the numerical approach one 18° section is simulated (see
Fig. 1). Inlets are defined as mass flow inlets and the outlet
boundary condition is defined as a pressure outlet. Values at
the main inlet are imposed using Navier-Stokes characteristic
boundary conditions [12] and the pressure imposed at the outlet
allows to naturally establish a radially equilibrium pressure pro-
file [13]. Effusion cooling systems at interior and exterior liner
are modeled using a heterogeneous coolant injection model [10].
The same model is applied on the NGVs to mimic the injection
of coolant fluid using a coolant distribution obtained from pre-
vious Reynolds averaged Navier Stokes (RANS) simulations of
the isolated stator domain with fully featured NGV-cooling sys-
tem [11]. Purge flows are included in the domain and allow for
the injection of cold air at the intersection of stationary and turn-
ing parts. Walls are considered adiabatic and the near-wall be-
havior is modelled using wall functions based on a log law [22].
Operating conditions are summarized in Tab. 1.

Effusion cooling  pjane 40
55 mm duct

Inlet plenum -

/Effusion cooling

Swirler

NGV 1

Plane 41  lane42

Outlet

NGV 2
Purge Purge flow
flow

FIGURE 1: Numerical FACTOR domain from [14].

Grids for static and rotating domain are generated sepa-
rately as partly overlapping fully unstructured thetrahedral grids.
The overset of both grids allows by application of the MISCOG
method [15] the coupling of both computational domains. The
simulation of stationary and turning part is performed using two
seperate instances of the AVBP code coupled by OpenPALM
[16]. The static domain is discretized by 70 Mio cells and has
been designed in accordance with a previous mesh refinement
study for the FACTOR geometry [17]. The rotor domain with
fully meshed purge flows contains 35 Mio grid cells.

Simulations presented in this work are performed using
AVBP by [18], a code developed at CERFACS and IFPEN
to solve the filtered compressible Navier-Stokes equations for
LES. The simulation is converged for 150 ms, corresponding
to 15 characteristic through flow times of the combustor mod-
ule, using the Lax-Wendroff scheme [19]. Data collected for
comparison extends over 40 ms. Sub-grid scale (SGS) turbulent
contributions are computed using the Smagorinsky model [20].

TABLE 1: Nominal operating conditions and inlets for one sector
of the full annular FACTOR test rig at DLR Gottingen.

P40 (static = total) [kPa] 143
Outlet static pressure [kPa] 53.7
Pressure ratio (total-to-static) 2.7
Swirler mass flow [kg/s] 0.1545
Effusion cooling interior liner [kg/s] 0.0335
Effusion cooling exterior liner [kg/s] 0.0475
Rotor front cavity purge flow [kg/s] 0.0036
Rotor back cavity purge flow [kg/s] 0.0036
NGV coolant feed mass flow [kg/s]  0.018
Swirler air temperature K] 513
Coolant temperature (all nominal feeds) K] 300
Turbine rotor RPM [rpm] 7700

Using the classical gradient diffusion hypothesis [21] the SGS
heat flux is related to the filtered temperature gradient with
a SGS thermal conductivity computed with a SGS turbulent
Prandt]l number of 0.6. Time marching is done, respecting CFL
number [23] (convection scheme) and Fourier number [24]
(diffusion scheme) to guarantee linear stability. For the purpose
of statistical evaluations, the time step is fixed to 4.E-8 s
(CFL~0.9) during the data collection period. The computational
cost for convergence of the simulation is estimated at 1 Mio
CPU hours.

RESULTS

In this section, LES predictions for the fully integrated LES
of combustion chamber and complete single-stage high-pressure
turbine are discussed and validated against experimental data ob-
tained at the FACTOR test rig at DLR Géttingen. First, the flow
field in the combustor module, then the flow in the stator do-
main and at last the flow field in the rotor part, is discussed. All
observation planes (P40, P41, P42) are in the stationary domain.
Note that average values and profiles presented in this section are
not weighted by the mass flow, but by surface area. The simula-
tion is still converging and the operating point is not yet entirely
matched (see Tab. 2).
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P40 Experiment  Simulation

Total temperature [K] 447.52 441.02

Total pressure [kPa] 142.35 147.38

Mass flow [kg/s] 0.2355 0.2374
| P41 E

Total temperature [K] 427.67 427.60

Total pressure [kPa] 139.78 141.30

Mass flow [kg/s] 0.2535 0.2552
| P42 E

Total temperature [K] 353.15 342.10

Total pressure [kPa] 62.30 61.36

Mass flow [kg/s] 0.2607 0.2625

TABLE 2: Comparison of OD-values for experiment and simula-
tion interpolated on experimental investigation window.

®a

£

;

142 143 144 145 146 147 148

300 340 380 420 460 500

a) Pressure [kPa]. b) Temperature [K].
FIGURE 2: Central axial cross section cuts of the instantaneous
flow field through the swirler from swirler to P40.

Flow field in the combustor simulator

The main flow enters the combustor simulator through a
swirler which creates a Processing Vortex Core (PVC), visible
as a low pressure zone in Fig. 2a. Kelvin-Helmholtz instabili-
ties at the duct edges are visible as low pressure zones and the
injection of coolant is seen to locally increase the static pressure
level near the liners. Coolant injected at the combustion cham-
ber liners penetrates into the flow and locally mixes with hot air
coming from the swirler (see FIg. 2b). Due to the presence of a
confining duct and the absence of dilution holes in the FACTOR
combustion chamber, the hot streak traveling through the cham-
ber remains largely undiluted by the coolant air. Shortly after
the exit of the duct, the flow field features a central re-circulation
zone, evidenced by negative axial velocity (see Fig. 3a). This

-20 0 20 40 €0 80

-60-30 0 30 60

a) Axial velocity [7]. b) Tangential velocity [7].

0 150 300 450 600 750

¢) TKE [*5].

FIGURE 3: Central axial cross section cuts of the averaged flow
field through the swirler from swirler to P40.

recirculation is caused by the break down of the fuel injection
system generated PVC. High levels of tangential velocity (see
Fig. 3b) induced by the swirler can be found throughout the do-
main and contribute to a complex flow field on P40 as well as
to a redistribution of coolant flow (to be discussed later). In the
center of the duct, as well as at the edges of the duct in the shear
layer high levels of turbulent kinetic energy (TKE) can be ob-
served (see Fig. 3c). In the center of the duct, high activity is
created by the PVC, whereas at the edges the shear between the
stagnant flow outside the duct and the high velocity flow inside
the duct is responsible for the high levels of TKE. The flow field
in the FACTOR combustion chamber is dominated by the PVC
(see Fig. 4) and excitation at PVC frequency can be found in the
entire computational domain.

On P40, experimental data and predictions from high fidelity
LES show an acceptable agreement for velocity angles and tem-
perature (see Fig. 5a,b,d). The flow angles (see Fig. 5a,b) indi-
cate strong residual swirl at the exit of the combustion chamber
which is due to the absence of dilution holes and the compact de-
sign of the non-reactive lean combustion demonstrator. Note that
on all observation planes the pitch angle shows the strongest de-
viation from simulations which may point to a systematic error in
the measurements. Non-dimensional data shows a good qualita-
tive correspondence for total pressure (see Fig. 5c). The residual
swirl core is visible as a low total pressure region on P40. In the
experiment differences between minimum and maximum pres-
sure values are more pronounced than in the simulation. This
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FIGURE 4: PVC visualized as isosurface of pressure for an in-
stantaneous solution. The PVC is created by the swirled flow and
breaks down shortly after leaving restraining duct.

finding together with elevated velocity angles in the experiment
may point to a better conserved PVC in the experiment than in
the simulation. Residual swirl impacts the temperature distri-
bution by transporting coolant flow away from the liners to the
center of the channel which creates a wavy pattern in the tem-
perature distribution on P40 (see Fig. 5d). The temperature pro-
file on P40 agrees well, except for the hub region, and shows a
very pronounced hot spot at channel mid height, typical for lean
combustion configurations. Downstream of P40, the marked hot
streak impinges on NGV2.

Previous studies and validation of simulations extending over
combustion chamber or combustion chamber and high-pressure
vanes are similar to the flow field obtained from the fully inte-
grated simulation of combustor and complete single-stage high-
pressure turbine [25,26]. These studies underline the importance
and impact of an unsteady chamber flow field on the flow in the
high-pressure turbine domain [27,28].

Flow field in the high-pressure vane passage

The activity in the chamber strongly impacts the flow in the
high-pressure turbine [28] (see Fig. 6). Coherent flow structures,
mainly created by the PVC, travel through the chamber and im-
pact the NGVs. Horseshoe-vortices with a short lifespan are cre-
ated at blade mid height and shortly afterwards transported away
by new flow packages arriving from the chamber. Corner vortices
created close to hub and shroud are more persistent. In the NGV
passage secondary flow structures are seen to impact the temper-
ature distribution on the NGV surface by transporting cold air
away from the liners over the NGV surface and by influencing
the trajectory of coolant jets.

Isentropic Mach numbers calculated using the average total
pressure on P40 and pressure taps at around mid height of the
channel (h/H =~ 0.5) agree well with experimental results (see
Fig. 7). Note that the pressure taps are placed on two different
NGVs and the pressure for the simulation is obtained accord-

FIGURE 6: NGVs and g-criterion [29] of an instantaneous solu-
tion colored by static temperature.

ingly. Differences in the operating point result in higher Mach
numbers in the simulation. Although Mach=1 is reached, the
passage is not entirely choked. Fig. 8a shows the acceleration of
the flow in the nozzle and the formation of a shock at the NGV
trailing edge. The spike in the isentropic Mach number plot (see
Fig. 7) is due to the shock hitting the next NGVs suction side.
The hot spot is clearly centered on NGV2 (see Fig. 8b) and the
coolant injected on the NGV surface is seen to stay close to the
NGVs.

1.25 T T T T T

—
T

o Isentropic Mach number [-]

e  Experiment
—— Simulation

0 L L L L L
0 0.2 0.4 0.6 0.8 1

Cx/x [-]

FIGURE 7: Isentropic mach number on NGV surface at mid
height of the channel.

Velocity angles on P41 show an acceptable agreement with
experimental data (see Fig. 9a,b). The pitch profile deviates most
in the shroud area, whereas the swirl profile is off in the hub
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Experiment. Simulation. Radially averaged profiles.
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FIGURE 5: Flow field on P40 for simulation and experiment. View direction: downstream.
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FIGURE 8: Average flow field at channel mid height in the high-
pressure vane passage.

region. Elsewhere the velocity angles show a good correspo-
dance to experimental data. Wakes of the NGVs are visible as
low total pressure areas on P41 (see Fig. 9c). Whereas wake
positions show a reasonably good agreement, the pressure dif-
ference between wake region and channel is more pronounced
in the simulation. The total temperature plot shows that the hot
spot migrates mostly through one passage (see Fig. 9d), whereas
an important part of the coolant fluid injected by the effusion
cooling system of the exterior liner migrates through the upper
half of the second passage. The redistribution of coolant fluid
is provoked by the residual swirl present in the entire compact
design chamber and already visible on P40 (see Fig. 5d). In the
simulation, the NGV coolant system consisting of 342 coolant
injection holes is not resolved, but coolant is directly injected
through discrete surface patches on the NGV surface. A previ-
ous study [11] shows that this may lead to underpredicted mixing
between coolant flow and main flow which explains colder NGV
wakes in the simulation. In the shroud area the total tempera-
ture profile of the simulation agrees well with the experiment,
whereas over the rest of the channel, total temperature values are
higher.

v o4

' Passage vortex

FIGURE 10: Vortex structures in rotor domain visualized by iso-
surface of g-criterion [29] and blade surface temperature [K] for
one instantaneous solution. View on suction side of rotor 1.

Flow field in the rotor

The flow field in the rotating domain is highly unsteady (see
Fig. 10). In the blade passage dominant vortex structures origi-
nating from tip and hub of the rotor blade impact the flow in the
passage and have visible effects on P42 (to be discussed later).
The rotor blade pressure side is generally exposed to higher tem-
peratures than the blade’s suction side. LES predictions on plane
P42, situated after the exit of the rotor, show a good agreement
to experimental results (see Fig. 11). The agreement is a major
improvement as compared to results from RANS/URANS simu-
lations [30] that are very limited in their capacity to correctly pre-
dict instationary behavior that strongly influences the flow field
in the high-pressure turbine. Effects of the rotor are azimuthally
averaged and 2D plots (see Fig. 11) show a pattern of two similar
structures that is created by the two NGV blades. Flow angles in
the simulation only deviate by a few degrees from the experiment
(see Fig. 11a,b). In the tip region differences are more important
which may be due to the small tip clearance that is expensive to
resolve. Tip vortices, created in this region are sensitive to small
changes in the flow field and may thereby behave different in the
simulation. Passage and tip vortices induce losses that are visible
in the swirl profile (see Fig. 11b) and also as lower total pressure
values close to upper and lower liner (see Fig. 11c). The total
pressure distribution is very close to experimental data. Whereas
aerodynamics show few variance in radial direction, tempera-
ture distribution is more irregular (see Fig. 11d). This can be
attributed to the redistribution of coolant flow due to high levels
of swirl in the chamber, already observed on planes P40 and P41.
In the hub region the total temperature profile corresponds bet-
ter than in the shroud region which can again be attributed to the
impact of secondary flow structures originating from the tip of
the rotor blades. In the simulation, which covers a larger radial
extent than the experiment, cool air injected at the seals of the
rotor is seen to migrate along the inner liner.
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Experiment. Simulation. Radially averaged profiles.
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Experiment. Simulation. Radially averaged profiles.
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FIGURE 11: Flow field on P42 for simulation and experiment. View direction: downstream.
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CONCLUSIONS

First results from a high fidelity LES of the FACTOR com-
bustion chamber and complete single-stage high-pressure turbine
are presented and compared to experimental data on different ob-
servation planes (P40, P41, P42) as well as to pressure measure-
ments on the NGV surface. In general there is a good agreement
between simulation and experiment. Flow field predictions in
the high-pressure turbine show a great improvement over RANS
simulations, that only models the unsteady behavior of the flow
field. Certain differences observed in the simulation on P41 may
be contributed to the NGV coolant injection model, that leads to
less mixing between main flow and coolant than a fully resolved
coolant system. The simulation may be further improved by ap-
plication of higher order numerical schemes and further conver-
gence.
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ABSTRACT

Erosion of compressor and turbine blades operating in ex-
treme environment fouled with sand particles is a serious prob-
lem for gas turbine manufacturers and users. Indeed, operation
of a gas turbine engine in such hostile conditions leads to drastic
degradation of the aerodynamic performance of the components,
mostly through surface roughness modification, tip clearance
height increase or blunting of blade leading edges. To evaluate
associated risks, the computation of particle trajectories and im-
pacts through multiple turbomachinery stages by Computational
Fluid Dynamics (CFD) seems a decent path but remains a chal-
lenge. The numerical prediction of complex turbulent flows in
compressors and turbines is however necessary in such a context
and validations are still required. Recently, Large-Eddy Sim-
ulation (LES) has shown promising results for compressor and
turbine configurations for a wide range of operating conditions
at an acceptable cost. With this in mind, this article presents
the assessment of a LES solver able to treat turbomachine con-
figurations to predict erosion induced by sand particles. To do
so, the governing equations of particle dynamics are introduced
using the Lagrangian formalism and are solved to compute lo-
cations and conditions of impact, namely particle velocity, angle
and radius. The fully unsteady and coupled strategy is applied
to blade geometries for studying the main areas and conditions
of impacts obtained with LES. For comparison, a one-way cou-
pling computation based on a mean steady flow field where only
the Lagrangian particles are advanced in time is performed to
evaluate the gain and drawbacks of both methods.

*Address all correspondence to this author.

NOMENCLATURE

Acronyms

AVBP  LES solver developped by CERFACS and IFP-En
CFD Computational Fluid Dynamics

CFL Courant-Friedrichs-Lewy condition
FACTOR Full Aerothermal Combuster Turbine interactions
Research

LES Large-Eddy Simulation

NGV Nozzle Guide Vane

PVC Processing Vortex Core

NSCBC Navier-Stokes Characteristic Boundary Condition
RANS  Reynolds-Averaged Navier-Stokes

SGS Sub-Grid Scale

Symbols
i Direction T Temperature
x Coordinates p Density
t Time T Relaxation time
u Velocity m Mass
v Relative velocity d Diameter
between particle and g Gravity
surrounding fluid
Subscripts
X Axial p Particle quantity
r Radial RMS Root mean square
t Tangential
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INTRODUCTION

When operating in desert areas, ingestion of sand particles
by aircraft and helicopter engines is inevitable. This however
comes with multiple detrimental effects for the different com-
ponents of the engines. In particular, rotating parts suffer from
drastic degradation of performance and significant drop of life-
time after operations in such hostile environments. Indeed, the
abrasive impacts of sand particle can cause substantial erosion
near the blade leading edges, tips and on pressure sides of com-
pressor blades [1]. In the past, multiple aircraft engine failures
leading to serious accidents have been linked to ingestion of high
concentration of sand particles or volcanic ash clouds [2—4].

To quantify the effects of erosion on performance, experi-
ments remain very expensive as they require the setup of a com-
plete compressor or turbine stage. Experimental investigations
also only provide limited information on the phenomenon. Nu-
merical simulation of particle trajectories within these conditions
of impact throughout a turbomachine is an attractive alternative
which remains rarely used today.

To simulate erosion with numerical tools, modeling is re-
quired. Multiple authors attempted to develop models to quan-
tify the degradation caused by sand particles using theoretical
analysis [5] or taking into account different mechanism of sand
erosion [6,7]. The most successful model for erosion prediction
for turbomachinery was elaborated by Grant and Tabakoff [8].
In this case, the model shows the influence of velocity and angle
of impact, particle size and concentration as well as the physical
properties of particles and impacted surfaces. For an accurate
prediction of wall erosion, these parameters have to be obtained
precisely from numerical simulations. The objective of this pa-
per is twofold. First, it aims at demonstrating the ability of a high
fidelity Large-Eddy Simulation (LES) solver with a Lagrangien
framework for particle tracking to provide useful quantities to
predict erosion on a turbine’s high pressure vane. Then, based
on the reference simulation, the sensitivity of particle impacts
on walls to inlet velocity conditions as well as to carrier flow
is investigated. To do so, two inlet conditions are considered:
a stationary inlet where velocities are constant in time during
the simulation and an unsteady inlet with injected velocities ob-
tained from an integrated LES of combustion chamber and high
pressure vanes. To analyse the effect of the flow prediction on
particle impacts, the two-way coupling simulations with steady
and unsteady inlet are compared to one-way coupling computa-
tions. In these latter, the mean steady flow fields obtained by
time-averaged simulations are used to advance in time the La-
grangian particles. These one-way coupling simulations can be
seen as a RANS simulation.

The paper is organized as follows. First the high pressure
vane configuration used in the study is described along with the
numerical setup. Then, the LES solver is presented along with
the metrics used to characterize the particle impact on walls.
The reference two-way coupling simulations with unsteady and

steady inlet conditions are then presented, followed by a discus-
sion on sensitivities of particle impact to flow conditions at inlet
and in the passage.

SIMULATED CONFIGURATION

The studied configuration is the high pressure turbine vane
of the FACTOR test rig '. Dedicated to investigate interactions
of lean combustion chambers with the high-pressure turbines,
the FACTOR project has generated a large database around two
state-of-the-art experiments: a trisector combustor studied at
UNIFI [9] and a full annular combustor equipped with its turbine
stage located at DLR Gottingen [10]. The configuration is CFD-
friendly as it features an annular periodicity of 18 degrees with
one combustor, 2 vanes and 3 rotor blades. Many simulations
of the combustor simulator as well as of the turbine stage have
been performed and compared to experimental data [11-16]. In
this context, intensive efforts have been made to simulate with
LES the combustion chamber either isolated or within integrated
computations along with the turbine [17,18]. These high fidelity
results provide relevant data in the chamber, turbine stage as well
as at their interface. It has been shown by these studies that the
flow field features a central re-circulation zone in the combustion
chamber, caused by the break down of the fuel injection system
flow generating a Processing Vortex Core (PVC, Fig. 1). The
vanes are specifically positioned so that the hot streak exiting
the swirler impacts the leading edge of vane 1. At the exit of the
combustion chamber high levels of turbulence (Turbulence inten-
sity up to 20%), residual swirl and temperature non-uniformities
are observed (Fig. 2). Certain flow features in the vane passage
appear at the PVC frequency and can thereby be linked directly
to the PVC in the chamber [18]. As a result, both unsteady and
time-averaged flow fields at the chamber exit are available mak-
ing possible the simulations of isolated vanes with realistic inlet
conditions [18]. This is of particular interest to investigate the
key parameters controlling the particles behavior in the passages
and impacts on vane walls.

LES SOLVER AND PARTICLE DYNAMICS

Simulations presented in this work are performed using
AVBP, a massively parallel CFD code developed at CERFACS
and IFPEN [19]. The code solves the 3D filtered compress-
ible Navier-Stokes equations based on a fully explicit cell-vertex
formulation. A two-step time-explicit Taylor-Galerkin scheme
(TTG4A) is used for the discretization of the convective terms,
which provides fourth-order accuracy in time and third-order ac-
curacy in space [20]. This scheme guaranties low dispersion and

IFACTOR (Full Aerothermal Combustor Turbine interactiOns Research) is a
collaborative European research project co-funded by the European Commission
within the 7th Framework Programme (2010-2017) under the Grant Agreement

n0265985.
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FIGURE 1: Periodical domain of the FACTOR combustor simu-
lator and high pressure turbine stage.
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FIGURE 2: (Left) Time averaged axial velocity (m/s) and (right)
temperature (K) at the combustor / turbine interface [18].

diffusion properties, in agreement with high fidelity LES appli-
cations [21]. Diffusive terms are discretized using a second-order
Galerkin scheme [22]. The SGS viscosity Usgs is computed us-
ing the Smagorinsky model [23]. To ensure linear stability, time
marching is performed respecting both CFL condition [24] (con-
vection scheme) and Fourier condition [25] (diffusion scheme).

Particle dynamics

In this study, the Lagrangian framework is used to solve the
particle dynamics. In this approach, point mechanics applies
to each individual particle. The gas phase (or carrier phase) is
solved in the Eulerian framework and a projection/interpolation
procedure is needed to exchange information between the par-
ticle coordinate system and the gas phase Eulerian grid. The
forces acting on the carrier phase are constructed by taking into
account particles in neighboring cells of the Eulerian grid node.
Likewise, forces acting on the particle are obtained thanks to in-
terpolation of the gas properties at the particle location. In the
context of sand erosion, particle mass is considered constant and
gravity is neglected. There is furthermore no mass transfer be-
tween the solid and gaseous phases. Additionally, it is assumed
that no heat transfer exists between the two phases. The only

coupling that may influence the flow local behavior is hence mo-
mentum transfer through drag.

In the Lagrangian formalism, particles are assumed to be
rigid spheres with diameter comparable or smaller than the Kol-
mogorov length scale. If the particle density is much larger than
the fluid density (p,/p > 1) then, the forces acting on particles
reduce to drag [26,27]. With the additional assumptions that
particles are diluted in the fluid (i.e. number of particles in the
domain is small compared to the simulated total volume) with a
diameter smaller that the grid size, the particle equations of mo-
tion can be written for the position x,,; as:

L=y, )

and for the velocity up ;

dup,' Fpi 1
ZTpt TPt , 2
dr m, T, (uz upﬂ)a 2

where F), ; is the drag force, m,, is the mass of the particle and u;
is the fluid velocity at the position of the particle assuming that
the flow field is locally undisturbed by the presence of this par-
ticle [27,28]. As a first approximation, the velocity is assumed
to be equal to the interpolation of the filtered velocity at the po-
sition of the particle [29-31]. The particle relaxation time noted
T, becomes the Stokes characteristic time

_4Pp _dp
3 p CD ‘Vr|7

3

Tp

where the local instantaneous relative velocity between the par-
ticle and the surrounding fluid is v,; = u,; —u;, p and p, are
respectively the fluid and particle densities and d, is the particle
diameter. The local drag coefficient Cp is expressed as [32]

2
Co= [1 +0.15Reg-687] : )
p

where the particle Reynolds number Re,, is defined by

.| d
Re, = MT” < 800, 5)

where V is the kinematic viscosity of the gas phase.

In a two-way coupling approach, the particles are influenced
by the local gaseous phase as described previously and particle
physical properties also affect the flow fields. A local averag-
ing procedure of the particle properties is used to alter the local
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gaseous flow behavior. The averaged drag force in a fluid con-
trol volume AV corresponding to a cell of the mesh in which are
located N particles is expressed as:

™=

1
Fii=—

) AV IP” (xp) (vai)n (6)

n=1

with ¥, (x,) is a grid dependent interpolation function. The
weights in the projection operation are inversely proportional to
the distances between the particle and the nodes of the contain-
ing cell. This calculated force term is then used as a source term
in the fluid momentum equations.

Finally, three types of boundary conditions are used in the
presented computations for the particles: injection at inlet, exit
at outlet and elastic rebound on walls.

Impact metrics

A brief study of erosion mechanism shows that this phe-
nomenon is highly dependent on the particle impact velocity, an-
gle, particle mass (linked to the diameter) and concentration, as
well as the physical properties of the particles and the impacted
wall. For the purpose of erosion predictions, four physical quan-
tities of specific interest are extracted on wall boundaries from
the LES predictions:

- B;: the number of impacts per unit wall surface,

- Ur: the averaged velocity of the impacting particles,

- Or: the average angle 0 between the particle velocity vectors
11, and the wall normal 7i (Fig. 3):

Up-n

]|

0 = arcsin

= )

il

- Dy: the averaged diameter of the impacting particles on the
walls.

FIGURE 3: Definition of particle impact velocity and impact an-
gle.

These four quantities defined for the Lagrangian particles
are then projected on the wall Euler mesh nodes when particles

impact. The weights used for the projection are inversely pro-
portional to the distance between the particle and the wall grid
nodes of the cells in which particles are identified as impacting.

NUMERICAL SETUP

Geometry and associated mesh

The studied geometry contains the two uncooled Nozzle
Guide Vanes (NGVs) of the 18 degrees periodic domain of the
FACTOR configuration (Fig. 4). The vane inlet Reynolds num-
ber based on the vane axial chord (40 mm) and inlet velocity is
about 106.000 while the outlet vane Reynolds number is about
424.000 for a Mach number of 0.96. The inlet of the domain
located at about half an axial chord upstream of the NGVs cor-
responds to the interface between the combustor and the turbine.
This plane has been intensively studied experimentally and nu-
merically allowing to directly impose boundary conditions at this
location. Note that the outlet is placed sufficiently distant from
the NGV trailing edges to reduce the impact of boundary con-
ditions on the flow developing around the blades (6 axial chords
downstream of the vanes).

FIGURE 4: Two NGVs from the FACTOR configuration.

The mesh contains 32 million tetrahedral cells with a refine-
ment around the two NGVs as shown on Fig. 5. The resulting
wall resolution is around y™ = 40.

Boundary conditions

Two reference two-way coupling computations are per-
formed which differ by their inlet boundary conditions. For the
first reference simulation, named in the following Ref 1, tempo-
ral unsteady data obtained from an integrated combustion cham-
ber/turbine simulation is imposed at the inlet of the domain. The
data was stored at a frequency of 50 kHz over a period of 40 ms
corresponding to more that 40 flow through times of the vane
passage. Based on this database, mass flow (pu, pv and pw)
and temperature are imposed at each inlet node of the mesh at
the acquisition frequency of 50 kHz. The 2D-inlet solutions
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FIGURE 5: Visualisations of the unstructured mesh.

are imposed using Navier-Stokes characteristic boundary con-
ditions [33] with a high relaxation parameter to guarantee the
matching between boundary condition values and stored data.
Concerning the second reference simulation, denoted as Ref 2,
time-averaged data obtained by the integrated combustor / tur-
bine simulation is imposed as a steady inlet through mass flow
(pu, pv and pw) and temperature. This inlet condition corre-
sponds to a steady swirling hotspot generated by the combustion
chamber (Fig 2). In these two reference simulation a mean mass
flow of about 0.235 kg/s is injected leading to a mean Mach num-
ber of 0.14. Particles are injected at the inlet plane with a velocity
equal to the fluid local velocity. For both cases, the positions of
injection are chosen randomly at the inlet plane and evolve in
time. The consequence for simulation Ref I is that the injec-
tion velocities vary in time with the same frequency used for the
fluid: ie. 50 kHz. Overall injected particle diameters follow
a log-normal distribution with a mean diameter of 24 yum and a
variance of 16 um (Fig. 6). Particle concentration and density are
set to 20 g/m* and p, = 2700 kg/m?>. respectively, which rep-
resents approximately 460.000 particles every convective time.
The resulting Stokes numbers of the particules defined by:

Tp

St= ®)

TC ony

where 7.,y 1S a convective time scale estimated by the ratio of the
particule diameter d,, and the mean inlet velocity in the domain,
are larger than 10 000. As a results, particles are dominated by
their inertia rather than being tracers of fluid streamlines.

0.12
0.10}
0.08|

& 0.06}

o
0.04}
0.02}

0'000 20 40 60 80 100

diameter (um)

FIGURE 6: Probability density function of injected particle di-
ameters.

In both simulations, constant pressure of 8§7.000 Pa is im-
posed at the outlet with Navier-Stokes characteristic boundary
conditions accounting for transverse terms [34,35]. Walls are
considered adiabatic and a log-law wall model is imposed in ac-
cordance with the near wall mesh resolution [36]. Finally, axi-
periodicity is applied for the two lateral sides of the domain.

REFERENCE TWO-WAY COUPLING LARGE-EDDY
SIMULATIONS

In this section, the flow topologies obtained by the two ref-
erence simulations are first described in terms of unsteady and
time-averaged features. Then the effect of the inlet conditions on
particle transport and impact on walls are analyzed.

Flow field description

The differences between reference simulations are clearly
illustrated when looking at coherent structures on instantaneous
fields as shown in Fig. 7 and Fig. 8. Ref I appears to have mul-
tiple vortex structures in the vein due to the unsteady inlet in-
jecting a large range of eddies in the domain. On the contrary,
coherent structures are only sparse for Ref 2 and mainly due to
secondary flow generated by the leading edge of the vanes as well
as by end-walls and the wakes of the blades: horseshoe vortex
(1)&(17), passage vortex (2), vortex generated by the interaction
of the swirl with leading edge of vane 1 (3) [37], induced vor-
tex (4) and wake (5). Depending on the particle characteristics,
these coherent eddies of different sizes and strengths can dras-
tically impact the dynamics of the particles (depending on their
Stokes number) and thus the impacts on the walls.

Figure 9a presents the mean flow features in the simulation
Ref I in terms of total pressure and total temperature at mid-span
of the vane passages. Note all the statistics have been obtained by
time-averaging the simulations over more than 10 flow through
times. The total pressure remains almost constant throughout the
domain (Fig 9a). A slight decrease is observed in the wake of
both NGVs due to losses in this region. The hotspot injected at
the inlet of the domain appears clearly when looking at the time-
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FIGURE 7: Q-criterion isosurface (4 - 10%) colored by static tem-
perature on instantaneous solution for Ref 1.

T: 280 340 400 460 520

FIGURE 8: Q-criterion isosurface (4 - 10%) colored by static tem-
perature on instantaneous solution for Ref 2.

averaged total temperature (Fig. 9b). The hot spot impacts NGV
1 with a total temperature higher than 490 K. The difference
between the spatially averaged values of total temperature at inlet
and outlet is approximately zero as the fluid is not exchanging
any work with the fixed NGVs.

Figure 10 shows a comparison of axial velocity fluctuations
ux rms at mid-span of the passage for simulations Ref I and Ref 2.
For computation Ref I, the contour clearly presents a high level
of velocity fluctuations generated by the unsteady boundary con-
dition imposed at the inlet. On the contrary, the velocity fluc-
tuations of Ref 2 are approximately zero at the inlet. Only small
fluctuations are produced because of instabilities appearing in the
wake of both NGVs.

Flow expansions in the vane passages are quantitatively
compared on Fig. 11 with the time-averaged pressure distribu-
tion at mid-span of NGVs 1 and 2 for simulations Ref / and
2. The flow is smoothly accelerated on the first half of pressure
sides, followed by a more important increase of the velocity. As
expected, the suction sides experience a more pronounced accel-
eration of the flow until x = —0.044 m followed by a recompres-
sion of the flow until the trailing edge. Due to the clocking with
respect to the inlet hot spot, it is worth noting that the expansion

Ptotal

— Ttotal

( 135000 \ 490
\ 125000 > 470

115000 450

\ 105000 P — i 430

410

95000

(a) Pt | (b) Tt

FIGURE 9: Total pressure and temperature at mid-span of the
vane passage for simulation Ref 1.

(a) Ref 1 (b) Ref 2

FIGURE 10: Axial velocity fluctuations u, gys at mid-span of the
passages for the two reference simulations.

on the first half of the pressure sides presents some differences
for the 2 NGVs, the stagnation pressure of NGV 2 being more
important. Both simulations Ref I and Ref 2 provide the same
expansion for the two NGVs confirming that the same operating
points are simulated. Moreover, this indicates that the inlet con-
dition does not alter much the first order moment of the mean
aerodynamic field as already discussed in [17].

The wall shear stresses induced by the different flow features
on the 2 NGVs for both reference simulations are presented on
Fig. 12. To ease the observations, NGV skins are unwrapped.
Coordinates for which x > 0 correspond to the blade pressure
side and x < O to the blade suction side. The global patterns of
wall friction are similar for the 2 NGVs of each reference sim-
ulation and seems to be controlled by the acceleration / decel-
eration zones evidenced previously the by pressure distributions
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FIGURE 11: Pressure distribution at mid-span of NGVs 1 and 2
for simulations Ref I and 2.

around the blades (Fig. 11). On the 2 vanes, computation Ref 2
exhibits localized strong streaks on the suction sides due to sec-
ondary vortices mainly originating from hub and shroud close to
leading edge. These structures migrate radially along the pas-
sage. At mid-span, the shear stress pattern also features a strong
footprint of the coherent structure visible on the instantaneous
visualisation depicted on Fig. 8 (item 3). These marked traces
obtained with computation Ref 2 point out that coherent struc-
tures are steady while they are disturbed by the incoming turbu-
lent flows in simulation Ref I yielding smoother patterns.

This section has illustrated the differences and similarities in
terms of turbulent activity on instantaneous as well as on time-
averaged fields between reference simulations with steady and
unsteady inlet conditions. All these unsteady and mean flow
topologies are susceptible to influence the transport of particles
in the passages and thus the distribution of impacts on walls. The
following section compares the results in term of particle impact
on walls for these two reference cases.

Wall impact statistics

To highlight regions where the number of particle impacts
is important, the number of impact per unit of wall surface f3;
for the first reference computation is presented in Fig. 13. The
average is calculated over 11 convective times. The majority of
impacts are localized on the pressure side of the blade due to
preferential migration of the flow. A high accumulation of im-
pacts is observed at the leading edge of both NGVs linked to a
direct impact of incoming particles in this stagnation zone. It is
worth noting that less particles impact NGV 1 at mid-span than
NGV 2 due to a centrifugation of the particles by the swirl mo-
tion imposed at the inlet. On the pressure side, regions around the

casing and shroud concentrate an important number of impacts
which can be related to secondary flow structures described pre-
viously. Concerning the suction side, the number of impacts is
close to zero. The flow accelerates along the suction side and
does not impact the NGVs. As a result, the particle trajectories
are mainly parallel to the walls.

Figure 14 presents the number of particle impacts per unit of
wall surface f; for the two NGVs of Ref 2. The global topology
of the impact distribution is almost the same as in Ref I with a
larger number of impacts close to leading edges and in given re-
gions of the pressure side governed by secondary flow structures.
Nonetheless, important differences exist concerning the ampli-
tude and spread of the metric. Higher and more concentrated
levels are obtained with simulation Ref 2 than with Ref I which
exhibit more diffuse patterns. Two main phenomena linked to
either the fluid or the particle parts can explain these differences:
the unsteady injection of particles used in case Ref I and not in
Ref 2 or the turbulent fluid inlet in Ref I which creates a large
range of flow structures in the domain not present in the second
case. To discriminate the effect of the particle injection and the
carrier flow on impact topology, the next section proposes to use
mean steady fluid fields to perform one-way coupled simulations
of wall particle impacts.

ONE-WAY COUPLING RESULTS

Cases details

To analyze the effect of the carrier flow field as well as to as-
sess the potential benefits of a LES compared to a time-averaged
simulation, four cases are compared in this section. The first
two cases correspond to the two reference simulations introduced
previously. The two other cases, namely Froz I and Froz 2 are
simulated in a one-way coupling approach for particles with a
frozen fluid as carrier. The mean fluid field for Froz 1 (Froz 2
respectively) is obtained from a time-average of the LES with
unsteady inlet Ref I (steady inlet Ref 2 respectively) during 30
convective times. In the one-way approach, the fluid acts on the
particles but the particles have no impact on the fluid. Note that
in simulation Froz I, the injection of particles is kept unsteady
with injection velocities performed in the same way as in case
Ref 1.

Results

Figure 15 presents the unwrapped contours of averaged
number of impacts per unit of wall surface f; for NGV1 and
NGV2 for the frozen computations. For both NGVs, it is clear
that simulations Froz 1 and 2 are very similar to their associated
reference. The regions with high concentration of particle im-
pacts are identical and f3; values are comparable between Ref 1
and Froz I (Ref 2 and Froz 2 respectively). Hence, LES gives
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similar results compared to a frozen fluid simulation in terms
of particle impact locations. However, the condition imposed at
the inlet (unsteady or steady) strongly influences these locations.
With a steady inlet, the impacted regions are more pronounced
(Ref 2 and Froz 2). On the contrary, with an unsteady inlet, par-
ticle impacts are widespread and maximum values are signifi-
cantly reduced (Ref I and Froz 1).

To precisely compare the four cases, the number of impacts
per unit of wall surface B is plotted along the chord at 3 con-
stant blade heights (10%, 50% and 90%) for NGV1 and NGV2
(Fig. 16 and Fig 17). Similarly to the unwrapped contours, coor-
dinates with x > 0 correspond to the blade pressure side and x < 0
to the blade suction side. Regarding the evolution of f;, the ob-
servations are in agreement with the contours presented above.
Simulation Ref I and Froz I are found to provide results almost
identical. A minor discrepancy appears close to the trailing edge
on the pressure side of NGV1 for 0.45 < x < 0.6. Likewise, the
comparison between Ref 2 and Froz 2 shows a good match. The
peak positions are well retrieved by the frozen fluid case and the
maximum values are in line with the reference.

These results demonstrate that for this configuration and for
the injected particle diameters and density, the mean field seems
to be sufficient to accurately reproduce particle impact contours
on the blade surfaces. This is true for both steady and unsteady
inlets. On the other hand, the injection and inlet profile con-
ditions (steady or unsteady) strongly influence the impact dis-
tributions. In the case of an unsteady inlet, the velocity fluctu-
ations tend to spread the particle impacts. On the other hand,
for a steady inlet, the impacts are far more concentrated. Note
that such conclusions hold for the particular case considered: i.e.
small loading of sand particles and small particle sizes. These
conclusions would need to be further investigated in the case of
larger particles and/or larger loadings for which the impact of the
particle on the flow is to be expected. Such issues are however
out of the scope of the present study and can now be considered
on the basis of the available tool.

CONCLUSIONS AND OUTLOOK

Large-Eddy Simulations with Lagrangian formalism have
been assessed as a tool to predict relevant transport and impact of
particles within a turbomachinery configuration, namely a high
pressure nozzle guide vane. A particular light has been shed on
the importance of a correct injection of flow characteristics at the
inlet, i.e relevant unsteadiness, in comparison with the common
practice of steady flow e.g. in RANS simulations. The injection
and inlet profile conditions (steady or unsteady) strongly influ-
ence the impact distributions on the vane walls. On the one hand
in the case of an unsteady inlet, the velocity fluctuations tend
to spread the particle impacts. On the other hand, for a steady
inlet, the impacts are far more concentrated. Note that such con-
clusions hold for the particular case considered: i.e. small load-

ing of sand particles and small particle sizes. These conclusions
would need to be further investigated in the cases of larger par-
ticles and/or larger loadings for which the impact of the particle
on the flow is to be expected. To reduce the CPU cost, the strat-
egy to advance in time Lagrangian particles from a previously
computed time-averaged LES has also been investigated. Results
show no major difference compared to a fully two-way coupling
Eulerien-Lagrangian unsteady simulation. The impact distribu-
tion on the vanes are rather similar. This solution may pave the
way to do sensitivity analysis of the transported phase, density
and spatial distribution at the inlet, for a marginal CPU cost (in
comparison with a two-way coupling LES).
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