
CERFACS
2021 Technical Report TR-CMGC-21-72

Large-eddy simulation multi-model
comparison of the MUST trial 2681829
M.C. Rochoux, E. Lumet, L. Thouron, G. Rea, F. Auguste, T. Jaravel & O. Vermorel

October 2021



1 INTRODUCTION

Foreword

This work was carried out at CERFACS during the time period 2016-2021, and results provided us
confidence in the ability of large-eddy simulations (LES) obtained with AVBP and Meso-NH to rep-
resent microscale environmental flows in complex geometry such as urban areas. A comparison
of different LES was carried out for one MUST/Mock Urban Setting Test trial, with the objective
of providing a first estimate of structural model uncertainties. This comparison was done without
considering inflow turbulence injection. We will revisit this aspect in the near-future to provide a full
and complete study on structural model uncertainty estimation for microscale atmospheric flows.
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1 Introduction

Quantifying air pollution exposure has been identified as a valuable research objective with di-
rect applications in air quality prediction and in health and environmental impact assessment.
Air pollutants (trace gases such as sulfur dioxide, nitric oxides, ammonia and aerosols) are re-
leased into the atmosphere from multiple sources associated with natural hazards (e.g. wildfires,
[Langmann et al., 2009]) and anthropogenic daily emissions [Crippa et al., 2016]. Air pollutants
can also be released from industrial plant accidents [Armand et al., 2014, Auguste et al., 2020,
Farchi et al., 2016]. They can degrade air quality and have significant short- and long-term health
and environmental impacts [EEA, 2017]. They are dispersed over a wide range of length and time
scales and may deposit on land/ocean surfaces by scavenging (e.g. acid rain) or dry deposit pro-
cesses. Tracking the pollutant concentrations is therefore a multi-scale problem ranging from the
near field (within a few metres away from the source) to the far field (at scales ranging from a few
hundred metres up to the global scale).

Simulating the near field is particularly challenging. Pollutant concentrations can locally vary
by orders of magnitude in time and space due to the complex turbulent flow dynamics induced
by surface heterogeneity, in particular in urban areas where separation and recirculation zones
are induced by the presence of buildings of different height and geometry [Fernando et al., 2001,
Klein et al., 2007, Franke et al., 2011, Tominaga and Stathopoulos, 2013, Hertwig et al., 2019]. A
variety of dispersion models exists in the literature, with different levels of physical modelling re-
sulting from a balance between accuracy and computational cost [Holmes and Morawska, 2006,
Leelőssy et al., 2014]. At the operational level, the smoke plume formed by the air pollutants is
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1 INTRODUCTION

usually parameterized using cost-effective Gaussian dispersion models with empirical parame-
ters and strong assumptions, for instance on meteorological conditions [Carruthers et al., 1994,
Cimorelli et al., 2005, Perry et al., 2005, Soulhac et al., 2011, Soulhac et al., 2012]. Several com-
plex physical processes such as atmospheric stratification, buoyancy, chemistry or deposition can
be included. However, the near-field interactions between the smoke plume and the complex flow
dynamics are simplified and are not fully representative of what is occurring in reality. An alterna-
tive to Gaussian dispersion models is Lagrangian models simulating short-range trajectories of
air pollutants [Challa et al., 2008]. However, these models may have a too coarse resolution to
simulate the wind field for a highly heterogeneous surface.

Relevant insight into the atmospheric flow patterns, the near-surface turbulence and their im-
pacts on the pollutant dispersion in the near field has been obtained via micro-scale Compu-
tational Fluid Dynamics (CFD) [Baklanov, 2000, Di Sabatino et al., 2007, de Sampaio et al., 2008,
Antonioni et al., 2012, Tominaga and Stathopoulos, 2013,Working group “GT 3D dispersion”, 2015,
Hayati et al., 2017, Toparlar et al., 2017]. This framework explicitly solves for the pollutant concen-
tration transport equation based on the velocity field obtained from the Navier-Stokes equations.
Detailed information can be obtained on the flow dynamics and pollutant concentration at the
early stage of the smoke plume. Reynolds-Averaged Navier-Stokes (RANS) approaches have
contributed to the emergence of micro-scale CFD. With these approaches, flow turbulence prop-
erties are fully modelled, using for instance a classical k-ϵ model or a second-moment closure
model [Meroney et al., 1999, Milliez and Carissimo, 2007, Koutsourakis et al., 2012]. However,
capturing the unsteady flow and tracer concentration fluctuations may be important to locate
peak concentrations and predict short-term exposure. That is why despite their computational
cost, Large-Eddy Simulations (LES) are becoming popular to represent time and space variability
of turbulent atmospheric flows [Patnaik et al., 2007, Dejoan et al., 2010, Gousseau et al., 2011,
Harms et al., 2011, Moonen et al., 2012, Aumond et al., 2013, Bergot et al., 2015, Vervecken et al., 2015a,
García-Sanchez et al., 2018, Merlier et al., 2018]: with LES the large turbulent scales character-
izing the flow are explicitly solved and only the smaller scales are modelled using a subgrid turbu-
lence model, providing access to local flow and concentration statistics in the dispersion problem.
[García-Sanchez et al., 2018] have shown the improved accuracy of LES over the RANS simula-
tions, except where the solution is highly sensitive to the inflow boundary conditions. LES is now
used to formulate parametrization for operational air quality models grylls2019.

Validation is an important process to ensure quality and fidelity of such CFD approaches for
real cases [Meyers, 2008, Blocken and Gualtieri, 2012]. Comparing numerical simulations and
experimental measurements in terms of mean and turbulent fluctuations provides a way to evalu-
ate the computer model strengths, limitations and its capability to represent reality. Only a limited
number of full-scale experiments are available for validation due to their complexity and cost,
for instance the “Joint Urban 2003 field experiment” in Oklahoma City that is fully representative
of urban geometric complexity [Allwine et al., 2004]. More datasets combining field and labora-
tory scale experiments are available [Hanna et al., 2002], for instance the CEDVAL wind tunnel
datasets [Hamburg University, 2002] or the MUST (Mock Urban Setting Test) field experiment cor-
responding to an idealized urban area [Yee and Biltoft, 2004]. MUST is an attractive test case
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for a deep assessment of the LES reliability and quality for air pollution micrometeorology: i) the
urban canopy has a reduced size and is simplified to a regular array of shipping containers, mak-
ing the LES affordable while keeping real meteorological conditions; and ii) observations of wind,
turbulence and tracer concentration are available at different locations throughout the field.

The MUST dataset has been used in several studies, mainly to evaluate RANS simulations
and carry out comparative analysis for different inflow boundary conditions [Hanna et al., 2004,
Milliez and Carissimo, 2007, Donnelly et al., 2009, Kumar et al., 2015]. All these studies are based
on mean statistical metrics and found relatively good agreement with the experimental measure-
ments. To go beyond steady simulations and give access to flow and concentration temporal fluc-
tuations, some studies have also evaluated the quality of LES [Camelli et al., 2005, König, 2014]
and provided a detailed comparison to that of RANS [Dejoan et al., 2010, Santiago et al., 2010].
While the mean flow patterns were correctly retrieved by RANS simulations, LES were found to
bring additional information on the tracer concentration fluctuations, which are of paramount im-
portance to assess emergency planning and response as well as air quality impact on health and
environment.

In this paper, the objective is to go further into the evaluation of LES quality by comparing dif-
ferent LES models for a given MUST near-neutral case. Simulations are performed with three LES
solvers, AVBP [Schönfeld and Rudgyard, 1999, Gourdain et al., 2009], Meso-NH [Lafore et al., 1998,
Lac et al., 2018] including an Immersed BoundaryMethod (IBM) [Auguste et al., 2019], and YALES2
[Moureau et al., 2011, Malandain et al., 2013], resulting in different numerical set-ups (in terms of
model equations, computational grids, numerical schemes, physical assumptions). A pool of
eight LES models is then formed by sampling several sources of uncertainty in the LES codes, i.e.
by changing some of the numerical or physical components for each code (e.g. computational
mesh, subgrid turbulence, advection schemes). A detailed model-to-model comparison over the
resulting multi-model ensemble is proposed to i) validate LES against MUST observations, and
ii) estimate the influence of modelling and numerical choices in the LES response and accuracy.

The present study contributes to quantifying through a multi-model ensemble, some of the
model structural uncertainties (i.e. uncertainties inherent to the choice of the code and the under-
lying model assumptions) in micro-scale LES and thereby assessing the quality of the LES models
for environmental flows. This is inline with current research efforts to improve the representation
of atmospheric boundary layer processes using LES [Couvreux et al., 2020] and more generally
to characterize model bias in Earth System modelling [Williamson et al., 2015, Qian et al., 2018].
Questions related to aleatory uncertainties, i.e. uncertainties inherent to the natural variability of the
physical system, for instance to themeso-scalemeteorological variability [Yamada and Koike, 2011,
Temel and van Beeck, 2016, García-Sanchez and Gorlé, 2018, Defforge et al., 2019], are not ad-
dressed here. Estimating the model structural uncertainties can be seen as a first step towards
estimating the total uncertainties in micro-scale LES, which would be useful to inform future model
development efforts and design reduction strategy to improve operational models [Vervecken et al., 2015b,
Grylls et al., 2019].

The outline of this paper is as follows. The MUST trial is first presented in Sect. 2. The main
features of AVBP, Meso-NH and YALES2 are described in Sect. 3 with numerical details of the
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2 THE MUST (MOCK URBAN SETTING TEST) EXPERIMENT

Figure 1: Schematic representation of the MUST configuration (horizontal cut) adapted from
[Kumar et al., 2015]. The array of containers (black rectangles) is described in terms of columns
(from A to L) and in terms of lines (from 0 to 9). The location of the experimental sensors is indicated
(black circles); sensors 5, 9, 16 and 31 used in Sect. 5 are indicated in red. The tracer source
location (red star) and the mean wind direction (red arrow) corresponding to the trial 2681829 are
also indicated.

MUST simulations in Sect. 4. Results are finally provided and discussed in Sect. 5.

2 The MUST (Mock Urban Setting Test) Experiment

MUST is a field-scale experiment performed in September 2001 in Utah, USA, and sponsored by
the Defense Threat Reduction Agency (DTRA) to provide extensive measurements in the short-to-
medium range of a plume within a urban-like canopy in support of the development and validation
of urban dispersion models [Biltoft, 2001, Yee and Biltoft, 2004]. This canopy is mimicked by an
array of 120 regularly-spaced shipping containers made of 10 lines (numbered from 0 to 9) and
12 columns (named from A to L) such that container A0 is located in the north-east corner of
the array and container L0 is located in the south-east corner of the array (Fig. 1). The container
dimensions are 12.2 m long, 2.42 m wide and 2.54 m high. The distances between two columns
and two lines are 12.9 m and 7.9 m, respectively. The terrain is flat and homogeneous with a mix
of sparse greasewood and sagebrush that is from 0.4 to 0.75 m high. Some small geometrical
irregularities were present in the way the containers were arranged. We consider here a regular
case as for instance in [Milliez and Carissimo, 2007]. The impact of the geometrical irregularities
on the flow field was studied in [Dejoan et al., 2010], but they were not found to have a significant
impact on the spatial average flow properties.
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3 LARGE-EDDY SIMULATION (LES) SOLVERS

Table 1: Main characteristics of the MUST trial 2681829 [Yee and Biltoft, 2004]: α4 and u4 are
respectively the mean wind direction and the mean horizontal wind speed at the 4-m level of
tower S; Lo is the Obukhov length at the 4-m level of tower T (location of towers S and T is given
in Fig. 1); Q is the tracer release rate; and zs is the source height.
Trial Local start time α4 u4 Lo Q zs

UTC () (m s−1) (m) (L min−1) (m)
2681829 2001/09/25 1830 -41 7.93 28,000 225 1.8

A non reactive gas (propylene C3H6), referred to as “tracer”, was released at different locations
during 15 minutes, for different atmospheric conditions (several wind directions, wind speeds and
atmosphere states) across the field.

40 concentration sensors (black circles in Fig. 1) were available tomeasure tracer concentration
(with a detection threshold of 0.04 ppm – parts per million) at height z = 1.6 m within the canopy.
Two 32-m towers (black triangles in Fig. 1) were also deployed, the central tower T (located in the
canopy between columns H and G) and the upstream tower S (located 30 m upstream the first
column – column L – of containers), which provide wind components measurements at z = 4, 8
and 16 m. From these observations, 21 trials were selected by [Yee and Biltoft, 2004] for their high
quality (i.e. tracer detection on the tower T and for three of the four sampling columns) and for their
near-stationary state (the large-scale forcing can be considered stationary during the experiment).

In this work, we simulate one of the 21 trials referred to as 2681829, whosemain characteristics
extracted from the data of yee2004 at towers S and T are summarized in Table 1. This case is
a configuration with near-neutral atmospheric conditions (i.e. afternoon transition from unstable
to stable conditions), characterized by a high value of the Obukhov length Lo (Lo > 2, 500 m at
the 4-m level of tower T), no latent and sensible heat fluxes, and a weak influence of buoyancy.
This case is thus particularly relevant to study the container impact on the incident flow and in
particular the plume deflection from the inlet wind direction within the container array. The mean
wind speed u4 and the mean wind direction α4 at z = 4m at the upstream tower S are respectively
7.93 ms−1 and -41 (this angle is defined with respect to the x-axis of the container array indicated
in Fig. 1, the north direction corresponding to an angle of -30). These conditions correspond to
a moderate wind mainly blowing from the south-southwest direction. The gas was released at
zs = 1.8 m after column L and on line 8 of containers (red star symbol in Fig. 1) with a continuous
flow rate Q of 225 L min−1. The same case 2681829 was studied by [König, 2014] in LES mode,
and in RANS mode as part of a set of MUST trials, for instance in [Milliez and Carissimo, 2007]
and [Kumar et al., 2015].

3 Large-Eddy Simulation (LES) Solvers

In this work, simulations have been performed with three different massively parallel LES codes,
AVBP, Meso-NH and YALES2, and for various numerical set-ups to test the sensitivity of the results
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3 LARGE-EDDY SIMULATION (LES) SOLVERS

to the choice of model components and numerical parameters. These codes were adopted since
they are research references in their communities for LES, AVBP and YALES2 in fluid mechanics
community, and Meso-NH in atmospheric boundary layer community.

Meso-NH1 [Lafore et al., 1998, Lac et al., 2018], developed by both Météo-France and Labo-
ratoire d’Aérologie, is a non-hydrostatic anelastic (i.e. incompressible) structured code. Meso-NH
is used for various atmospheric flows, mainly at meso-scale (few kilometres to less than thousand
kilometres) but also at higher resolution [Filippi et al., 2018, Sabatier et al., 2020a, Sabatier et al., 2020b].
A development version of Meso-NH including an IBM model is used here to simulate atmospheric
flows at micro-scale [Auguste et al., 2019, Auguste et al., 2020]. YALES22 is an unstructured
code developed at CORIA [Moureau et al., 2011, Malandain et al., 2013] solving for the low-Mach
Navier-Stokes equations with constant or variable density flow. YALES2 is mainly used for reactive
and turbulent flows in complex geometry [Locci et al., 2018]. AVBP3 [Schönfeld and Rudgyard, 1999,
Gourdain et al., 2009] is a compressible and unstructured code developed by CERFACS. AVBP
is widely used to resolve reactive unsteady flows in complex industrial geometry such as gas tur-
bine or rocket engine; it is also particularly relevant to predict pollutant formation and near-field
dispersion in the atmosphere [Poubeau et al., 2016, Paoli et al., 2019].

A general description (physical assumptions, numerical schemes and models, computational
grids, initial and boundary conditions) of these codes is provided in this section. Each code is
used (for the so-called “reference” run) in its best-known configuration, i.e. with its a priori best
models and options in terms of numerics, boundary conditions or closure models for instance.
Table 2 summarizes the main settings used in these reference simulations. It is worth mentioning
that none of these three codes has been used here in its classic application framework. The MUST
test case is the first near-real case simulated using the IBM in Meso-NH. AVBP and YALES2 are
not usually applied to environmental fluid flows in open areas. The present study can therefore
be considered as a validation test case for the three codes. Their best-known settings may not
hold for the MUST test case. So sensitivity tests are carried out to evaluate their strengths and
limitations.

3.1 Governing Equations

For the three codes, the LES formalism implies to solve the filtered Navier-Stokes equations. De-
noting by ρ the air density and uj (j = 1, · · · , 3) the velocity components, the general form of the
equations for these filtered quantities can be written as

∂ρ

∂t
+

∂

∂xi
(ρui) = 0, (1)

∂

∂t
(ρuj) +

∂

∂xi
(ρuiuj) = − ∂p

∂xj
+

∂(τij + τ tij)

∂xi
+ ρ′gj , (2)

1Meso-NH documentation, see http://mesonh.aero.obs-mip.fr/mesonh52/
2YALES2 documentation, see https://www.coria-cfd.fr/index.php/YALES2
3AVBP documentation, see http://www.cerfacs.fr/avbp7x/
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3 LARGE-EDDY SIMULATION (LES) SOLVERS

where p is the pressure, τij is the viscous stress tensor, τ tij is the subgrid turbulent stress tensor,
and gj is the gravity component.

The tracer scalar satisfies

∂

∂t
(ρr) +

∂

∂xi
(ρuir) = − ∂

∂xi

(
jr + jTr

)
+ ρSr, (3)

where ρr is the tracer mass concentration (in mass of tracer per unit volume of gas), jr is the tracer
diffusion flux, jtr the subgrid tracer diffusion flux, and Sr is the source term corresponding to the
local release (without chemical reactions since the tracer is considered as passive).

For the present test case, a near-neutral atmospheric state is observed, meaning that there is
no buoyant effect in practice (ρ′ = 0). Different assumptions on the air density ρ are made for the
three codes. In YALES2, a Boussinesq approximation is used, i.e. ρ = ρ0, where ρ0 is constant
in space and time. Meso-NH relies on the anelastic assumption and thereby assumes that ρ only
varies vertically so that ρ =< ρ(z) >, where < ρ(z) > represents the mean horizontal density
that is uniform over the whole vertical level z. Hence, for Meso-NH and YALES2, the continuity
equation simplifies to ∂ρui/∂xi = 0. In AVBP, the fully compressible equations are solved, which
include an equation for the total energy E (i.e. the sum of sensible and kinetic energies) satisfying

∂

∂t
(ρE) +

∂

∂xi
(ρuiE) = − ∂

∂xi

(
jT + jtT

)
+

∂

∂xj
(σijui) + ρ′gjuj , (4)

where jT is the thermal molecular diffusion flux, jtT is the subgrid thermal flux, and σij is the tensor
including viscous and pressure effects so that σij = τij + τ tij −pδij . The system is closed with the
state equation p = ρ(R/W )T , where R is the perfect gas constant, T is the air temperature and
W is the air molecular weight.

Since AVBP is a fully compressible LES solver, the time-step is highly constrained by the CFL
condition for acoustic wave propagation. Since correctly capturing the acoustic waves is not
relevant in the context of atmospheric boundary layer simulation (very low Mach number, Ma), an
artificial compressibility approach also known as pressure gradient scaling [Ramshaw et al., 1986,
Wang and Trouvé, 2004] is adopted for AVBP. The propagation speed of the acoustic waves (c) is
artificially decreased by rescaling the pressure p and the temperature T by a factor α2, leading to
artificial temperature and pressure (denoted with * superscript):

T ∗ = α2 T, p∗ = α2 p. (5)

With this transformation, the resulting acoustic wave propagation speed (c∗) is artificially reduced
by a factor α as shown by the following equation:

c∗ =
√

γ r T ∗ =
√
γ r α2T = α c, (6)

where γ is the heat capacity ratio, which significantly reduces the constraint on the AVBP model
time-step. It can be shown that the hydrodynamic problem remains unchanged [Ramshaw et al., 1986],
provided the resulting artificial Mach number Ma∗ = Ma/α remains small. In the present study,
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Table 2: Reference numerical configurations for Meso-NH, YALES2 and AVBP used to simulate
the MUST trial 2681829. In bold are indicated the components that are changed in the sensitivity
tests.
Codes Meso-NH YALES2 AVBP
Code settings
Equations Incompressible, Low-Mach Artificial

anelastic compressibility
Container condition IBMa Body fitted Body fitted
Advection scheme WENO5b TFV4Ad TTGCf

(5th order in space, (4th order in space (3rd order in space
4th order in time) and time) and time)

Subgrid turbulence TKE 1.5c WALEe WALEe

MUST case
Time step 0.012 s < 0.02 s 6.5× 10−4 s
Grid type Structured Unstructured Unstructured
Grid size 135 million cells 71 million cells 71 million cells
Number of cores 1,920 1,600 1,440
Total CPU timeg 40,000 h 21,000 h 21,600 h

a [Auguste et al., 2019]
b [Lunet et al., 2017]
c [Cuxart et al., 2000]
d [Kraushaar, 2011]
e [Nicoud and Ducros, 1999]
f [Colin and Rudgyard, 2000]
g The total CPU time corresponds to the cost associated with a MUST run on the CINES/OC-
CIGEN supercomputer (part of the French network provided by GENCI).

α is set to 0.22 to guarantee that Ma∗ < 0.1 in the whole simulation domain. Several numerical
tests (not shown here but presented in thouron2020, thouron2020) have demonstrated that the
AVBP simulation obtained with artificial compressibility provides very similar results as the stan-
dard AVBP simulation but with a reduced computational cost (by a factor of about 5 for the MUST
test case).

3.2 Numerics and Models

Meso-NH uses a fourth-order explicit Runge-Kutta scheme for time integration associated with
either a fourth-order CENtered scheme (CEN4) or a fifth-order Weight Essential Non Oscillatory
scheme (WENO5) [Liu et al., 1994] for wind advection combined with the Piecewise Parabolic
Method (PPM) [Colella and Woodward, 1984] for meteorological variables and tracer advection.
For the reference Meso-NH simulation, WENO5 is used as it features good accuracy and sta-
bility with no need of artificial diffusion and as it reduces computational cost compared to CEN4
[Lunet et al., 2017]. Comparison between CEN4 andWENO5 simulations is performed in Sect. 5.2.
For both CEN4 and WENO5 configurations, the LES model is based on a Turbulent Kinetic Energy
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4 LARGE-EDDY SIMULATIONS (LES) OF THE MUST TRIAL 2681829

(TKE) 1.5 turbulence scheme [Cuxart et al., 2000].
The equations in YALES2 are discretized with a fourth-order central scheme in space and

a fourth-order Runge-Kutta scheme in time (TFV4A) [Kraushaar, 2011]. The subgrid turbulence
model for the reference YALES2 simulation is the Wall-Adaptative Local Eddy-Viscosity (WALE)
model [Nicoud and Ducros, 1999] since it is known to be more adapted to represent turbulent
flows near walls than the model due to [Smagorinsky, 1963]. Comparison between WALE and
Smagorinsky’s subgrid turbulence models is performed in Sect. 5.2, since several LES studies re-
ported in the literature used the Smagorinsky’s model [Camelli et al., 2005, Santiago et al., 2010,
Dejoan et al., 2010].

AVBP uses a third-order in space and time, explicit, two-step Taylor-Galerkin (TTGC) scheme
or a second-order in space and time Lax-Wendroff (LW) scheme. For the reference AVBP sim-
ulation, TTGC is used since it is supposed to be more precise and less dissipative than LW
[Colin and Rudgyard, 2000]. Comparison between LW and TTGC simulations is performed in
Sect. 5.2; subgrid turbulence is modelled by WALE as in the reference YALES2 simulation. Com-
parison between WALE and Smagorinsky’s models is also performed for the LW configuration in
Sect. 5.2.

4 Large-Eddy Simulations (LES) of the MUST Trial 2681829

4.1 Computational Grids

The same computational grid cannot be used by the three codes since AVBP and YALES2 are
unstructured solvers, whereas Meso-NH is a structured solver. Two different grids are therefore
used for the reference simulations, a structured grid for Meso-NH on the one hand, and a un-
structured grid for AVBP and YALES2 on the other hand. Each grid allows to take advantage of
the best features and performance of the different code architectures, resulting from a trade-off
between accuracy, computational cost and memory issues that is different for each LES code.
Computational costs are indicated in Table 2.

The MUST trial 2681829 was simulated for Meso-NH over a computational domain of 300-m
long, 300-m wide and 40-m high. The height of the computational domain is about 15 times the
container height (2.54 m) following recommendations by [Franke et al., 2011]. With these dimen-
sions, the regular Cartesian structured grid is constituted of 135 million hexahedra. The same hor-
izontal and vertical resolutions (0.2 m) are used from the surface to 10 m. Above 10 m, the vertical
resolution decreases with a geometrical progression (ratio of 1.08 with the constraint of keeping
the vertical resolution below 1 m). Flat ground is boundary-fitted and containers are modelled by
an IBM [Mittal and Iaccarino, 2005] recently implemented and validated by [Auguste et al., 2019].
Numerical tests (not shown here) have demonstrated that a minimum resolution of the container
with ten points per side is required when using the IBM, which is satisfied in the present study (the
2.42-m container width is discretized with a 0.2 m resolution with Meso-NH).

For AVBP and YALES2, the computational domain is meshed with 71 million tetrahedra; the
resolution is equal to 0.3 m from the surface until 10 m, and coarsened vertically up to a resolution
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4 LARGE-EDDY SIMULATIONS (LES) OF THE MUST TRIAL 2681829

equal to 1 m at the upper boundary condition. The grid is unstructured and boundary-fitted.
Sensitivity of the YALES2 results to the grid is investigated, by changing the type of elements
(hexahedra instead of tetrahedra) and the finest resolution near the source (0.2 m instead of 0.3 m,
corresponding to a new mesh of 246 million hexahedra), to have a grid that is closer to that of
Meso-NH simulations to go further into the model-to-model comparison.

The mesh resolutions tested in the present study are among the finest resolutions found in the
literature, which typically range from 16 cm in camelli2005 (camelli2005) to 60 cm in milliez2007
(milliez2007). High-resolution LES is useful to capture the small-scale turbulent structures induced
by the presence of containers in the MUST test case.

4.2 Initial and Boundary Conditions

One challenge in CFD simulation of near-field pollutant dispersion is the treatment of large-scale
atmospheric forcing. In field-scale experiment such as MUST, there is usually a limited amount of
information to represent the level of details present in the actual inflow conditions. So as in previous
MUST studies and as in many atmospheric pollution dispersion models, the inlet and initial wind
fields are imposed using a mean horizontal upstream wind, which follows a logarithmic evolution
with the altitude z [Monin and Obukhov, 1954]. This profile is only valid in neutral conditions and
in the surface layer, which is sufficient in this near-neutral MUST trial, where we focus on the
near-surface flow within the container canopy. The mean horizontal upstream wind u(z) reads

u(z) =
u∗
κ

ln
(
1 +

z

z0

)
, (7)

where z0 (m) is the surface roughness length equal to 0.045m according to observations [Yee and Biltoft, 2004];
κ is the von Kármán constant equal to 0.4; and u∗ (m s−1) is the friction velocity. The formula-
tion of u(z) is semi-empirical in the sense that z0 and u∗ are calculated based on horizontal wind
speed data available at the upstream tower S at different heights (1.15, 4, 8 and 16 m); u∗ is
estimated through a least-square regression of Eq. (7) to these data. The resulting vertical profile
(dashed line) is presented in Fig. 2 along with the measurements used for regression (circles). The
optimized value of u∗ is equal to 0.715 ms−1, which is in good agreement with the measurement
0.680 ms−1 obtained from a sonic anemometer at z = 1.15 m near tower S. The resulting profile
is used as initial condition and as lateral boundary condition in the LES.

Even though the upstream wind is subject to temporal variability, only the mean profile u(z)

with u∗ = 0.715 ms−1 and the mean angle α = −41 (corresponding to a south-southwest wind)
are imposed at the inlet of the computational domain. The reason is two-fold: i) the turbulence
generation becomes rapidly controlled by the containers within the canopy, which strongly modi-
fies the near-surface flow topology, and the experimental sensors of interest are located after this
transition; ii) the three codes have a very different treatment for turbulence injection, which would
introduce a discrepancy detrimental for the comparison of the three codes.

In AVBP and YALES2, the boundary conditions for both ground and containers are a law-
of-the-wall based on a viscous length [Schmitt et al., 2007]. In Meso-NH, the ground surface is
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4 LARGE-EDDY SIMULATIONS (LES) OF THE MUST TRIAL 2681829

Figure 2: Vertical profile of the horizontal mean wind speed u(z) at tower S (tower location is
indicated in Fig. 1). Comparison between experimental data (symbols) and the corresponding
fitted profile (dashed line) obtained using Eq. (7) for u∗ = 0.715 ms−1. The fitted profile is used as
initial condition and as lateral boundary condition in the LES.

described with the SURFEX surface scheme [Masson et al., 2013], which computes the Reynolds
stress based on the roughness length z0. In AVBP, characteristics-based NSCBC (Navier-Stokes
Characteristics Boundary Conditions) are used at inlet and outlet to properly handle acoustics
[Poinsot and Lele, 1992, Granet et al., 2010].

The tracer release starts 15 seconds after the initialisation of the simulation. This delay allows
to establish the turbulence induced by the obstacles. 15 additional seconds are then needed to
establish the plume in the domain. Finally, 200 more seconds are simulated to obtain converged
statistics. In the following, time 0 s corresponds to the tracer release time. Examples of instan-
taneous flow and tracer concentration fields are given in Fig. 3. Small-scale turbulent structures
induced by the containers are visible in Fig. 3a, where flow acceleration in-between the containers
and stagnation areas can be observed. The resulting turbulent tracer concentration field is pre-
sented in Fig. 3b, where local tracer concentration can reach 10 ppm in the first container lines
and columns near the emission source.

4.3 Validation Metrics

LES model performance is evaluated using the standard statistical metrics for air quality model
evaluation [Chang and Hanna, 2004], which were also used in previousMUST studies [Hanna et al., 2004,
Milliez and Carissimo, 2007, Donnelly et al., 2009, Antonioni et al., 2012, Kumar et al., 2015]. These
metrics compare the tracer concentrations extracted from the simulations with those measured
experimentally in terms of normalized mean square error (NMSE), fractional bias (FB), fraction of
predictions within a factor of two of observations (FAC2), geometric mean bias (MG) and geometric
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4 LARGE-EDDY SIMULATIONS (LES) OF THE MUST TRIAL 2681829

(a) (b)

Figure 3: Examples of instantaneous horizontal (a) wind speed magnitude (m s−1) and (b) tracer
concentration (ppm) obtained with AVBP at z = 1.6 m and at time instant 47 s. White rectangles
represent containers.

variance (VG):

NMSE =
(Co − Cs)2

Co Cs

, (8)

FB =
(Co − Cs)

0.5 (Co + Cs)
, (9)

FAC2 = fraction of data that satisfies 0.5 ≤ Cs

Co
≤ 2.0, (10)

MG = exp
(
lnCo − lnCs

)
, (11)

VG = exp
[
(lnCo − lnCs)2

]
, (12)

where Co and Cs are the observed and simulated concentrations, and the overbar denotes the
mean (time-averaged) value over the dataset. FB and MG measure the mean relative bias and are
an indicator of systematic errors. NMSE and VG measure the mean relative scatter and indicate
both systematic and random errors. A perfect model would have NMSE and FB equal to 0; FAC2,
MG and VG equal to 1. The “acceptable” values that take these metrics for an acceptable model
according to [Chang and Hanna, 2004] are given in Table 4.

Observed and simulated concentrations are compared using the same sample period of 0.2 s.
A time average is then performed on these concentration datasets to compute the statistical met-
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5 RESULTS AND DISCUSSIONS

rics at each sensor located at z = 1.6 m throughout the array of containers (circles in Fig. 1).
Metrics such as MG and VG are very sensitive to low concentration values. To overcome this
issue, [Chang and Hanna, 2004] recommend to assume a minimum threshold to calculate the
metrics. This threshold is here taken as the instrument detection threshold (0.04 ppm): any in-
stantaneous value of the time series that is less than 0.04 ppm is set equal to 0.04 ppm for both
observations and simulations. MG and VG metrics could be improved by considering a minimum
threshold of 0.1 ppm [Milliez and Carissimo, 2007, Thouron et al., 2020], but this possibility was
rejected here to remain consistent with the experiment. This choice implies that in practice, 15 of
the 40 sensors are discarded from the analysis since the recorded concentration at these sensors
is always below the minimum threshold [Thouron et al., 2020]. In the following, all time-averaged
statistics and fields are calculated after plume stabilisation over the period [15; 215 s].

The Pearson correlation coefficient R and the spatial standard deviation σC of the (observed
or simulated) tracer concentration C are also computed:

σC =

√
C2 − (C)2, R =

CoCs − Co Cs

σCoσCs

. (13)

Besides time-averaged quantities, concentration fluctuations are also important and acces-
sible with LES. One way to highlight them is to analyse the results in terms of percentiles rather
than absolute maximum values [Tominaga and Stathopoulos, 2013]. A specific concentration per-
centile can be directly extracted from the LES, which is an advantage compared to RANS. In the
following, the 99th percentile of concentration time series at each sensor location is computed
along with the maximum and the temporal standard deviation.

4.4 Inventory of LES runs

A pool of eight LES was carried out using eight different LES models to evaluate the variability in
the LES model response. Table 3 summarizes the different reference and sensitivity LES analysed
in Sect. 5. AVBP, Meso-NH and YALES2 were first used with their reference set-up to simulate the
MUST trial 2681829; results are presented in Sect. 5.1. The sensitivity of the LES results to other
possible user’s choices was also tested in each code, such as the computational grid, the subgrid
turbulence model and the advection scheme; results are presented in Sect. 5.2. An analysis of
the uncertainty in the LES model response is also provided. Computational costs are discussed in
Sect. 5.3. The reader shall refer to the complementary technical report by [Thouron et al., 2020]
for complementary explanations on the LES strategy and results.

5 Results and Discussions

5.1 Validation of Reference Simulations

Reference LES results (configurations namedMNH-IBM_reference, Y2_reference and AVBP_reference
and presented in Table 2) are compared to measurements in terms of wind speed and tracer con-
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5 RESULTS AND DISCUSSIONS

Table 3: Inventory of reference and sensitivity LES presented in this study for the MUST trial
2681829 with Meso-NH, YALES2 and AVBP. The reference runs correspond to the numerical
configurations presented in Table 2. In bold are indicated the components that change in the
sensitivity tests.
Codes Run Advection

scheme
Turbulence
scheme

Grid

Meso-NH MNH-IBM_reference WENO5 TKE 1.5 135 million hexahedra
MNH-IBM_cen4 CEN4 TKE 1.5 135 million hexahedra

YALES2 Y2_reference TFV4A WALE 71 million tetrahedra
Y2_hexa TFV4A WALE 246 million hexahedra
Y2_smago TFV4A Smagorinsky 71 million tetrahedra

AVBP AVBP_reference TTGC WALE 71 million tetrahedra
AVBP_lw LW WALE 71 million tetrahedra
AVBP_lw_smago LW Smagorinsky 71 million tetrahedra

centration for validation purpose.

5.1.1 Micro-scale Meteorology

Figure 4 presents the mean horizontal wind field at z = 1.6 m for (a) Meso-NH, (b) YALES2 and
(c) AVBP. Left panels represent the mean horizontal wind speed. Right panels represent the per-
centage frequency distribution of wind speed and direction, also referred to as wind rose, which is
obtained by taking the time-averaged wind speed and direction values at all grid cells at z = 1.6m
to estimate the percentage frequency distribution. Recall that the north direction corresponds to
an angle of -30 in the x-y frame presented in Fig. 1 and that the incident wind flow blows from the
south-southwest direction (-41, Table 1) that is indicated using a red arrow in the wind roses.

For the three codes, left panels in Fig. 4 show that the incident flow is significantly slowed
down by the containers. Already, a decrease in the wind speed is noticeable upstream of the
entrance of the container array due to the effect of the containers acting as obstacles to the flow.
There is also a significant flow acceleration in the space between the containers within the first two
lines (8–9) and columns (K–L) of containers. In the present MUST trial, the wind direction and the
container array diagonal are almost aligned, emphasizing this channeling effect, which is stronger
for Meso-NH than for YALES2 and AVBP. Downstream, i.e. after the first three lines and columns
of containers, a similar flow is obtained for the three codes: the wind is globally slowed down
compared to the inlet wind (about 4 ms−1 at z = 1.6 m to be compared to 6 ms−1 for the inlet
wind). In this zone, the turbulent boundary layer induced by the container-induced roughness is
fully established.

Figure 5 presents the mean vertical profile of the wind speed and direction at the central tower T
that is located in the downstream area (Fig. 1). Results show that the simulated profiles (solid lines)
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5 RESULTS AND DISCUSSIONS

(a)

(b)

(c)

Figure 4: Mean horizontal wind at z = 1.6 m for reference (a) Meso-NH, (b) YALES2 and (c) AVBP
simulations named MNH-IBM_reference, Y2_reference and AVBP_reference. Left panels: wind
speed magnitude (m s−1); white rectangles represent containers; black triangle represents the
central tower T. Right panels: wind roses representing the percentage frequency distribution of
wind speed (m s−1) and direction (); the percentage frequency is indicated with the grey circles:
the larger the circle radius, the larger the percentage frequency. The direction indicated in the wind
roses corresponds to the direction from which the wind is blowing; the north direction corresponds
to an angle of -30 and the incident wind flow direction (-41) is indicated with a red arrow.
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5 RESULTS AND DISCUSSIONS

(a) (b)

Figure 5: Mean horizontal (a) wind speed and (b) wind direction profiles at the central tower T. Com-
parison between observations (circles) and reference LES (solid lines): Meso-NH (blue), YALES2
(green) and AVBP (red). The inlet profile is also indicated (dashed vertical line corresponding to
-41). For the wind direction, -30 corresponds to a wind blowing from the south to the north
direction and -120 to a wind blowing from the west to the east direction (see wind roses in Fig. 4).

are coherent with the available measurements (symbols). Figure 5a confirms that the inlet flow
(black dashed line) is significantly slowed down by the containers, whose influence is noticeable
until about z = 10 m. Very close to the ground, the horizontal wind speed in YALES2 and AVBP is
higher compared to the inlet condition and toMeso-NH. The different treatments of wall boundaries
on the containers between the three codes may induce this discrepancy: immersed wall boundary
form Meso-NH versus law-of-the-wall treatment for AVBP and YALES. Above 12 m, Meso-NH and
YALES2 present an increase in the horizontal wind speed compared to the inlet profile (less than
0.5 m s−1) as found in [König, 2014]. In contrast, the experimental data available at z = 16 m
indicate a slight decrease. This slowdown is partly captured by AVBP.

Results in Figure 5b show that above the containers, the wind direction slightly deviates from
the initial state in Meso-NH in coherence with the observation (circle symbol at z = 16 m). This
deviation was also found in [Dejoan et al., 2010] for different inlet wind directions. With YALES2
and AVBP, the deviation is less pronounced at this altitude.

Results in Figure 5b also show that near the ground there is a shift in the simulated flow direction
with a wind blowing from a more western direction; this shift is stronger for AVBP and YALES
than for Meso-NH. This is consistent with the wind roses presented in the right panels of Fig. 4,
which present more global wind flow statistics since wind roses are generated using information
from the whole computational domain. For Meso-NH, the wind direction ranges from south to
south-west within the container array. About 50% of the data feature a south-southwest wind
for which the wind speed is mainly above 5 ms−1 (green-to-orange colors in the wind roses).
This wind direction corresponds to the inlet flow conditions (red arrow) that can be considered
as moderate wind conditions (calm conditions in-between the containers would correspond to
wind speed below 2 ms−1). But, less than 20% of the Meso-NH data feature a southwest wind
(corresponding to the vertical alignment of the containers) with calmer conditions, i.e. the wind
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speed is mostly between 4 and 5 ms−1. For YALES2 and AVBP, more than 40% of the data
feature such a southwest wind, indicating a more significant impact of the containers on the flow
dynamics than for Meso-NH. Calmer wind conditions are also noticed in this direction compared
to the south-southwest direction.

5.1.2 Tracer Dispersion

Figure 6 presents themean horizontal tracer concentration at z = 1.6m for (a) Meso-NH, (b) YALES2
and (c) AVBP; it also provides comparison with the observed mean concentration at each sensor
location (colored circles, where the color corresponds to the observed concentration). Left panels
provide results for the reference configurations (which are associated with the mean horizontal
wind field results presented in Fig. 4). Right panels provide results for some of the sensitivity con-
figurations that will be analysed in Sect. 5.2. Most sensors are far from the emission source, in
areas where the tracer concentration is low. For 15 sensors, this concentration is even below the
0.04-ppm threshold and these sensors are removed from the statistical analysis (Sect. 4.3). Only
few sensors (e.g. sensor 9, Fig. 1) are in the area where the tracer concentration exceeds a few
ppm; this is a limitation of the present MUST trial.

Reference results show that the shape of the simulated time-averaged plume differs between
the three codes. In the Meso-NH simulation, the container array does not significantly modify the
flow structure due to the strong channeling effect, so there is no significant lateral and vertical
plume spread; the mean concentration remains very high along the plume centreline. In contrast,
the plume shape simulated by AVBP and YALES2 presents a deviation of its centreline direction
towards the K–L columns of containers (AVBP features the largest deviation). This plume de-
flection is consistent with the wind roses presented in Fig. 4 indicating a wind shift towards the
south-west direction for AVBP and YALES2. This plume deflection is consistent with the literature
[Milliez and Carissimo, 2007, König, 2014] and the measurements.

In complement, Fig. 7 represents the tracer concentration time series at sensors 5, 9, 16 and
31 (sensors 5 and 9 are located on the first column of sensors, sensor 16 on the second column
and sensor 31 on the fourth column, Fig. 1). In Meso-NH, since there is no significant deviation
of the plume with respect to the inlet wind, the tracer concentration tends to be overestimated in
the plume centreline (at sensors 9, 16 and 31) and to be underestimated on the plume flanks (at
sensor 5). This is particularly true near the source: at sensor 9 the mean simulated tracer concen-
tration obtained with Meso-NH (7.0 ppm) differs from measurements (4.2 ppm). By capturing the
plume centreline deviation, the tracer concentration decreases more rapidly downstream for AVBP
and YALES2 than for Meso-NH. AVBP (3.8 ppm) and YALES2 (5.1 ppm) provide a much improved
tracer concentration prediction at sensor 9 than Meso-NH. This is also the case at sensor 5. Fur-
ther downstream, Meso-NH well reproduces the observed background tracer concentration at
sensor 31: the mean concentration is 0.94 ppm for observations and 1.21 ppm for Meso-NH,
while it is underestimated (below 0.56 ppm) for AVBP and YALES2. The plume deflection may be
too strong in AVBP and YALES2 compared to reality.

Table 4 presents amore global viewpoint through the statistical metrics of [Chang and Hanna, 2004]
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(a)

(b)

(c)

Figure 6: Mean horizontal tracer concentration (ppm) at z = 1.6 m for (a) Meso-NH, (b) YALES2
and (c) AVBP simulations. Left panels correspond to reference simulations named MNH-
IBM_reference, Y2_reference and AVBP_reference. Right panels correspond to some sensitivity
simulations named MNH-IBM_cen4, Y2_hexa and AVBP_lw_smago. The observed mean con-
centration (ppm) at the sensor locations is also given by the symbol colors (circles) using the same
color map. White rectangles represent containers.
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Figure 7: Time series of tracer concentrations (ppm) at four different sensors: (a) 9, (b) 16, (c) 5
and (d) 31 (red circles in Fig. 1). Measurements are represented as dashed lines; reference LES
results are indicated as solid lines: red for AVBP, blue for Meso-NH and green for YALES2.

19



5 RESULTS AND DISCUSSIONS

Table 4: Standard statistical measures (Sect. 4.3). Perfect values, acceptable values and values
extracted from Meso-NH, YALES2 and AVBP simulations in reference and sensitivity configura-
tions. The best configuration for each LES code is indicated in bold. RANS results reported in the
literature are given on an indicative basis.
Model/LES NMSE FB FAC2 MG VG
Perfect 0 0 1 1 1
“Acceptable” <4 Between > 0.5 Between <1.6
[Chang and Hanna, 2004] -0.3 and 0.3 0.7 and 1.3
MNH-IBM_reference 0.1162 -0.34 0.64 1.25 1.95
MNH-IBM_cen4 0.0704 -0.27 0.60 1.44 2.58
Y2_reference 0.0123 -0.11 0.76 1.24 1.68
Y2_hexa 0.0091 -0.10 0.76 1.30 1.62
Y2_smago 0.0145 0.12 0.76 1.41 1.73
AVBP_reference 0.0065 -0.08 0.56 1.22 2.18
AVBP_lw 0.0021 0.05 0.84 1.33 1.51
AVBP_lw_smago 0.0004 -0.02 0.72 1.15 1.59

Literature/RANS
[Milliez and Carissimo, 2007]
(20 trials)

1.95 -0.08 0.70 1.09 1.84

[Donnelly et al., 2009]
(only 2 neutral trials)

1.50 -0.14 0.57 1.19 5.10

[Kumar et al., 2015] (only
2 neutral trials)

0.23–0.41 0.23–0.47 0.46–0.67 1.69–2.07 1.94–2.28
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computed for all sensors following the methodology presented in Sect. 4.3. Results show a good
agreement of all the metrics with observations. NMSE is very low for the three codes compared to
the acceptable value and RANS results. FAC2 (ranging between 56% for AVBP_reference to 76%
for Y2_reference) is well above the 50% acceptable value for the three codes. The three reference
configurations feature a negative FB, meaning than the LES models tend to overestimate tracer
observations. FB is within the acceptable range except for Meso-NH, which features a FB close
to the acceptable threshold of -0.3, meaning that Meso-NH overestimates tracer concentrations
in a larger extent than AVBP (FB equal to -0.08) and YALES2 (FB equal to -0.11). MG and VG do
not satisfy the range of acceptable values for the three codes. These metrics are very sensitive
to low tracer concentration values, which appear at some sensors far away from the plume cen-
treline. This may indicate that the LES codes have some difficulty in capturing low background
tracer concentrations in an accurate way.

In coherence with NMSE, FAC2 and FB metrics, the scatter plots of the observed versus sim-
ulated concentrations presented in Fig. 8 for several statistics (mean, standard deviation, 99th
percentile and maximum, Sect. 4.3) demonstrate the consistency among the reference LES re-
sults obtained for the three codes. Correlation coefficients are always higher than 0.85 for the
three codes, showing their ability to represent tracer concentration fluctuations. Higher tracer
concentration values (above 1 ppm) are better represented by the three codes but usually over-
estimated, especially for Meso-NH. The highest simulated and observed 99th percentiles and
maximum values in the three codes are all obtained at sensor 9. The 99th percentile (respectively
the maximum) is equal to 9.9 ppm (respectively 23.1 ppm) for measurements, 16.7 ppm (respec-
tively 21.7 ppm) for Meso-NH, 10.1 ppm (respectively 15.4 ppm) for YALES2, and 14.5 ppm
(respectively 24.1 ppm) for AVBP.

5.1.3 Discussion

The three LES codes – AVBP, Meso-NH and YALES2 – provide good tracer concentration pre-
dictions, especially for high values, which is important for operational application where there is
a need to go beyond mean prediction and to assess dose exposure. These information can
be quantified by LES since they directly evaluate fluctuations (Fig. 3) and even percentiles of
concentration, which is an advantage over RANS. Table 4 also indicates the statistical metrics
obtained with RANS simulations presented in the literature, for twenty MUST trials selected by
[Yee and Biltoft, 2004] for [Milliez and Carissimo, 2007] on the one hand, for the subset of two
neutral trials for [Donnelly et al., 2009] and [Kumar et al., 2015] on the other hand; in both cases,
the present trial 2681829 is included in the results. Results confirm the consistency between
LES and RANS simulations of the MUST trial already observed in [Santiago et al., 2010] and
[Dejoan et al., 2010], validating the multi-model LES configurations used in this study.

The most significant differences between the three LES codes appear within the first container
lines, near the ground, which can be considered as the transition zone between an open-terrain
plume to an array plume. Unfortunately, no measurement is available below z = 4m. There is thus
no way to discriminate the performance of the different models for the wind flow prediction near the

21



5 RESULTS AND DISCUSSIONS

(a) (b)

(c) (d)

Figure 8: Scatter plots of measured (x-axis) versus simulated (y-axis) statistics: (a) temporal mean,
(b) standard deviation, (c) 99th percentile and (d) maximum tracer concentration at each sensor for
the three LES codes in their reference configurations: in blue for Meso-NH, in green for YALES2
and in red for AVBP. The correlation coefficientR is indicated for each code and for each statistics.
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ground. This is a limitation of theMUST field campaign for model validation. Using unmanned aerial
systems or a scanning lidar in future field campaigns could be helpful to explore more extensively
the plume near the emission source, and to provide more informative data [Reymann et al., 2018,
Clements et al., 2018]. Data assimilation algorithms can even be used to optimize observation
network [Mons et al., 2017].

Moreover, a detailed analysis of the wind time series at the main tower T (not shown here
but presented in auguste2019, auguste2019, for Meso-NH only) showed good agreements be-
tween Meso-NH and observations at z = 4 and 8 m, but not at 16 m, where the LES does not
feature enough fluctuations, certainly due to the absence of inlet turbulence. This confirms that
this study is relevant for analysing the tracer dispersion within the container canopy only. This
absence of inlet turbulence could also explain the overestimation of high values of tracer con-
centration (above 1 ppm) in the LES. Improving the representation of large-scale atmospheric
forcing is expected to improve the micro-scale LES model predictions within the container ar-
ray [García-Sanchez and Gorlé, 2018, Lamberti et al., 2018].

The present comparison between three LES codes shows that relatively similar results can be
obtained despite their intrinsic differences, and despite the fact that each code was used outside
of its usual applications and scales. This highlights the reliability of the present LES results.

5.2 Sensitivity Study For Multi-Model Variability Estimation

Section 5.1 shows that the three LES codes provide very consistent results. It can be noted,
however, that important similarities are more particularly shared between AVBP and YALES2 sim-
ulations. Of course, this may be due to the similarity between computational choices of AVBP
and YALES2: same subgrid turbulence model (WALE), same boundary conditions for ground and
containers, same computational grid. Tests have been carried out to analyse further the sensitivity
of the LES results to the user’s modelling choices and to perform an extensive model-to-model
comparison.

Standard statistical metrics results obtained for all sensors for the sensitivity simulations are
presented in Table 4 along with reference results. To go further into the analysis and to identify
where there are differences between the reference and the sensitivity simulations, Table 5 presents
the FAC2 values obtained for two groups of sensors (among the 25 sensors retained in this study
for model evaluation, Sect. 4.3): i) a group of near-source sensors where high tracer concentra-
tions (above 1 ppm) are observed in the MUST dataset (10 red dots in Fig. 9); and ii) a group
of sensors where the observed tracer concentration is significantly lower (below 1 ppm) in the
MUST dataset (15 blue dots in Fig. 9). The objective is to evaluate the performance of the LES
models to predict local concentrations near the emission source (local FAC2), and background
concentrations further away from the plume centreline (background FAC2). For clarity purpose,
this analysis is only presented here for the FAC2 since it is considered as a robust measure in air
quality problems; the full analysis is given in [Thouron et al., 2020].
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Figure 9: Map of the two sensor categories used in Table 5 to compute local and background
FAC2 values. Red sensors represent near-source sensors (local FAC2), where the time-average
tracer concentration is above 1 ppm in the observed dataset. Blue sensors represent background
sensors (background FAC2), where this concentration is below 1 ppm.

5.2.1 Model-to-model Comparison

Sensitivity to Computational Grid. One of the possible reasons for the similarity observed
between AVBP and YALES2 results is the identical computational grid. To investigate that point
and evaluate the grid influence, a Cartesian hexahedra grid with a minimum spatial resolution equal
to 0.2 m (same resolution and same type of grid element as in Meso-NH, Sect. 4.1) was generated
for YALES2. This new configuration is named Y2_hexa (Table 3). Table 4 shows that very similar
statistical metrics are obtained for both Y2_reference and Y2_hexa configurations. There is even
no difference in terms of FAC2, even when separating local and background contributions (Table 5).
The local FAC2 is equal to 100% and the background FAC2 is equal to 60%. Still, Fig. 6b indicates
that there is a change in the averaged plume shape near the source. The plume structure obtained
with Y2_hexa (right panel) is closer to that of the Meso-NH simulations than with Y2_reference (left
panel). There is for instance, a stronger advection of the tracer along the plume centreline, but
this change is not significant enough to explain the gap with Meso-NH results (Fig. 6a), for which
the channeling effect is exacerbated.

Sensitivity to Subgrid Turbulence Model. The influence of the subgrid turbulence model in
YALES2 is also tested by replacingWALE (Y2_reference) by Smagorinsky’s formulation (Y2_smago).
Tables 4–5 indicate that the statistical results obtained with YALES2 are very similar. The FAC2
metrics do not change as in the sensitivity study related to computational grid. Other metrics such
as NMSE, MG and VG are not significantly modified compared to Y2_reference and Y2_hexa con-
figurations. One difference is that FB changes its sign for Y2_smago and becomes positive, indi-
cating that Y2_smago tends to underestimate the observations, while Y2_reference and Y2_hexa
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Table 5: Local and background FAC2 metrics for all Meso-NH, YALES2 and AVBP reference
and sensitivity simulations. The total FAC2 corresponds to the FAC2 given in Table 4. The best
configuration for each LES code is indicated in bold.
Model Local FAC2 Background FAC2 Total FAC2
MNH-IBM_reference 0.80 0.53 0.64
MNH-IBM_cen4 0.70 0.53 0.60
Y2_reference 1.00 0.60 0.76
Y2_hexa 1.00 0.60 0.76
Y2_smago 1.00 0.60 0.76
AVBP_reference 0.80 0.40 0.56
AVBP_lw 1.00 0.73 0.84
AVBP_lw_smago 1.00 0.53 0.72

tend to overestimate them. Another difference is that the 99th percentile is not located at sensor
9 unlike in the observation and in the reference simulations, but at the central tower T at z = 8 m.
This is due to changes in the wind patterns near the ground, particularly between the J–K columns
of containers, where the wind is found to decrease in Y2_smago. The Y2_hexa configuration is
indicated as the best YALES2 LES model by considering all statistical metrics, especially NMSE
and FB. Still, all YALES2 configurations are in a very narrow range and are not much sensitive to
the tested LES components.

Sensitivity to Advection Schemes. Alternative advection schemes – CEN4 inMeso-NH (MNH-
IBM_cen4) and LW in AVBP (AVBP_lw) – are tested.
For Meso-NH, the main difference between MNH-IBM_reference and MNH-IBM_cen4 is the diffu-
sion induced by the numerical scheme, since the WENO5 scheme is intrinsically more dissipative
and leads to a more diffuse and spread plume than with the CEN4 scheme. Figure 6a shows that
the averaged plume shape is relatively similar for both Meso-NH simulations compared to that
obtained with AVBP and YALES2. Still, results in show that the total FAC2 decreases to 60% for
MNH-IBM_cen4 (instead of 64% for MNH-IBM_reference). There is a slight change in the recircu-
lation zone induced by the J7 container between both Meso-NH simulations, which may explain
the better local FAC2 obtained with MNH-IBM_reference (80%) than with MNH-IBM_cen4 (70%)
in Table 5. Still, the local FAC2 remains still below the one obtained with YALES2 and AVBP (80
to 100%).
In AVBP, the LW scheme is known to be more diffusive than TTGC that was used in the reference
simulation. AVBP_lw simulates tracer concentrations that are more in agreement with the obser-
vations than AVBP_reference. A larger number of sensors is included in the range of observations
with a total FAC2 equal to 84% in AVBP_lw (instead of 56% in AVBP_reference). As shown in
Table 5, this is due to a simultaneous improvement in the local and background tracer concentra-
tion representation in AVBP_lw compared to AVBP_reference: the local FAC2 changes from 80%
to 100%, and the background FAC2 changes from 40% to 73%. An additional AVBP simulation
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(AVBP_lw_smago) is performed by combining the LW scheme and Smagorinsky’s model. This last
simulation again improves the total FAC2 compared to AVBP_reference: the total FAC2 is equal
to 72% and is thereby almost at the same level as for YALES2 configurations (76%). Table 5 indi-
cates that AVBP_lw_smago gives a perfect local FAC2 (100%) as AVBP_lw, but the background
FAC2 (53%) is less good than with AVBP_lw (73%). This makes AVBP_lw the best performing
LES model in terms of local and background FAC2 metrics. The LW numerical scheme plays an
important role in this performance. Remarkably, the change of the subgrid turbulence model does
not have the same effect on the results for AVBP and YALES2.

Discussion. AVBP provides the best results in terms of background tracer concentrations (best
background FAC2 equal to 73%), but also in terms of near-source tracer concentrations (best
local FAC2 equal to 100% as for YALES2 configurations). The sensitivity simulations induce some
small changes in the tracer dispersion and in the statistical metrics among the different codes
and the different configurations. Still, in spite of the differences pointed out in this work, the LES
results remain relatively stable for all tested settings, showing the robustness of the LES modelling
strategy.
The following conclusions can be drawn. First, the choice of the numerical advection scheme
is the most significant factor in the present sensitivity study when considering statistical metrics,
but the choice of the computational mesh has shown some influence on the plume structure.
Second, the best configurations for the three LES codes do not necessarily correspond to the
reference configurations for the three codes: for AVBP the best configuration is the sensitivity
simulation associated with the LW numerical scheme (AVBP_lw) and for YALES2 the best con-
figuration is the sensitivity simulation associated with the hexahedra-type computational mesh
(Y2_hexa). Only Meso-NH achieves its best performance in its reference configuration involving
the WENO5 numerical scheme (MNH-IBM_reference). Third, the LES models show their abil-
ity to accurately represent the near-source wind flows and tracer concentrations with a local
FAC2 ranging from 70% to 100% for all tested configurations. The background tracer concen-
trations are not represented as accurately with a background FAC2 ranging from 40% to 73%.
This may be due to the simplification of the inlet boundary condition: accounting for the variabil-
ity of the large-scale atmospheric forcing [Yamada and Koike, 2011, García-Sanchez et al., 2017,
García-Sanchez and Gorlé, 2018, Lamberti et al., 2018, Defforge et al., 2019] may help at better
representing the flow properties through the whole container array and at improving the back-
ground tracer concentration predictions. But this was beyond the scope of the present study,
which focused on estimating the near-source multi-model variability.

5.2.2 Estimation of Multi-Model Variability

To go further into the assessment of the LES model quality, Fig. 10 presents the time-varying
spread or “envelope” of the three best configurations (grey shaded area) obtained with Meso-
NH, YALES2 and AVBP for (a) 25 sensors and (b) local sensors restricted to an area near the
source where tracer concentrations are above 1 ppm (Fig. 9). The corresponding time series of the

26



5 RESULTS AND DISCUSSIONS

Figure 10: Time series of the best LES configurations, in blue for Meso-NH (MNH-IBM_reference),
in green for YALES2 (Y2_hexa) and in red for AVBP (AVBP_lw), obtained for (a) 25 sensors and
(b) local near-source sensors (red dots in Fig. 9).

observed tracer concentration is also presented (black dashed lines). The observed and simulated
datasets are available at 0.2-s time intervals; a Hodrick-Prescott filter is applied to smooth out the
signals and focus on long-term fluctuations, from which several statistics are extracted. First,
we estimate the model error Emax with respect to the observations: for each time step over the
200-s period, Emax is estimated as the maximum distance between the model envelope (grey
shaded area) and the observation; time-averaged statistics of this maximum distance (the mean
value Emax and the standard deviation σEmax ) are then derived. Second, we estimate the LES
model variability as the width ∆ of the multi-model envelope (grey shaded area) at a given time;
time-averaged statistics of the model envelope (the mean value ∆ and the standard deviation σ∆)
are then derived. The statistics {Emax, σEmax ,∆, σ∆} are indicated in Fig. 10.

Results in Fig. 10 show that the observed signal is not systematically within the multi-model
envelope, especially at local sensors. The LES models are found to slightly overestimate observed
tracer concentrations over all sensors. This is consistent with negative FB found for most LES
models, especially for Meso-NH, which features high negative FB around -0.3 (Table 4). This is also
consistent with the fact that Meso-NH simulates a plume centreline that remains aligned with the
inlet wind direction. The signals obtained with AVBP are the closest to the observation, confirming
the best performance of the AVBP_lw configuration when looking at the standard statistical metrics
(highest total, local and background FAC2; low positive FB).

Meso-NH corresponds to the upper limit of the envelope, while AVBP corresponds to the
lower limit. The mean envelope width ∆ is equal to 1.48 ± 0.28 ppm when considering all sen-
sors (Fig. 10a). When only looking at local sensors (Fig. 10b), the mean envelope width is more
significant, it is equal to 3.11 ± 0.58 ppm. The multi-model variability is thereby on the order of
magnitude of the observed mean concentration.
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5.3 Computational costs

The total CPU time for simulating a single 230-s time sequence with Meso-NH, YALES2 and AVBP
is given in Table 2. YALES2 and AVBP solvers have an equivalent CPU cost (of about 20,000 CPU
hours). Meso-NH solver is twice more expensive: this is mainly due to the structured grid for the
Meso-NH case, which is about twice larger than the AVBP/YALES2 unstructured grid.

6 Summary and Conclusions

The present LES multi-model comparison aims at assessing the confidence we can have in the
LES of micro-scale meteorology and air pollutant dispersion. For this purpose, a pool of eight
different LES models was simulated for the near-neutral MUST trial 2681829 with three different
codes: Meso-NH (anelastic formulation, structured grid, IBM), YALES2 (low-Mach formulation, un-
structured grid, body-fitted) and AVBP (compressible formulation, unstructured grid, body-fitted).
These codes were used with recommended numerical schemes and models, and with highly re-
solved computational grids (20-30 cm within the array of containers). The dependence of the
LES results to user’s modelling and numerical choices (i.e. grid resolution and type of elements;
advection scheme; subgrid turbulence model) was studied to provide a detailed model-to-model
comparison and estimate multi-model variability.

Results were found to remain relatively stable for all codes and all tested configurations. They
showed good agreement with the observations available in the MUST dataset, with a low normal-
ized mean square error (NMSE) and a fraction of predictions within a factor of two of observations
(FAC2) ranging from 67% in Meso-NH to 76% and 84% in YALES2 and AVBP in the best configu-
rations. This is consistent with previous RANS and LES studies reported in the literature. Results
also showed that the multi-model variability is on the order of magnitude of the observation, which
is acceptable in air quality problems. This highlights the robustness of the LES approach, which
is able to accurately represent high tracer concentration values (the local FAC2 reaches 100% for
AVBP and YALES2) and to capture the plume deflection induced by the presence of obstacles.

LES provides detailed information on the early stage of the plume dynamics and is thereby
a promising way to dynamically assess, air pollution exposure at the scale of a urban district or
an industrial site could be derived. To achieve this purpose, there is also a need to assess the
sensitivity of micro-scale LES results to large-scale atmospheric forcing (i.e. mean flow velocity,
turbulence intensity and length-scale). Future work includes for instance analysing the influence of
the turbulence injection on the vertical plume dynamics and the tracer concentration patterns. This
turbulence injection shall be helpful to better represent the cascade of spatial scales involved in air
quality problems. It could also be considered as an additional source of uncertainty and variability,
so that future work includes estimating the total uncertainties, combining aleatory uncertainties
and model structural uncertainties, which are embedded in micro-scale LES.

To further improve the LES models, there is also a need to have access to more informative
observations on the near-source dynamics. In this regard, data assimilation can be helpful to
design observation networks that are optimised for model development and validation.
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