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Abstract

The development of more sustainable energy supply chains is accompanied by
an evolution of the demand for safe and e�cient storage solutions. Among them,
Lithium-ion batteries benefit from the maturity of a technology developed and ap-
plied for more than three decades. However, when misused or in case of manu-
facturing defects, Lithium-ion batteries may uncontrollably trigger decomposition
reactions: the so-called Thermal Runaway process. The reactions produce heat and
flammable gases, leading to fires when the battery vents out these gases.

During a typical Thermal Runaway course, three main flow scenarios are identi-
fied: 1. Under-expanded jets at opening due to the high pressure inside the battery,
2. Jet fires in case of ignition, 3. Explosions in case of delayed ignition. Being
able to simulate these events can help to target safer battery designs at a minimal
prototyping cost.

This study thus aims at proposing a methodology to simulate failing Lithium-ion
batteries-related combustion scenarios, using 3D reactive Large Eddy Simulation.
The setup of such a simulation framework begins with the identification of the vent
gases, their source and the way they can be modeled e�ciently. An Analytically Re-
duced Chemistry kinetic scheme is then proposed to ensure the representativeness
of the combustion processes at optimal costs when targeting 3D scenarios. After
a setup phase in 1D, the validation of the 3D Large Eddy Simulation framework
is performed on dedicated experimental setups developed and operated at the P’
institute for jets and fires and obtained from the literature concerning explosions.
Once validated, applications help to evaluate the capability of the simulation setup
to target a variety of problems related to Lithium-ion, including e�ects of simple
design choices on each phase of the Thermal Runaway.

This work identifies the di�culties encountered when simulating Lithium-ion re-
lated accidents. Propositions are made to alleviate them, helping to advocate for the
use of simulations during prototyping phases, to assert venting, fires or explosions
of batteries.
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Résumé

La mise en place d’un approvisionnement en énergies plus durables amène une
évolution de la demande en systèmes de stockage performants et sûrs. Parmi les
solutions souvent citées, les batteries Lithium-ion héritent d’une certaine maturité,
due à trois décennies de développement et de mises sur le marché. Cependant,
mal utilisées ou dans l’éventualité d’un défaut de fabrication, une batterie peut dé-
clencher des réactions de décomposition, aussi appelées un emballement thermique.
Ces réactions produisent de la chaleur et des gaz inflammables pouvant causer un
feu lorsque la batterie dégaze.

Lors d’un emballement thermique typique, trois événements mettant en scène
un écoulement critique sont observés : 1. Un jet sous-détendu dû à la forte pression
interne des batteries au moment du dégazage, 2. Des flammes jets en présence d’une
source d’allumage, 3. Une explosion si l’allumage est retardé et les gaz ont le temps
de se mélanger à l’air ambiant. Être capable de simuler ces événements permettrait
de sélectionner des designs sûrs à un coût de prototypage faible.

Cette étude propose une méthodologie pour la simulation de scenarios de com-
bustion liés aux batteries, grâce à la Simulation aux Grandes Échelles réactive.
Tout d’abord, l’identification des gaz émis par une batterie en défaut est faite, per-
mettant la production d’un schéma cinétique réduit dédié aux feux de batteries.
Suivant l’évaluation des modèles à utiliser en 1D, une validation complète du setup
3D est faite sur des résultats expérimentaux préparés à l’institut P’ pour les jets
et feux, et tirés de la littérature pour les explosions. Une fois le setup validé, des
cas d’application sont donnés, permettant de souligner l’e�et de certains choix de
design sur le déroulement des phases de l’emballement.

Ce travail soulève les points durs nécessairement rencontrés lorsque des accidents
liés aux feux de batteries sont à reproduire par la simulation. Des propositions sont
faites pour les supprimer, motivant une utilisation plus répandue de la simulation
3D d’écoulements réactifs durant les phases de prototypage. Cela prend en compte
l’ouverture, les feux et explosions liées aux batteries Lithium-ion.
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Introduction and Context

Contents
1.1 Li-ion batteries in the context of the energy mix trans-

formation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
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1.5 Li-ion batteries and CFD . . . . . . . . . . . . . . . . . . . 12
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1.1 Li-ion batteries in the context of the energy
mix transformation

The growing collective awareness on questions of energy production and distribu-
tion is built on two centuries of research, controversy and breakthroughs. Starting
from observations made in the early 1800s by Fourier, and regularly enhanced until
the beginning of the XXth century by Foote, Tyndall and Arrhenius, the notion
of greenhouse e�ect slowly raised concerns. The massive use of fossil sources of
energy [122] emitting greenhouse gases (CO2, H2O1, CH4, N2O, ...) modifies the
radiative property of the atmosphere leading to warming runaway.

1The share from human activities adds to the share naturally present in the atmosphere

1



Chapter 1. Introduction and Context 2

In 1979, the first World Climate Conference2 reported the rapid course of global
warming and set milestones to fight the impending environmental and social crisis.
Demands for action flourished and updated reports listed the consequences of driving
the global mean temperature to an elevation exceeding 1.5¶C [114, 119, 120]3, fueling
political decisions to make in the years to come4. Massive droughts [258, 270], drastic
modifications of weather [211, 275], increase in sea-level due to ice-cap melting [61],
biodiversity depletion [217, 170, 82] will impact societal constructions in the very
near future [134, 4, 106].

The energy industry must change and adapt a new calendar where sustainable
production and distribution chains are prioritized [121], while reducing inequality
in access to energy [28]. The energy mix started to evolve towards less carbonated
fuels, and sustainable forms take a greater share, intended to grow rapidly [58] (see
Fig. 1.1.1).
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Figure 1.1.1: Energy distribution in 1973 and 2019, reproduced from [122].

With an increase of sustainable energy sources (often under the form of elec-
tricity), e�cient storage systems become the kingpin in multiple domains. Energy
production-consumption su�er from seasonal variability [123], demanding long-term
storage systems. In addition to this, renewable energy can be submitted to day-
to-day/hour-to-hour cycle variations (solar panels, wind turbines, ...) adding the
problem of short-term storage. Producing safe and reliable storage to smooth pro-
duction versus demand is essential. In conjunction of the energy sector, portable

2Held in Geneva, February 12 to 23, 1979
3Funded in 1988, the Intergovernmental Panel on Climate Change (IPCC) delivered their most

recent full reports during the 2021-2023 period
4Such as the Paris Agreement under the United Nations Framework Convention on Climate

Change, held in Le Bourget, November 30 to December 12, 2015
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solutions for transportation or personal devices drive a rapid increase in the de-
velopment of a�ordable storage strategies [107]. Realistic solutions include the use
of carbon-free fuels (mainly hydrogen and ammonia) to feed the next generation
of combustion devices, and hydrogen fuel cells or Lithium-ion (Li-ion) batteries to
supply electrical systems. Technological breakthroughs are expected to fill the gap
between low-carbon and conventional fossil sources of energy [235, 14, 71, 70] (see
Fig. 1.1.2). Recent findings motivate the use of hydrogen as a preferred source of
energy for the future, with increases in specific energy and energy density of recent
and coming technical solutions [204, 8, 266], shifting hydrogen storage closer to the
liquid hydrogen physical limits (2.3 kWh.L≠1, 33.3 kWh.kg≠1). During the techno-
logical revolution to come, Lithium-ion is expected to play a crucial transitioning
role [304].
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Figure 1.1.2: Energy density versus specific density of energy storage systems and ma-
terials, reproduced from [235].

Already widespread, Li-ion benefits from its maturity to solve successfully a va-
riety of storage, and conversion questions [9, 239, 289, 158, 224]. Li-ion batteries are
the preferred storage system for wind and solar energy production-demand man-
agement [68, 234, 156, 295], and are the center of attention concerning personal
vehicles [25, 177, 124, 300, 66]. The sudden increase in battery production in re-
cent years [123] due to the promotion of greener mobility and consumption drives
the necessity to improve production processes [69] and mitigate safety flaws. This
latter concern is the object of study in this work. Li-ion batteries are prone to spe-
cific accidents leading to fires and explosions. The following section summarizes the
past decade’s accidentology around Li-ion batteries, setting the bigger picture for a
numerical study of battery-related combustion scenarios.
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1.2 Accidentology around Li-ion batteries

The acceleration of the Li-ion market increased the occurrence of statistically rare
events called Thermal Runaway (TR). A certain propensity to become thermally
unstable has been observed, leading to critical fires and explosions. Before elabo-
rating on the triggers of such events, a list of incidents widely covered in the media
is proposed. The list is divided into two parts, making a distinction between ’fires’
and ’explosions’. ’Fires’ refers to overall steady long-lasting flames, where no blast
is heard, while ’explosions’ is reserved for rapid expanding free flames accompanied
by overpressures. Table 1.2.1 summarizes recent fires events and Table 1.2.2 lists
explosions.

Table 1.2.1: Fire accidentology summary concerning large scale Li-ion storage systems
or facility and transportation applications.

Year Location Description Source
2013 Boston

(USA)
Boeing 787 Dreamliner grounded
during investigation of battery in-
duced fires.

https://bit.ly/3zHphX2

2014 - Sony recalls a recently released
computer due to battery malfunc-
tion and risks of fires.

https://bit.ly/3UkdYh4

2016 - Samsung compelled to recall
phones due to multiple battery
fires.

https://bit.ly/3nYbM2E

2017 Drogenbos
(Belgium)

A large fire destroys an Energy
Storage System (ESS).

https://bit.ly/3Yl7kZV

2018 - (S. Korea) Several ESS catch fire, raising
concerns about their widespread
use in solar panel farms.

http://bit.ly/43ksk5e

2021 Morris
(USA)

Large fire and toxic smoke due to
the defect of cells in a large un-
protected storage facility for Li-
on batteries.

http://bit.ly/3TW28rr

2022 Azores
(Portugal)

A fire in a cargo ship, fueled by
burning electric vehicles, is di�-
cultly put out by maritime au-
thorities.

https://bit.ly/41aAwD5

2022 Paris
(France)

Two electric buses rapidly burn
down after a battery malfunction.

http://bit.ly/3OxuTtv

Continued on next page

https://bit.ly/3zHphX2
https://bit.ly/3UkdYh4
https://bit.ly/3nYbM2E
https://bit.ly/3Yl7kZV
http://bit.ly/43ksk5e
http://bit.ly/3TW28rr
https://bit.ly/41aAwD5
http://bit.ly/3OxuTtv
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Table 1.2.1 – Continued from previous page
Year Location Description Source

2023 Sacramento
(USA)

Electric vehicles fires are regu-
larly broadcasted, feeding the re-
luctance of the public to transi-
tion towards full electric.

https://bit.ly/3zK5je9

2023 Poitiers
(France)

A battery module catches fire un-
der the seat of a wagon from an
attraction in an amusement park,
two people are injured.

https://bit.ly/41kdJ7W

Table 1.2.2: Explosion accidentology summary concerning large scale Li-ion storage
systems or facility and transportation applications.
Year Location Description Source

2017 Houston
(USA)

Train car catches fire and a con-
tainer of Li-ion cells explodes.

http://bit.ly/3gAJ58q

2019 Surprise
(USA)

TR led to gas accumulation con-
cluded by the explosion of an
ESS.

http://bit.ly/3U8Fo80

2019 Montreal
(Canada)

An electric vehicle caught fire and
vented flammable gases inside the
garage that eventually blew up.

http://bit.ly/3OvO9rx

2019 Boulouparis
(France)

Two ESS catch fire in a solar
panel station, one container ex-
plodes after the intervention of
firefighters.

https://bit.ly/3HBeHWH

2019 Bergen
(Norway)

An hybrid ferry is hit by a fire.
Hours after extinction, an explo-
sion occurs in an adjacent room.

http://bit.ly/3Vf9Ei8

2020 Sanming
(China)

An electric car explodes due to
charging malfunction, despite wa-
ter cooling

http://bit.ly/3FnEnDG

2021 Ningxiang
(China)

An explosion occurs at a battery
recycling factory.

http://bit.ly/3i4p22H

2021 Beijing
(China)

A large battery in fire explodes
during the intervention of fire-
fighters.

http://bit.ly/3EoOo2Q

2022 Cheongju
(S. Korea)

Blasts are heard before fire and
smoke destroys a cathode produc-
tion factory.

http://bit.ly/3EXYoBL

Continued on next page

https://bit.ly/3zK5je9
https://bit.ly/41kdJ7W
http://bit.ly/3gAJ58q
http://bit.ly/3U8Fo80
http://bit.ly/3OvO9rx
https://bit.ly/3HBeHWH
http://bit.ly/3Vf9Ei8
http://bit.ly/3FnEnDG
http://bit.ly/3i4p22H
http://bit.ly/3EoOo2Q
http://bit.ly/3EXYoBL
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Table 1.2.2 – Continued from previous page
Year Location Description Source

2022 Althengstett
(Germany)

An explosion destroys an apart-
ment building after a solar panel
battery fails.

http://bit.ly/3OyqSVW

2022 Fuzhou
(China)

A blast destroys an electric car
after battery enter thermal run-
away due to summer heat.

https://yhoo.it/3YkSClm

The storage and transportation of batteries raise concerns at the highest lev-
els [73]. Studying the triggers and mitigation opportunities to Li-ion-related com-
bustion events forms the thread of the study proposed in this manuscript. The
description of canonical Li-ion batteries follows, and explanations on the origin of
battery decomposition and the definition of scenarios to focus on complete this in-
troduction chapter.

1.3 Description of Li-ion batteries

Before defining Thermal Runaway, it is necessary to describe the main components
and formats available in the Li-ion family, showing the diversity of scales to consider.

1.3.1 The Li-ion cell

The Lithium-Ion battery technology is adapted to various formats depending on
the targeted application. The fundamental brick of Li-ion battery packs is the cell,
where the critical chemical events occur. Four distinct cell categories are commonly
used: 1. Pouch cells, 2. Prismatic cells, 3. Cylindrical cells, 4. Coin cells (see
Fig. 1.3.1) [238]. For pouch cells, internal components are put into a soft bag. The
bag is drained from gases. Aluminum foils are commonly used for their strength and
isolating properties but polymer based bags are also considered. The softness and
thinness of the material is a direct limitation to bending resistance and increases cell-
to-cell thermal transfers, sti� spacers and hard-shell casings are used when mounting
the final battery. Prismatic and cylindrical cells are of common use in large battery
packs, and stainless-steel is preferred o�ering structural resistance, and accessibility
to the raw material. Coin cells apply to small systems where volume and weight
is limiting, and where the power demand is low. The casing is usually made of
stainless-steel [283].

http://bit.ly/3OyqSVW
https://yhoo.it/3YkSClm
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3. Cylindrical

1. Pouch 2. Prismatic

4. Coin

Figure 1.3.1: List of the most common cell housing types with illustrating examples [231].

Vent
holes

Vent
disk

z

x

y
.

zy

x

.
z

y

x

H
o

u
si

n
g

Je
ll

y
-R

o
ll

Gas extraction
tube

Cathode-anode
ensemble layers

a) b) c)

Figure 1.3.2: Description of the components of a generic Lithium-ion cell (here the 18650
cylindrical cell is chosen) [79]: a) External aspect of the cell, b) Longitudinal cut of the
cell, c) Transverse cut of the cell with the depiction of the many layers composing the
cathode-anode ensemble.
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A general representation of a 18650 Lithium-ion cell is given in Figure 1.3.2.
The 18650 format representing a cylindrical cell of 18 mm in diameter and 65 mm
in length is prevalent in the industry [192], and will be taken as the object of study
when an example is needed. A closer look on one layer of anode-cathode ensemble is
given in Fig. 1.3.3. Battery charging and discharging phases consist in the migration
of Li+ ions between anode and cathode. While the anode is often made of a copper
sheet coated with graphite, a larger diversity exists for the cathode, depending on
the use case (power demand, current demand, endurance, ...). In general, the order
of magnitude of the energy available for one cell ranges from 0.1 Wh to 100 Wh,
which is perfectly fitted for small scale applications (portable devices). When larger
applications are targeted, cells can be packed to form modules (0.1-10 kWh), or con-
tainers (up to a few MWh). More information on battery pack designs is proposed
in the next section.
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Figure 1.3.3: Schematic representation of one cathode-anode layer [233, 283], with charg-
ing and discharging phases.

1.3.2 Battery pack designs

For large applications requiring higher energy/power levels, cells are integrated into
modules or into packs, and wired through power electronics, along with a Bat-
tery Management System (BMS), to fit performance and safety requirements (see
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Fig. 1.3.4). In case of a single cell failure, heat could propagate from cell to cell,
resulting in the triggering of TR in adjacent cells, multiplying the problem of heat
generation and fire by the size of the system. Three characteristic rule-of-thumb
dimensions can be introduced for the problem of failing batteries:

1. Cell level: The characteristic dimension is the cubic centimeter. The energy
scale is the Wh (ex. portable devices such as phones).

2. Module level: For modules containing the equivalent of 10 000 individual
cells, characteristic dimensions reach 0.1-1.0 cubic meter, scaling to the kWh
(ex. individual electric vehicle).

3. Container level: Selected to store from large scale energy production facility,
containers are filled with the equivalent of several hundreds modules, in several
cubic meters, reaching the MWh scale (ex. solar power-plant storage system).

1. Cell 2. Module 3. Container

1
 c

m

10 cm
1 m

Figure 1.3.4: Representative scales of battery packaging [231].

While most critical issues with batteries are linked to the higher scales (large
fires, explosions), an important part of the work implies to understand the physics
at the smallest scale. The origin of large battery failures is often identified to be
caused by a fault at the smallest scale, propagating from scale to scale due to heat
transfers [248, 150, 74, 51]. The key phenomenon at the source of most failing
batteries that leads to fire is the Thermal Runaway of one cell. A description of the
chain of events triggered when cells enter in Thermal Runaway mode is the subject
of the next section.

1.4 Thermal Runaway

When misused or malfunctioning, lithium-ion batteries are submitted to a critical
self-heating accompanied by a production of hot flammable and toxic gases, that
can lead to fire: it is called a Thermal Runaway (TR) [164, 75, 144, 86, 26, 44]. A
familiarization to TR triggers and chain of key events is proposed in this section.
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1.4.1 Thermal Runaway triggers

At the source of TR events, there are self-heating reactions in a medium where a
large amount of chemical energy is stored [78, 76]. The trigger for these reactions
are classified into three main categories [44]:

1. Mechanical abuse: When the cell is punctured, bent, crushed or cracked
open, layers of anode and cathode made to be isolated using the separator
are forced in contact, creating a local short circuit, often the source of an
electrical arc releasing suddenly heat into the medium. It locally vaporizes
the components, and initiates the reactions between components originally
isolated [75].

2. Electrical abuse: A first type of electrical abuse is the external short-circuit
of the cell which generates a sudden heat release at electrodes collectors. The
energy released is su�cient to initiate the exothermic reactions of decompo-
sition of the electrolyte material, starting TR [139, 249]. A second type of
electrical abuse is the overcharge due to a malfunction of the battery man-
agement system. The excess current flowing into the battery produces heat
due to internal resistance which triggers reactions homogeneously [249]. It is
a critical abuse condition as TR is violent and no internal propagation phase
is needed.

3. Overheating: Overheating-to-TR experiments are typical safety tests to per-
form in order to validate the capability of the cell to resist to its surrounding
constraints. When the temperature overshoots the electrolyte ebullition tem-
perature, bubbles form, and the separator shrinks giving way to short-circuits,
leading to TR [75, 164].

One or more abuse conditions may occur at the same time, speeding up the
first steps of TR, jumping rapidly to reactions at the cell level. Also, aggravating
factors have been identified. For example, the State of Charge (SoC) of the battery
is used to evaluate the level in % of ions intercalation inside each side. If the SoC
is maintained over 100 %, the resistance to mild abuses (shocks, mild overheating,
...) is reduced and the cell may become prone to switch violently to TR mode [249].
Also, aging or initial small production defects move batteries closer to instability.

Overall, once reactions are triggered, the chain of events is similar for all abuse
conditions. The thermal runaway rapidly extends to the entire cell due to the heat
produced [301, 78]. The typical course of events in the minutes following the trigger
is further outlined in the next section.
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1.4.2 Course of Thermal Runaway

The course of Thermal Runaway, from one failing cell to the propagation to higher
scales is depicted in Fig. 1.4.1.
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Figure 1.4.1: Usual course of the thermal runaway using a cut-view of a 18650 cell [75]:
the di�erent phases refer to the temperature at the cell surface [96].

After TR is triggered (1. in Fig. 1.4.1), the reactivity increases exponentially
inside the cell, self sustained by the exothermic reactions. Flammable gases are
produced which increases the pressure inside the cell (2. in Fig. 1.4.1). To avoid
a complete rupture of the cell structure, the over-pressure must be managed. For
prismatic and pouch cells, the corners and joints are structural weak points, and
they tend to brake first. For cylindrical cells, the strength of the structure makes
mandatory to add breaking disks, calibrated to open under a certain pressure (3.
in Fig. 1.4.1). The opening pressure of both types of cell is strongly depending on
the manufacturer, but for example, Mier et al. [11, 188] obtained experimentally the
opening pressure for two types of 18650 cells. The mean value reaches 2.03 MPa.
For a battery venting into the atmosphere, a ratio of 20 exists between the internal
pressure and the atmospheric pressure. The sudden expansion lowers the tempera-
ture of the cell and slows down the decomposition reactions. However, reactions are
still running and temperature increases again along with the mass-flow of the gases
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vented out by the opened cell, leading to the formation of a sustained jet or, in case
of ignition, a jet flame (4. in Fig. 1.4.1). The heat produced by the failing cell and
eventual flames propagates inside the module until TR is triggered generally (5. in
Fig. 1.4.1). Three potential conclusions come in the picture: 1. the entire battery
burns down, 2. unburnt gases accumulate in the free space and mix with air, leav-
ing the explosive mixture for a potential delayed ignition, 3. countermeasures are
in place to slow down the propagation from cell to cell (cooling circuit, inert gases
injection, ...).

All the phases identified during TR are critical from a design point of view. Be-
ing able to assert them properly helps to reduce the consequences of a cell failure.
The simulation of a selection of critical events based on design choices becomes an
interesting tool to avoid additional costs during prototyping phases, and di�culties
during tests for badly designed batteries, by selecting a priori promising designs.

1.5 Li-ion batteries and CFD

In view of the consequences of a badly managed TR, multiple studies have been
focused on the reproduction of Li-ion accidents, experimentally and numerically.
Compilations of results have been proposed [75, 252, 44, 227] which are essential
to feed simulation frameworks with operating conditions and geometries of interest.
The access to operating conditions is key, and may be complex for such safety pro-
cesses. Venting following cell opening is explored in [151, 79, 96, 97] with a special
focus on the opening process in [11]. Cell fire is characterized in [85, 164, 150, 88]
which leads to the documentation of its impact on the process of heat propagation
into larger batteries [157, 87, 282, 242, 280]. More rarely, explosions due to vent
gases begin to be documented opening the perspectives to high fidelity simulations
of such critical events [62, 111, 112]. Once operating conditions are selected, sce-
narios using simulation can be proposed, for example by computing the influence of
TR on cell structure [80, 160, 159], or reproducing internal processes [135, 281]. In
that direction, the use of Computational Fluid Dynamics (CFD) becomes essential
to observe and predict flows induced by TR, including venting, fires and explosions.
In recent studies, CFD has been applied to cell venting [161, 136] and cell fire [143]
showing the feasibility and potential of such simulations. Also, applications to heat
propagation for the design of cooling systems is discussed in [162, 250, 278]. Eventu-
ally, the topic of CFD simulations of TR vent gases induced explosions is a growing
subject [111, 112, 205] where mitigation solutions have to be prepared.

In the work presented here, approaches to perform CFD simulations of battery
accidents are proposed using the platform AVBP [37, 237], serving as a laboratory
for the development of tools, and procedures applied to Li-ion accidents. Steps to
take in order to ensure a level of fidelity of the scenarios reproduced is at the center
of the discussions.
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1.6 Objective definition

In order to treat generic scenarios related to failing Li-ion batteries and enhance ap-
plicability, reference to the widely used 18650 design will be preferred (see Fig. 1.3.2).
As mentioned in the previous section, typical events can be isolated during TR,
where critical flow structures can be observed, reproduced experimentally, and nu-
merically. Studying them separately help to assert how design and flow interact,
depending on the phase and scale represented. For this study, and in particular for
18650 cells, three main events are part of the objectives:

1. Opening: The simulation of the sudden opening of a 18650 cell is proposed,
along with the impact of confinement on the venting process.

2. Sustained venting: The simulation of flames igniting on top of a 18650 cell
is then given, asserting the e�ect of vent cap design and cell internal chemistry.

3. Explosion: The simulation of the delayed explosion of unburnt gases mixed
with air in di�erent configurations concludes the objective, helping to scale
up from a one-cell-problem to a many-cells-problem. Explosion is identified
as the most critical issue at the scale of a module. Cell-to-cell propagation is
part of the perspectives of this study.

When considering the multitude of potential failures leading to combustion for
Lithium-ion applications, it is necessary to assert where simulation could help to 1.
predict incidents and 2. help to design the next generations of batteries in terms
of thermal management, composition, or safety add-ons. The three critical events
targeted give way to multiple questioning where methods from the existing must be
verified or adapted. To obtain qualitative and quantitative results for these events,
it is necessary to set and adapt simulation backgrounds for Li-ion vent gases under
typical TR conditions, and propose validations and applications of the methodology
to assert Li-ion related safety issues. It demands several actions addressed in this
manuscript:

1. Part I: An introduction to the background concepts used for the simula-
tion of critical events during TR is given, including governing equations
(Chapter 2), theoretical aspects of flow structures observed around failing
batteries (Chapter 3), the choice of a simulation framework to alleviate
constraints posed by the listed flow structures (Chapter 4).

2. Part II: It is followed by the description of the gases vented-out by a failing
battery (Chapter 5) and a kinetic modelling of these gases that generalizes
well under the range of combustion phenomena targeted (Chapter 6). It
is completed by the study of canonical 1D scenarios with Li-ion vent gases,
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helping to prepare 3D simulation setups, in terms of flame modelling and shock
handling for such mixtures (Chapter 7).

3. Part III: A first experimental/simulation validation is performed, for a lab-
oratory scale configuration mimicking conditions of venting around a single
cell (Chapter 8). Cases targeted are: 1. turbulent inert jets at high mach
numbers to reproduce opening (Chapter 9), 2. ignition and stabilization of
turbulent di�usion jet flames close to conditions of sustained venting of hot
vent gases (Chapter 10).

4. Part IV: The focus is then on applications to the design of cells, for cases rep-
resentative of real TR situations with the focus on cell opening (Chapter 11),
and sustained venting and fire (Chapter 12).

5. Part V: To go beyond the scale of one cell, it is proposed to assert the feasi-
bility of Li-ion related explosion simulations. Explosions in open tubes of vent
gases premixed with air, without obstacles (Chapter 13), and with obstacles
(Chapter 14) are targeted based on literature experimental results, giving
perspectives for the design of modules using simulation, including explosion
scenarios predictions.

The study is supported by SAFT batteries5 and TotalEnergies-OneTech6 both
inputting industrial aspects, and funding experimental investigations conducted at
the Pprime institute7. Part of the work also benefitted from HPC resources from
GENCI-IDRIS8. The complementary contribution of modelling, experimental vali-
dation and demonstration of potential applications must help to ensure a certain
level of confidence when applying simulation methodologies to solve the three critical
events observed when Li-ion batteries become thermally unstable. It is proposed to
take a step towards a larger use of simulation at prototyping phases when targeting
new safer battery designs.

5111 Bd. Alfred Daney, 33074 Bordeaux, France [231]
692400 Courbevoie, France [263]
72 Bd. des Frères Lumière, 86360 Chasseneuil-du-Poitou, France [218]
8Rue John Von Neumann, 91403 Orsay, France [90, 117]
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In this chapter, general equations describing compressible reactive flows are in-
troduced. The equations set the grounds for theoretical details specific to turbulent
flows, combustion, shocks and expansions.

2.1 Multi-species reactive Navier-Stokes

Modern fluid dynamics mathematical descriptions inherited from three centuries of
evolution. From Euler’s equations in 1757, and theoretical inviscid fluid dynamics,
to the addition of viscosity notions by Navier and Stokes during the XIXth century.
When considering reacting flows, several species composing a mixture must be linked
through reactions. To describe a mixture, the molar (resp. mass) fraction of the
species n œ J1, NK in the global mixture Xn (resp. Yn) is defined as the ratio between
the number of moles of species n divided by the total number of moles of the mixture

17
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(resp. the mass of species n divided by the total mass). Both descriptions are linked
by the molecular weight of species n, Wn:

Yn = XnWn

Nq
m=1

XmWm

(2.1)

Both fractions conveniently sum to one. Then, an extension of the conservation laws
for multi-species compressible newtonian fluids can be written as follows [213]:

Mass conservation:
ˆfl

ˆt
+ ˆflui

ˆxi
= 0 (2.2)

Momentum conservation:

ˆfluj

ˆt
+ ˆfluiuj

ˆxi
= ≠ ˆ

ˆxi

Q

ap”ij + µ

Q

a2
3

ˆuk

ˆxk
”ij ≠
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ˆuj

ˆxi
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ˆxj

BR

b

R

b (2.3)

Species conservation:

ˆflYn

ˆt
+ ˆflYnui

ˆxi
= ≠ˆflYnVi,n

ˆxi
+ Ê̇n (Yn, T ) (2.4)

Energy conservation:
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+ ˆ
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ˆxi

B

+ ˆ

ˆxi

Q

a
Nÿ

n=1
flYnVi,nhs,n

R

b + Ê̇T (Yn, T )
(2.5)

where fl is the density, p the pressure, T the temperature. (ui)iœ{1,2,3} are the ve-
locity components, and E the total energy (E = es + uiui

2 ). The mass fractions,
mole fractions, molecular weights, Schmidt numbers, production rates and sensible
enthalpies of the nth species (n œ J1, NK) are written as Yn, Xn, Wn, Scn, Ê̇n and
hs,n respectively. (”ij)i,jœ{1,2,3} is the Kronecker delta, Ê̇T is the heat release rate,
Cp is the mixture specific heat capacity, µ is the laminar dynamic viscosity, and ⁄
is the mixture conductivity. The perfect gas law closes the set of equation:

p = flrT (2.6)
where r is the specific gas constant of the mixture.

For simplification purposes, the two reciprocal Dufour e�ect (variations of tem-
perature due to species gradients) and Soret e�ect (di�usion induced by temperature
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gradients) are discarded in these equations and in the rest of this work. Those e�ects
are negligible in most applications targeted here [93], except for hydrogen combus-
tion where future works will focus on closing this modelling gap.

In conclusion, for these expressions, the reactive multi-species framework intro-
duces two mechanisms which influence flow properties. The first one (transport
processes) includes di�usion velocities, viscosity and conductivity. The second one
concerns chemical reactions between species. The following sections emphasize the
most common solutions chosen to assert those problems.

2.2 Transport properties

Strategies to compute di�usion velocities Vi,n, mixture dynamic viscosity µ, and
mixture thermal conductivity ⁄ in CFD can be gathered into three categories. They
are introduced, following a descending computational cost order.

2.2.1 Multi-component transport

Solving for exact di�usion velocities Vi,n is done by searching the solution of the
N ◊ N -sized linear system for each of the three directions (i œ 1, 2, 3) [286]:

ˆXm

ˆxi
=

Nÿ

n=1

XnXm

Dnm
(Vi,n ≠ Vi,m) (2.7)

for m œ J1, NK. Dnm = Dmn corresponds to the binary di�usion coe�cient of species
n into species m. Pressure forces, gravity and electro-magnetism are neglected.

This type of transport is adapted to chemical solvers under very simple cases [99].
In practice, due to the number of species, the mesh refinement, and mesh total
number of cells necessary to simulate complex 3D combustion phenomena precisely,
the computation of the di�usion velocities at each mesh node, each time step, for
three directions is generally too intensive for CFD solvers. Therefore, simplifying
assumptions are to be made.

2.2.2 Mixture-averaged transport

A first order approximation of the system given in Eq. 2.7 is proposed by Hirschfelder
and Curtiss [113, 92]:
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V a
i,n = ≠Dn

Xn

ˆXn

ˆxi
(2.8)

where Dn is the di�usion coe�cient of species n into the mixture:

Dn = 1 ≠ Yn

Nq

m=1,m”=n

Xm
Dmn

(2.9)

To render a mass conservative version of this first order approximation, correction
velocities V c

i must be added so that
Nq

m=1
Ym

1
V a

i,m + V c
i

2
= 1:

V c
i =

Nÿ

m=1
Dm

Wm

W

ˆXm

ˆxi
(2.10)

Eventually, the di�usion velocities write as:

Vi,n = V a
i,n + V c

i = ≠
Q

aDn

Xn
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R
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In addition, mixture dynamic viscosity is obtained using the modified Wilke
formula [285, 181]:

µ =
Nÿ

n=1

µnXn

Nq
m=1

Xm�nm

(2.12)
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(2.13)

and for mixture thermal conductivity, a simpler combination averaging formula [183]
generally substitutes to the counterpart of Eq. 2.12 [182]:

⁄ = 1
2

Q

ccca

Nÿ

n=1
Xn⁄n + 1

Nq
n=1

Xn⁄≠1
n

R

dddb (2.14)

In the case of large CFD simulations, the computation of the di�usion coe�-
cients, the mixture dynamic viscosity, and mixture thermal conductivity can remain
costly, which motivates even further simplifications.
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2.2.3 Simplified transport

In addition to the Hirschfelder and Curtiss approximation, simpler strategies are
given here for the computation of the species di�usion coe�cients Dn, the mixture
dynamic viscosity µ, and the mixture thermal conductivity ⁄. For the combustion
of mixtures in air, temperature-dependant empiric laws are often used such as the
Sutherland law:

µ = A

A
T

Tref

B 3
2 Tref + B

T + B
(2.15)

or the Power law:

µ = A

A
T

Tref

BB

(2.16)

where A and B are parameters that can be optimized to better fit the specifications
of the mixture, under the design operating conditions of the combustion process.
Tref is the reference temperature (usually Tref = 300 K).

For the computation of Dn and ⁄, the species Schmidt numbers Scn and the
Prandtl number Pr are defined as:

Scn = µ

flDn
(2.17)

Pr = µCp

⁄
(2.18)

to which can be added the species Lexis number Len depicting the ratio between
thermal di�usion and species di�usion:

Len = Scn

Pr (2.19)

In most combustion applications, the species Lewis numbers show little to no
variation across the flame front [213]. The assumption of constant Lewis number is
therefore often used, and extended to constant Lewis and constant Schmidt numbers
as this latter quantity is also close to be constant in common combustion scenarios.
Thus, prescribing constant Scn and Pr a priori to the CFD computation allows to
compute the searched di�usion coe�cients Dn and thermal conductivity. The con-
stant Scn and Pr can be adjusted from values taken experimentally and adapted to
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better fit macroscopic magnitudes such as laminar flame speed, adiabatic tempera-
ture, burnt products, ... It represents a convenient, and cost e�cient way to model
transport in a large spectrum of conditions with good confidence.

For the rest of this study, multi-component and mixture-averaged transports
will be applied for the 0D-1D chemical solver Cantera [99], whereas the simplified
transport will be preferred in the 3D CFD solver AVBP [37].

2.3 Chemical kinetics modelling

The reactive Navier-Stokes system of equations embarks source terms that account
for chemical reactions in species conservation (Eq. 2.4) and energy conservation
(Eq. 2.5). Chemical kinetics modelling allows to approximate species production
rates Ê̇n (kg.m≠3.s≠1) and heat release rate Ê̇T (J.m≠3.s≠1). To compute these terms,
the large number of species and their elementary reactions involved in the combus-
tion processes must be encapsulated, including intermediate species that eventually
influence the final stable equilibrium. this final state depends on temperature, pres-
sure, and initial composition. A chemical kinetic scheme gathers a set of species
and elementary reactions that reproduce the evolution of the chemical state of the
mixture at hand. The precision of the reproduction directly depends on the pre-
cision of the scheme. It is either achieved by accounting for a su�cient number
of reactions and species (e.g. detailed and semi-detailed/reduced schemes) which
generalizes well to several chemical scenarios, or by considering a well fitted one or
two-reactions scheme (global schemes), specialized for a limited range of scenarios.
The way a scheme is built is further introduced in the next paragraphs.

The M reactions between N species can be written under a system [213, 145]:

Nÿ

n=1
‹ Õ

nmAn �
Nÿ

n=1
‹ ÕÕ

nmAn (2.20)

where An is species n, ‹ Õ
nm and ‹ ÕÕ

nm are the stoichiometric coe�cient of species n in
reaction m. The species production rate Ê̇n writes as:

Ê̇n = Wn

Mÿ

m=1
‹nmQm (2.21)

where ‹nm = ‹ ÕÕ
nm ≠ ‹ Õ

nm, and Qm (mol.m≠3.s≠1) is the reaction rate of progress of
reaction m which is given by:

Qm = Kf
m

NŸ

n=1
[An]‹Õ

nm ≠ Kb
m

NŸ

n=1
[An]‹ÕÕ

nm (2.22)
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with Kf
m and Kb

m are the forward and backward reaction rates of reaction m, and
[An] is the molar concentration of species n. The computation of Kf

m and Kb
m is

directly dependant on the type of reaction involved. The fundamental brick is the
Arrhenius equation [145]:

Kf
m = –mT —m exp

A

≠Eam
RT

B

(2.23)

where –m is the pre-exponential constant, —m is the temperature dependence co-
e�cient, Eam is the activation energy, R is the universal gaz constant. Forms of
this equations are then adapted to fit the di�erent types of reactions involved in
combustion that are listed in the work of Cazères [33]. In reactions demanding a
backward reaction rate, thermodynamic equilibrium is used [145]:

Keq
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3
Patm

RT

4
Nq

n=1
‹nm

exp
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n=1

‹nmGn

RT

B

and Kb
m = Kf

m

Keq
m

(2.24)

where Patm = 101 325 Pa, and Gn = Hn ≠ SnT is the Gibbs free energy of species n,
Hn and Sn are the standard enthalpy and standard entropy respectively of species
n.

Lastly, the heat release rate Ê̇T is linked to the species production rates Ê̇n such
that:

Ê̇T = ≠
Nÿ

n=1
�h0

f,nÊ̇n (2.25)

where �h0
f,n is the mass enthalpy of formation of species n, which corresponds

by definition to the heat released by one kilogram of species n at the reference
temperature T0 = 298 K. Alternatively, when the energy conservation equation is
replaced by its temperature form, the heat release rate becomes [145]:

Ê̇Õ
T = ≠

Nÿ

n=1

A⁄ T

T0
CpndT + �h0

f,n

B

Ê̇n (2.26)

where the added term is the sensible enthalpy.

The selection of an approach to produce a chemical kinetic scheme able to prop-
erly reproduce a large panel of combustion phenomena linked to Lithium-ion bat-
teries is the subject of Part II.
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2.4 Governing equations and canonical flow struc-
tures

Following the general definition of essential conservation equations necessary to ap-
prehend reactive compressible flows, theoretical aspects of the flow structures ex-
pected around failing Li-ion batteries are given in the next chapter. Important
features of turbulent flows (Chapter 3 Section 3.1), combustion (Chapter 3 Sec-
tion 3.2), and supersonic compressible flows (Chapter 3 Section 3.3) are underlined.
It is concluded by the presentation of simulation frameworks selected to reproduce
the phenomena at hand (Chapter 4).
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The general concepts needed to understand the phenomena observed around
failing Lithium-ion batteries are presented in the following sections: turbulence,
combustion (referring to fires and explosions), and shocks/expansions (cell opening,
sustained venting). It helps to shed light on adequate general simulation frameworks
(Chapter 4), and the steps necessary to tackle the specifics of failing Lithium-ion
battery flows (Part II).
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3.1 Turbulent flows

Theoretically, the equations of Chapter 2 fully describe any reactive flow. However,
when targeting realistic non-laminar cases, an important limitation for simulation
arises under the form of turbulence and its scales. A redefinition of the equations
introducing modelling strategies for turbulence is necessary. To start with, an in-
troduction to the main theoretical aspects of turbulence is given.

The Reynolds number, a key quantity to determine the turbulent state of the
flow, is defined as the ratio between inertial forces and viscous forces: Re = flUL

µ ,
where U is the magnitude of the velocity, and L corresponds to a characteristic
length of the problem. As the Reynolds number increases, and depending on the
flow geometry, a transition occurs from laminar to turbulent conditions. At high
Reynolds numbers, the flow is driven by inertial forces which create coherent struc-
tures: vortexes or eddies, revealed by temporal and spatial velocity fluctuations.
The velocity can be decomposed as the sum of the mean contribution and the fluc-
tuation contribution: u(t) = u + uÕ(t), where here u represents the time averaged
velocity.

The eddies are inherently multi-scale, and three main zones can be defined to
group them by size [216]. The largest structures lie in the integral zone, and are the
most energetic ones. The wave number of these eddies is centered on the inverse
of the turbulence integral length scale Lt, which is of the order of the size of the
system. Turbulent energy is produced in this zone, and inertial e�ects dominate
largely viscous e�ects. The turbulent integral Reynolds number characterizes this
zone: Ret = fluÕLt

µ . The second zone groups eddies that interact, become unstable,
and break, transferring energy from the largest scales to the smallest scales. This
phenomenon is referred to as the Kolmogorov cascade. The last zone is delimited
by the Kolmogorov scale, where structures smaller than this scale are destroyed by
viscous forces, their turbulent energy transfer into heat. For homogeneous isotropic
turbulence, this scale ÷K is approximated by the relation [142, 216]:

÷K = LtRe≠ 3
4

t (3.1)

and its corresponding timescale writes: ·K = Lt
uÕ Re≠ 1

2
t . It can be easily compared to

the integral turbulent timescale: ·I = Lt
uÕ

3.2 Theoretical aspects of combustion

A brief summary of the theory of combustion is proposed in this section. It summa-
rizes concepts exhaustively reported in combustion notebooks [286, 210, 145, 213].
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Notions of mixing and stoichiometry are first given, followed by descriptions of
canonical laminar flames structures. The interaction between combustion and tur-
bulence is finally presented.

3.2.1 Mixing in combustion

Combustion is an exothermic oxidation reaction between fuel species and oxidizer
species. When considering flames, two main regimes are to be introduced: premixed
and non-premixed [213]. The first one describes processes where the oxidizer and
the fuel are mixed prior to combustion. The second one refers to all other cases, the
extreme one being di�usion flames where fuel and oxidizer come from two totally
separated streams. In order to characterize the chemical process, measuring the
relative amount of fuel versus oxidizer is key, for both regimes.

For hydrocarbons, the global stoichiometric combustion reaction in air (modelled
by a mixture containing 79% of dinitrogen N2 and 21 % dioxygen O2) is [286, 145,
213]:

CxHy +
3

x + y

4

4
(O2 + 3.76N2) æ xCO2 + y

2H2O + 3.76
3

x + y

4

4
N2 (3.2)

The stoichiometric ratio s can be defined as the mass ratio of air over fuel allowing
a complete consumption of both fuel and oxidizer [213]:

s =
A

Yoxidizer

Yfuel

B

st

=
3

x + y

4

4
Woxidizer

Wfuel
(3.3)

where Wa corresponds to the molar weight of a. By definition in this example,
Woxidizer = XO2WO2 + XN2WN2 (taken into pure air, XO2 = 0.21 and XN2 = 0.79).

For premixed regimes 1, the mixture is then represented by the equivalence ratio
„ [213]:

„ = Yfuel

Yoxidizer
◊

A
Yoxidizer

Yfuel

B

st

= s
Yfuel

Yoxidizer
(3.4)

so that excess fuel corresponds to „ > 1 (rich regime) and excess oxidizer corresponds
to „ < 1 (lean regime).

1Illustration: explosion of a closed vessel (module, storage room, ...) filled with gases vented
out by a failing cell and air.
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In non-premixed regimes 2, especially purely di�usion flames, a global equivalence
ratio is defined as „g = s

ṁ1
fuel

ṁ2
oxidizer

, where ṁ1
fuel is the mass flow of fuel in the inlet 1,

and ṁ2
oxidizer is the mass flow of oxidizer in the inlet 2. However, to inspect locally

the mixture, it is generally more convenient to introduce the mixture fraction Z
defined as [213]:

Z = sYfuel ≠ Yoxidizer + Y 0
oxidizer

sY 0
fuel + Y 0

oxidizer

(3.5)

where Y 0
oxidizer and Y 0

fuel correspond to the mass fraction of oxidizer in the oxidizer
stream and the mass fraction of the fuel in the fuel stream respectively. By con-
struction Z = 0 (resp. Z = 1) corresponds to pure oxidizer (resp. pure fuel).

Being able to locally assert the equivalence ratio and/or the mixture fraction in-
side a computational domain is essential to build adequate flame modelling. Specific
treatments concerning local equivalence ratio and mixture fractions measurements
applied to Li-ion vent gases are introduced in Chapter 6.

3.2.2 Laminar flame structures

Flame structures are often put into categories such that adapted theory and models
can be derived. The first distinction is made between premixed and di�usion flames.
The second distinction is made between laminar and turbulent flames, where the
laminar category refers to smooth flat flame fronts as opposed to flames wrinkled by
the flow turbulence. The study of laminar flames, even if they are rare in common
combustion applications, is essential as it is a fundamental brick in most turbulent
combustion models. Laminar premixed and di�usion flames are the topic of the
following paragraphs before introducing turbulent combustion in Section 3.2.3.

Laminar premixed flames

For premixed fuel and oxidizer, in absence of turbulence, a laminar flame can prop-
agate. When the case is reduced to a one-dimensional problem, corresponding to
a plannar unstretched flame, the flame acts as a wave propagating from the burnt
to the fresh gases at a constant speed namely the laminar flame speed sL. Fig-
ure 3.2.1 a) shows the canonical structure of a laminar premixed flame. Three main
zones can be highlighted in the reaction region. The preheat zone corresponds to
the pre-flame heating of the fresh gases with thermal di�usion. The inner reac-
tion zone is the thin flame front zone where the pre-heated fresh gases become hot

2Illustration: sustained flames at the cell outlet, made of pure vent gases jetting out in the
atmosphere.
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enough to trigger exothermic reactions. A large temperature gradient is observed
corresponding to a peak of heat release. After the flame front, a thicker post flame
region groups formation reactions of final products such as the CO/CO2 conversion
and the pollutant formation (soot particles, NOx, ...). The mixture reaches the
equilibrium state of burnt gases.

Fresh gases Preheat Reaction Postfame Burnt gases

Reactants Products

Burnt gas
temperature

Fresh gas
temperature

Heat
release

Equivalence ratio φ

Thermal
thickness δ

L Flame
speed s

L

φ = 1

T   / p  

T   / p  

T   / p  

T   / p  

Lean Regime Rich Regime

a) b)

prem

Figure 3.2.1: Structure of a 1D planar laminar premixed flame [145, 213]: a) Species,
heat release rate and temperature profiles, b) typical response of flame thickness and speed
to changes in fresh gases conditions.

Laminar premixed combustion of a given mixture is characterized by its laminar
flame properties such as, using x as the propagation direction:

1. the laminar premixed flame speed sL: it corresponds to the velocity of fresh
gases needed to reach steady state, and is equal to the consumption speed for
a laminar planar unstretched flame [213]:

sL = ufresh = sprem
c = ≠ 1

flfreshY fuel
fresh

⁄ +Œ

≠Œ
Ê̇fueldx (3.6)

2. the laminar flame thickness ”L: in this study, the flame thickness is evaluated
using the thermal thickness of the flame (see Fig. 3.2.1 a)) [213]:

”prem
L = Tburnt ≠ Tfresh1

dT
dx

2

max

(3.7)

Laminar flame speed and thickness strongly depend on fresh gas conditions such
as temperature, pressure, equivalence ratio, fuel (See Fig. 3.2.1 b)). The flame
properties must be correctly retrieved by simulation, and are generally compared to
experimental measurements using Bunsen burners or spherical bombs for example.
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Laminar di�usion flames

When fuel and oxidizer are supplied by di�erent streams, the di�usion of fuel and
oxidizer creates the opportunity to have a laminar di�usion flame as an interface.
Thanks to the separation between fuel and oxidizer, such flames are safer to produce.
The canonical structure of a di�usion flame is given in Fig. 3.2.2 a). Reactions are
centered at the stoichiometric line where fuel and oxidizer proportions meet stoi-
chiometry. It corresponds to the location of maximal heat release and temperature.
The flame displacement is exclusively controlled by the position of this line which
is the resultant of flow motions.

Fuel side diffusion Reaction

Fuel Oxidizer

Fuel
temperature

Heat
release

Strain rate a

diffusion
thickness δ

L

Integral 
 Heat Release

HRR
int

a) b)

Oxidizer
temperature

Oxidizer side diffusion

diff

Figure 3.2.2: Structure of a 1D planar counter-flow di�usion flame [145, 213]: a) Species,
heat release rate and temperature profiles, b) typical response of flame thickness and
integral heat release to changes in strain rate.

Similarly to laminar premixed flames, a classical approach to study di�usion
flames is the planar counter-flow di�usion flame which can be reduced to a one-
dimensional problem [213]. The di�usion flame can be characterized by its intrinsic
properties:

1. the peak temperature and peak of heat release rate T max and Ê̇max
T .

2. the integral heat release rate HRRint which corresponds to the integral along
the di�usion direction, and measures the power of the flame:

HRRint =
⁄ +Œ

≠Œ
Ê̇T dx (3.8)

3. the di�usion flame gradient thickness: in a di�usion flame the mixture fraction
goes from 1 in the fuel stream to zero in the oxidizer stream. Measuring the
thickness of its gradient similarly to the thermal thickness in premixed flames
allows to approximate the flame thickness, using the value of the gradient of
mixture fraction at stoichiometry [59]:
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”diff
L = Zfuel ≠ Zoxidizer

1
dZ
dx

2

st

= 1
1

dZ
dx

2

st

(3.9)

These parameters strongly depend on fuel and oxidizer composition, flow tem-
peratures, ... The di�usion process is also controlled by the global strain rate a.
For a planar counter-flow di�usion flame, its order of magnitude is often evaluated
as [213]:

a =

---ufuel
--- +

---uoxidizer
---

L
(3.10)

where u corresponds to flow velocity at the inlets, and L is the distance between
the inlets. When considering experimental/simulation comparison of counter-flow
configurations, a better evaluation of the global strain rate writes [240, 200]:

a = 2

---uoxidizer
---

L

Q

a1 +

---ufuel
---

|uoxidizer|

Û
flfuel

floxidizer

R

b (3.11)

where fl is the density at the inlets. For equal fuel and oxidizer densities, a ratio
of two exists between both evaluations. However, in this manuscript, and for the
applications targeted, it has been verified that there is a limited relative di�erence
between both formulations (30 % maximum), thanks to an overall lower density of
the fuel stream compared to the oxidizer stream. Also, because no comparison with
experimental counter-flow flames are performed, and owing to its simplicity and
wide-spread use, Eq. 3.10 is preferred. General e�ects of strain on di�usion flames
are depicted in Fig. 3.2.2 b).

In practice, premixing and di�usion often cohabit due to inhomogeneous mixing
or because of particular flow conditions (e.g. triple flames [63], or partially premixed
regimes). It is key to obtain the combustion regime on the fly in simulations. To do
so, flame indexes can be introduced such as the Takeno index [294]. The question
of an appropriate flame index for Li-ion vent gases is discussed in Chapter 7.

3.2.3 Turbulent combustion

Turbulent flow interacts with the flame, changing drastically its structure. The e�ect
of turbulence can be observed using the characteristic time scales of the flow and
the characteristic time scale of the combustion reactions. For premixed combustion
(similar conclusions can be found for di�usion), the combustion time scale is [210,
213]:
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·C = ”L

sL
(3.12)

which is the time taken by the flame to propagate by its own thickness.

Turbulence is usually described by two timescales (see Sec. 3.1): the integral
timescale ·I and the Kolmogorov timescale ·K . The flame-turbulence interaction can
be observed through three non-dimensional numbers, the Damköhler number Da =
·I
·C

and the Karlovitz number Ka = ·C
·K

, and the ratio between turbulent velocity and
laminar flame speed uÕ

sL
. The interaction regimes are then (see Fig. 3.2.3) [210, 213]:

1. For Ka < 1 and Da > 1, the flame depicts a thin flame front due to a fast
chemistry compared to all turbulent scales. The flame is bent by the turbu-
lence but the inner flame structure remains close to a premixed laminar flame
structure: it is the flamelet regime. If uÕ

sL
< 1 turbulence only wrinkles the

flame, it corresponds to the wrinkled flamelet regime. If uÕ

sL
> 1, the strong

wrinkling creates flame-flame interactions and pockets of fresh or burnt gases.
It is the corrugated flamelet regime.

2. For Ka > 1 and Da > 1, the largest structures in the flow still have larger
timescales than combustion while the smallest structure can modify the inner
structure of the flame. The flame appears to be thickened by turbulence, with
a larger pre-heat zone but the reaction zone structure remains close to the one
of the flamelet regime. It corresponds to the thickened-wrinkled regime.

3. Finally, for Da < 1, turbulence timescales are smaller than chemical timescales,
meaning that all the turbulent structures enhance mixing: the flame is in the
thickened flame regime. This regime asymptotically becomes a well-stirred
reactor as Da decreases towards zero.

The direct e�ect of wrinkling, especially in the flamelet regime, is an increase of
the flame surface. Thus, fuel consumption rises which promotes combustion. For free
flames (e.g. explosions) this means that the flame is displacing faster and produces
more heat. For anchored flames (e.g. furnaces) turbulence increases drastically the
power of the flame. The turbulent brush flame speed st is related to the laminar
flame speed sL by [286, 213]:

st

sL
= Atsc

ALsL
(3.13)

where At is the surface of the wrinkled flame, AL is the surface of the corresponding
non-wrinkled flame, and sc is the overall consumption speed (See Eq. 3.6). Fig-
ure 3.2.3 summarizes flame-turbulence interaction.
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Figure 3.2.3: Flame-turbulence interaction regimes [210]: dashed line delimit the tur-
bulent flame brush, the grey line depicts the limit between fresh gases and preheat zones,
the reaction zone is depicted by the thick black line.

3.3 Theoretical aspects of shocks and expansions

3.3.1 Shocks/expansions and failing batteries

During the entire course of the thermal runaway, multiple flow particularities can
be the source of a shock. It consists in a thin wave where flow quantities change
rapidly. A shock-wave propagates at a velocity higher than the local sound speed.
Di�erent types of shocks can be observed around batteries, depending on the flow
considered. At cell opening, moving shock-waves can propagate in the fluid at
rest due to the strong discontinuity between the elevated pressure inside the cell
and the atmospheric pressure. Then, series of shocks and expansion fans, forming
diamonds can be stabilized around the cell lips due to the strong under-expanded
jet flow. Finally, during explosion events, the rapid push of a mass of gas due to
the flame can create shocks around obstacles, or the flame acceleration can reach a
level where the flame itself tends towards the sound speed, making the transition
from deflagration to detonation possible if conditions are met [154, 48].

The following paragraphs give equations governing shocks and expansions
for simplified cases. References to these equations will be made throughout
the manuscript, when shocks or expansions come into the picture. Figure 3.3.1
gives schematic representations of these flow features encountered in supersonic
compressible conditions.

3.3.2 Normal shocks jump relations

Across a shock-wave perpendicular to the flow (obstacle in the flow, large turns),
Rankine-Hugoniot jump relations [221, 115] can be derived from upstream to down-
stream using the conservation equations for a steady adiabatic inviscid flow, and
a perfect gas. The relations link quantities upstream (marked .1) and downstream
(marked .2) the shock, only depending on the heat capacity ratio “ and the Mach
number upstream of the shock M1 [195]:
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Figure 3.3.1: Canonical supersonic flow configurations where theoretical solutions can
be derived [195].
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1
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1 ≠ “≠1

2
(3.14)

fl2 = fl1
(“ + 1)M2

1
2 + (“ ≠ 1)M2

1
(3.15)

p2 = p1

A

1 + 2“

“ + 1(M2
1 ≠ 1)

B

(3.16)

and the perfect gas law gives T2
T1

= p2
p1

fl1
fl2

. These relations help to build equations for
oblique shocks and give the profiles of propagating shocks, when looking closer at
shock tube experiments.

3.3.3 Oblique shocks relations

When a supersonic flow encounters mild turns, the deviation creates an oblique
shock. The angle — of the oblique shock is linked to the flow deviation angle ◊, and
the upstream conditions. — is derived, for a given upstream Mach number M1, and
a given angle ◊, by solving [195]:

tan ◊ = 2 cotan —

A
M2

1 sin2 — ≠ 1
M2

1 (“ + cos 2—) + 2

B

(3.17)

and the downstream conditions are retrieved using Eq. 3.14, Eq. 3.15 or Eq. 3.16
for M1 Ω M1 sin — and M2 Ω M2 sin(— ≠ ◊).
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3.3.4 Prandtl-Meyer expansion

Considering flow expansion, the reduced case of the Prandtl-Meyer expansion [219,
187] is generally taken for sharp corners [195]. The process is isentropic and the flow
turns smoothly in the expansion fan spanning from µ1 = arcsin 1

M1
to µ2 = arcsin 1

M2
(See Fig. 3.3.1). The downstream Mach number M2 is obtained by solving [195]:

◊ = ‹(M2, “) ≠ ‹(M1, “) (3.18)

where ‹(M, “) is the Prandtl-Meyer function:

‹(M, “) =
Û

“ + 1
“ ≠ 1 arctan

Û
“ ≠ 1
“ + 1(M2 ≠ 1) ≠ arctan

Ô
M2 ≠ 1 (3.19)

and because the process is isentropic, total quantities are conserved giving the ratio
between upstream and downstream quantities as functions of M1, M2 and “.

3.3.5 Moving shocks relations

Through a propagating shock, flow quantities change following specific profiles where
a normal shock and an expansion fan coexist. In particular, evaluating the pressure,
velocity and temperature profiles is key. They can be obtained, for a one-dimensional
moving shock, under the assumption of isentropic and inviscid flow, thanks to the
resolution of a Riemann problem. The typical structure behind a shock is depicted
in Fig. 3.3.2. It reproduces the theoretical course of a shock-tube experiment, where
a driver gas is pressurized until the diaphragm breaks, and a shock propagates into
the driven gas at the shock speed w. The interface between the driver gas and the
driven gas is the contact surface moving slower at the contact surface speed up.
The shock is accompanied by a rarefaction wave (expansion fan). The head of the
expansion fan moves at a velocity ≠cs4, where cs4 is the sound speed in the driver
gas.

The domain is separated into four zones: 1. Driven gas, 2. Between the shock
and the contact surface, 3. Between the contact surface and the expansion tail, 4.
Driver gas. In the following, the subscript .n denotes that the searched magnitude
is taken from zone n. Given the driver (resp. driven) mixture compositions, initial
pressures p4 (resp. p1), and initial temperature T4 (resp. T1), the solution to the
problem of Riemann using the method of characteristics gives w, up, and the profiles
of velocity, density, temperature, pressure behind a shock. Concerning the velocities
w and up [262]:
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Figure 3.3.2: Schematic reproduction of a shock-tube experiment with a depiction of
the typical shock profile [262].
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where cs refers to the sound speed, “ is the heat capacity ratio. The method of
characteristics applied to the expansion fan, and the fact that the expansion is
isentropic leads to [262]:

p4
p1

= p2
p1

Q
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(“4 ≠ 1) cs4

cs1

1
p2
p1

≠ 1
2

Ú
2“1

1
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1
p2
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≠ 1
22

R

ddb

≠ 2“4
“4≠1

(3.22)

where p4
p1

is known and p2
p1

can be found using an iterative solver, for example. The
main profiles are then extracted similarly, and shown in Fig. 3.3.3.

Directly behind the shock, the temperature is elevated and mixing between driver
and driven is possible close to walls. An ignition is then possible. It is used for
ignition delay measurement [60, 38], or to analyze venting of pressurized flammable
gases [95, 290, 293, 284, 298]. This latter studies motivates the observation of the
chain of events occuring when a pressurized cell suddenly opens and flammable gases
vent out and/or interact with obstacles (See Chapter 11).
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Figure 3.3.3: Profile of a shock propagating after the opening of a diaphragm. The
driver gas (resp. driven gas) is air at P = 2.0 MPa and T = 300 K (resp. P = 0.1 MPa
and T = 300 K. Pressure, temperature and velocity are depicted ((-) t = 0.0 ms, (-)
t = 0.1 ms, (-) t = 0.2 ms)

3.4 Preparing a simulation setup

The problems targeted when considering turbulent combustion or supersonic flows
in realistic 3D cases are generally too complex to be asserted theoretically and
simulation is introduced to obtain estimation of flow properties. Simulation setups
must guarantee fidelity and versatility to be generalized to varying flow conditions.
Such setups and the inherent constraints are developed in the upcoming chapter.
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From theory to simulation
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Because Navier-Stokes equations have analytical solutions only in simplistic con-
figurations, the system is solved numerically under its discretized form, both in time
and space. Therefore, the domain is divided into elementary volumes creating a
mesh, and the timeline into time-steps. The simulation consists in integrating the
discretized system at each time-step, starting from an initial time and an initialized
mesh, including boundary conditions. The numerical scheme represents the method
used to discretize the set of equation, which deeply influences the simulation’s fea-
sibility, stability, precision, and cost. In the next sections, main characteristics of
common numerical schemes will be given, followed by the challenges encountered
when simulating complex turbulent reactive flows. It leads to the presentation of

39
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the Large Eddy Simulation as a strategy to compute e�ciently the flows around a
failing cell.

4.1 Numerical simulations and inherent con-
straints

4.1.1 Numerical schemes

Three main categories of methods are commonly used to discretize the Navier-Stokes
equations: finite di�erences, finite volume, and finite elements, associated with im-
plicit or explicit time integration. Depending on the method, and the way it is
implemented, precision, stability, dispersive and di�usive properties vary. In this
work, only explicit time-integration will be used.

The precision often refers to the order of the method. It consists in measuring
the power at which the time-step �t and the space-step �x are elevated to inside the
truncation error of the scheme. An order two scheme, in space and time, means that
the di�erence between the true derivative and the discretized approximate derivative
is of the form O(�t2 + �x2). The higher the order is, the more improvements can
be obtained by increasing time and space resolution.

The stability describes the property of the scheme to resist to error amplification
both when integrating in time and space. For explicit integration, the Courant-
Friedrichs-Levy number (CFL) and Fourier (FO) numbers are conveniently intro-
duced [56, 254]:

CFL = (ÎuÎ + cs)
�t

�x
and FO = –

�t

�x2 (4.1)

where cs is the sound speed, and – = ‹ for the viscosity-related Fourier, – = ⁄
flCp

for the thermal-related Fourier, – = Dn for the species-related Fourier. For explicit
time-integration, imposing the stability of a scheme generally induces to constrain
the CFL and FO numbers of a simulation to low finite values, which in turn links
the space-step to the time-step. Demanding a high resolution (low �x) drives a low
time-step, which gives two major sources of extra costs.

Finally, the dispersive and dissipative properties refer to the behaviour of the
numerical integration when confronted to gradients. As an example, let us assume
that a wave packet is to be transported through the domain. A perfect scheme will
propagate the waves without changing numerically their velocity or their amplitude
through time and space. A dissipative scheme adds numerical di�usion to the phys-
ical di�usion, which will smooth numerically the solution. It is convenient in areas
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of large gradients but reduces the precision of a solution. A dispersive scheme prop-
agates the packet at non-physical velocities, which is, in the best case, reducing the
final accuracy, and, in the worst case, triggering instability and simulation failures.

Depending on the application targeted, the numerical scheme can be chosen for
its properties, easing the way to an accurate result at minimal costs. However,
stability criteria are generally the most critical constraint. When a given flow pat-
tern is to be reproduced with confidence, thus with a good resolution, the cost of
the simulation can increase drastically. Introducing modelling approaches is gener-
ally the most e�cient way to circumvent the issues. For turbulent flows, depicting
complex structures (flames, shocks), resolving the flow leads to fine meshing, and
through stability criteria, to low time-steps, thus high costs. More details about the
challenges to overcome are given in the following sections.

4.1.2 The challenge of turbulent flow simulation

In a flow simulation, if the objective is to render perfectly the flow characteristics, at
least all the turbulent structures larger than the Kolmogorov scale (Chap. 3 Sec. 3.1)
must be computed, meaning that the discretization of the domain is constrained by
this scale (�xmin < ÷K). This strategy is called Direct Numerical Simulation (DNS).
Based on the link made between time and space-steps which enforces the stability of
a numerical scheme, resolving entirely the turbulence demands high computational
resources and thus only apply to small cases (low Lt) and/or low Reynolds cases.
However, in practice, when targeting combustion cases such as furnaces, aeronautical
combustion chambers, open fires and jets, the scales and duration of the phenomena
become inaccessible with DNS.

As an example, let us consider the simulation of a fire in a battery module with
an internal dead volume of 0.1 m ◊ 1.0 m ◊ 1.0 m containing 18650 cylindrical Li-ion
cells (18 mm in diameter, 65 mm in length). The associated integral length scale is
estimated to be close to the Li-ion cell size: 20 mm. Typically, the turbulent integral
Reynolds is of the order of 1000 (it depends on obstacles, flow conditions, presence of
jets, ... and may be higher). The Kolmogorov scale becomes ÷K ƒ 1.1 ◊ 10≠4 m. By
meshing the volume with perfect regular tetrahedra of this size, it would require 6◊
1011 cells which is orders above the most expensive simulations currently a�ordable.
Also, depending on the numerical scheme used, stability criteria will impose low
time-stepping, making di�cult to obtain converged flow statistics or compute lasting
transient phenomena. While DNS is an ideal way to simulate turbulent flows, its
cost makes it impractical for most industrial, and/or large turbulent laboratory scale
configurations, where computational time cannot reach months in a development
process.

To alleviate this problem, approaches to model the turbulence and its unreach-
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able scales have been proposed. Two main families of solutions are the Reynolds
Averaged Navier-Stokes (RANS) approach, and the Large Eddy Simulation (LES)
approach.

RANS focuses on solving for mean temporal quantity based on a Favre averaged
version of the Navier-Stokes system [286, 210, 213]. Closure for turbulent flows are
insured by models that account for the e�ect of a given spectrum of the turbulence
on the mean quantities. The strategy is however limited to steady flow simulations
(which are not targeted in this work), and lacks representativeness regarding the
largest vortexes driven by the flow geometry, as models are generally fitted for the
smaller scales of the turbulence.

LES aims at separating large and small turbulent scales. Large eddy e�ects are
resolved while small scales are modelled. LES solves the space-filtered Navier-Stokes
set of equations so that the largest structures in the flow are accurately retrieved.
Subgrid-scale models complete the equations for the smaller unresolved eddies. The
approach is more specifically explained in Section 4.2.1.

4.1.3 The challenge of turbulent combustion simulation

Two main aspects are limiting when considering the simulation of turbulent com-
bustion. On the one hand, the steep gradients inside the reaction zone must be
su�ciently refined to give access to the right flame velocity, and power. It is true
for both turbulent and laminar regimes. Generally, in premixed conditions, five to
ten grid points are needed inside the laminar flame thermal thickness, which is of
the order of 100-500 µm [287]. It is often even more constraining than solving for
the Kolmogorov scale. For di�usion regimes, no hard limits can be defined [59], but
a good practice is to apply the same criterion as in premixed cases to resolve the
mixture fraction gradient (usually 1-2 mm thick). On the other hand, for turbulent
flames, solving wrinkling is essential to retrieve the flame macroscopic characteris-
tics.

Such mesh resolutions are only available for DNS-sized problems. When the
choice is made to use RANS or LES approaches it becomes mandatory to introduce
a flame-turbulence model which is able to alleviate the constraints imposed by both
chemistry and turbulence. In premixed regimes, the main models are the Bray-
Moss-Libby model [29], the G-equation model [189], the Filtered Tabulated Chem-
istry model [81] and the Thickened Flame Model [49]. For non-premixed flames,
Probability Density Function applied to external flamelet library can be setup [55].

This work uses the Dynamically Thickened Flame Model adapted to LES (DT-
FLES) for premixed regimes coupled with a Flame Index to deactivate thickening
in non-premixed zones. There, no model is applied and su�cient refinement is to
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be prescribed. More details are given in Section 4.2.2.

4.1.4 The challenge of shock simulation

Shockwaves are thin interfaces where quantities change in a nearly discontinuous
manner. Typically, the thickness of a shock is of the order of a few molecular
mean free paths (100-300 nm). This sti� problem makes it practically impossible to
simulate moving shocks with classical space and time stepping methods, where the
strong discontinuity must be imposed as a boundary condition. Shock capturing
methods locally modifying the dissipative property of the fluid are often added to
the CFD solvers [273], to avoid oscillations, and regularize the solutions. In this
manuscript, in addition to localized artificial di�usion [125] enhancement, the Cook
and Cabot hyper-viscosity sensor [54] and Localized Artificial Di�usion [251, 128]
are used. The models are described in Section 4.2.3.

4.2 A framework to unite LES and dedicated
models

The challenges posed by the simulation of a succession of sti� problems (turbu-
lence, combustion and shocks) requires a framework able to gather models under
the paradigm of LES where bricks can be tested separately, and appropriately fitted
to tackle the specifics of Li-ion-related CFD problems. The following sections give
details on the underlying filtered conservation equations of reactive LES and models
selected to complete the approach.

4.2.1 Governing equations for reactive Large Eddy Simula-
tions

Filtered Navier-Stokes equations

The Large Eddy Simulation paradigm uses the spatially filtered quantities such that
for a given filter F�:

f(x) =
⁄

f(y)F�(x ≠ y)dy (4.2)

and to avoid the addition of terms when applying filtering on the conservation
equations, the Favre mass-weighted filtering is generally proposed [213]:
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fl Âf(x) = flf(x) =
⁄

flf(y)F�(x ≠ y)dy (4.3)

In the following set of equations, the variables computed using the Favre mass-
weighted spatial filtering are noted ÂA and the Reynolds classical spatial filtering are
respectively noted A. For multi-species reacting flows adapted to solving combustion
problems, the equations for LES are written as follows [213], with the simplified
transport introduced in Section 2.2.3:

Mass conservation:
ˆfl

ˆt
+ ˆflÊui

ˆxi
= 0 (4.4)
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Species conservation:
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Energy conservation:
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Variables denoted .t represent the influence of the unresolved turbulent structures
and are modeled using a subgrid scale model to compute the turbulent viscosity ‹t.
For constant species Schmidt numbers Scn and Prandtl number Pr , the di�usion
velocity correction is computed using:

fl
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(4.8)
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The closure given by the subgrid scale models is introduced in the following
section. Constant turbulent Prandtl and Schmidt numbers are chosen such that
Pr t = 0.6 and Sct

n = Sct = 0.6, for the simulations proposed in this work.

Subgrid scale closure

The unresolved subgrid scale (SGS) terms account for the small turbulent structures
in the flow. Due to the dissipative e�ect of turbulence, the terms are modeled by
promoting di�usion with a turbulent viscosity term ‹t. It completes the viscous
stress tensor in the momentum conservation equation (Eq. 4.5), modifies the species
flux vector in the species conservation equation (Eq. 4.6), and is added into the
energy conservation (Eq. 4.7) through species and heat di�usion.

In this work two main models are used for the turbulent viscosity ‹t: the
Smagorinsky model and the WALE model:

• The Smagorinsky model [245] introduces constants to link the filter charac-
teristic length � to the resolved symmetric strain rate tensor norm |S| =
1
2SijSij

2 1
2 :

‹t = (Cs�)2
1
2SijSij

2 1
2 (4.9)

where Sij = 1
2

1
ˆuj

ˆxi
+ ˆui

ˆxj

2
, and Cs is a user defined constant (Cs = 0.18,

is a common choice). This model has been used widely, as it can be easily
implemented into a solver, it gives a first good approximation in most config-
urations. Nevertheless, it is generally asserted to be dissipative, particularly
at the walls.

• Motivated by the necessity to better treat near wall turbulence, the Wall
Adapting Local Eddy-viscosity (WALE) model has been proposed by Nicoud
et al. [199]:
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with Cw = 0.4929. It recovers near wall flows more accurately where it has
been checked that classical turbulent wall laws are retrieved.
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Both closures link resolved and unresolved turbulent structures by proposing
dissipative models which render properly the macroscopic behavior of the fluid.
Thin structures such as shocks and flames must be treated using models which are
described in the next sections.

4.2.2 Dynamically Thickened Flame for LES

For the simulation of premixed combustion using LES, the flame thickness is an
order-one limitation as chemical processes need a minimal number of points inside
this thickness to converge [287]. In this study, the Dynamically Thickened Flame
(DTF) model is chosen to overcome this issue, enhanced by the modelling of flame-
turbulence interaction (DTFLES).

The Dynamically Thickened Flame approach

Introduced by Colin et al. [49] the Thickened Flame (TF) model consists in thick-
ening the flame front to ensure that typically five to ten mesh points are put in
the thickness of the flame. To do so, a thickening factor F is applied on the pre-
exponential term A (for a one-step chemistry). In practice, it is done by applying
thickening to species production rates Ê̇n [213]:

A æ A

F
or Ê̇n æ Ê̇n

F
(4.11)

Similarly, thermal di�usivity Dth species di�usivities Dn are corrected:

Dth æ FDth and Dn æ FDn (4.12)

for all species n œ J1, NK. A dimensional analysis of the laminar flame speed sL and
the thermal flame thickness ”L gives sL Ã

Ô
ADth and ”L Ã Dth

sL
Ã

Ò
Dth
A [213]. The

correction by a factor F e�ects these magnitudes as [213]:

sL æ
Û

A

F
FDth = sL and ”L æ

ı̂ıÙFDth
A
F

= F ”L (4.13)

The model thickens the flame front by a factor F without modifying the flame
speed. Gradients across the flame front are smoothed while integrals of heat released
and species production are conserved o�ering the possibility to work with coarser
meshes. The limitation becomes the level of thickening to apply following that a
number of points Nc must be prescribed in the front, knowing the flame thickness
before thickening ”L, and the mesh characteristic space-step �x, F = Nc�x

”L
.
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To avoid applying thickening in the entire domain which would impact mixing
behavior in places where combustion does not take place, Legier et al. [155] proposed
a local thickening under the form:

F (x, y, z, t) = 1 + (Fmax ≠ 1)S(x, y, z, t) (4.14)

where Fmax = Nc�x
”L

and S(x, y, z, t) is defined by a flame sensor able to detect
reaction zones. The definition of a proper sensor is partly case dependant and will
therefore be discussed in detail with more information on Li-ion vent gases specifics
(see Chapter 7 Section 7.3.2).

Accounting for flame-turbulence interaction

In turbulent conditions, simulated with LES, the application of the DTF model
underestimates largely the flame surface, hence the consumption speeds. In fact, the
flame surface due to the resolved wrinkling (resolved flow structures) is dampened
by the increased di�usivity, and the unresolved wrinkling (from the subgrid-scale
model) is omitted. To correct this, an e�ciency function � is introduced, accounting
for the ratio of total flame surface divided by the resolved flame surface. � artificially
increases the pre-exponential factor (in practice, the species production rates) and
di�usivities [213]:

A æ �A

F
or Ê̇n æ �Ê̇n

F
(4.15)

and:
Dth æ F�Dth and Dn æ F�Dn (4.16)

� is a function of local flame quantities and local turbulence quantities taken at
the resolved scale, close to the thickened flame thickness scale � ≥ F ”L. In this
study, the model proposed by Charlette et al. [39, 277] is selected:
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where uÕ
� is the subgrid scale Root Mean Square (RMS) velocity, Re� = fluÕ

��
µ ,

and � accounts for the straining e�ect of the turbulent scales lower than �. The
model constant is the exponent — of the order of 0.5. For most applications, — is set
constant. A dynamic evaluation of — is sometimes necessary, where large turbulence
inhomogeneities are expected [40, 191]. Generally, simulations are sensitive to the
value of this parameter, and it is sill a step to take to define an entirely generic model
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for flame-turbulence interactions. In the manuscript, static and dynamic Charlette
models may be used, and parameter constants will be given explicitly.

The model is only valid for premixed combustion. When premixing and di�usion
modes cohabit defining partially premixed combustion, where di�usion may locally
be preponderant, or for di�usion flames, such models are to be used with care. Flame
indexes are chosen to deactivate locally the model and in these zones, the mesh
refinement must be su�cient to properly resolve the di�usion flame. Similarly to
flame sensors, flame indexes are, to a certain extent, selected based on considerations
specific to the gases to study (see Chapter 7 Section 7.4.3).

4.2.3 Shock handling methods

Due to the strong discontinuity from either side of a shock, and depending on the
dispersion properties of the numerical scheme, non-physical oscillations are observed
in the vicinity of the shock. These waves lead to non-physical results and, in the
worst case, to the impossibility to perform the computation. Models to handle
shocks are therefore introduced. Two main textbook strategies are available in
this work: 1. The Cook and Cabot method [54], and 2. the Localized Artificial
Di�usion [251].

1. Cook and Cabot : The method introduced in [54] consists in artificially
modifying the bulk velocity inside the viscous stress tensor ·ij such that:
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with — as the bulk hyperviscosity given by a modification of the method to
limit viscosity in presence of high vorticity and dilatation regions:

— = ^kC .kV .kD (4.19)

where kC is the original viscosity term from [53], kV is the vorticity limiter [67],
and kD is the dilatation limiter [20].

kC = fl(�x)4
.....

^Ò2
Ò

SijSij

..... (4.20)

where �x is the local space-step, and Sij is the symmetric strain rate tensor.
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kV = (Ò.u)2

(Ò.u)2 + ÎÒ ◊ uÎ2 + CV

(4.21)

where Ò.u = ˆuk
ˆxk

is the divergence of the velocity field, and Ò ◊ u = ‘ijk
ˆuk
ˆxj

is the vorticity field (using the Levi-Civita symbol ‘ijk). CV is a user-defined
constant that avoids spurious values in regions where the other terms of the
denominator tend to zero.
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where 10�x
cs

acts as a non-dimensionalization by local space-step and sound-
speed (cs) of the divergence of the velocity field.
Both limiters avoid a triggering of the shock sensor in regions of strong turbu-
lence, and where dilatation is sensed (shocks are compression waves), leading
to a controlled impact of additional viscosity in the entire domain.

2. Localized Artificial Di�usion : The approach consists in the low-pass fil-
tering of conservative variables following the prescription of a sensor, able to
detect strong oscillations. In this study, the sensor is based on the pressure
field p such that:

S = (ÎuÎ + cs)
�t
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D

(4.23)

where a low-pass filtering F(.) is applied to the pressure field, and CLAD

acts as a threshold to increase the robustness of the sensor (turbulence, flow
inhomogeneities, ...). The sensor flags large discrepancies between the filtered
and the non-filtered field.
Artificial di�usion is applied by filtering the conservative variables following
the prescription of the sensor. It is made by introducing a low-pass filter built
by the convolution of a Gaussian filter G and an approximate of its inverse Qú

obtained through a truncation of the series:

QN =
Nÿ

n=0
(I ≠ G)n (4.24)

where I is the identity operator, and QN ¶ G ≠≠≠≠æ
Næ+Œ

I [251, 128]. The higher
N is, the less damped the solution is. Also, the cost of the filtering step
increases with N . A compromise is generally found with N = 1 or N = 2. In
this manuscript N = 1 gives reasonable performances at costs comparable to
the Cook and Cabot strategy for all numerical schemes tested.

The choice of a strategy depends on its collaboration with the numerical scheme
and the targeted application. Tests are proposed in Chapter 7 Section 7.2.
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4.3 Solvers

In this manuscript, using the conservation equations defined in Chapter 2 and in
the previous section, it is possible to define simulation setups that solve either for
simplified canonical combustion scenarios (Cantera [99]), or for more complex 3D
scenarios (AVBP [37]). These solvers are shortly outlined in the next paragraphs.

4.3.1 Cantera

Cantera [99] is an open source code which groups methods to study chemical systems
including transport and thermochemical properties, and is indicated for combustion.
It solves 0D and 1D canonical configurations using all types of kinetic schemes,
including detailed and semi-detailed/reduced schemes:

1. Equilibrium: It consists in solving for the minimum Gibbs free energy chem-
ical equilibrium given an initial state and species thermo-chemical properties.
It includes the computation of the adiabatic flame temperature of a mixture.
The minimum is the result of an optimisation problem solved by the Lagrange
multiplier method.

2. 0D isochoric reactors: It solves the energy equation under the temperature
form: flCp

dT
dt = Ê̇Õ

T . It gives access to the auto-ignition delay of a mixture given
an initial state that respects auto-ignition limits. The CVODES solver [89] is
used for the integration of this sti� di�erential equation.

3. 1D laminar premixed flames: The solution to the steady axisymmetric
flow corresponding to a laminar premixed flame where the mixture of fuel and
oxidizer is injected at one end of the domain is searched. An iterative Newton
method aims at solving the simplified conservation equations, which gives
access to flame profiles and thus macroscopic quantities such as the laminar
flame speed of a given mixture.

4. 1D counter-flow di�usion flames: Using a similar approach as the 1D
laminar premixed flames, it depicts configurations where fuel and oxidizer are
injected at opposite ends, and shows the response to the stream conditions
including the strain rate.

4.3.2 AVBP

AVBP [37, 237] is a multi-purpose CFD solver for reactive and non-reactive 1D, 2D
and 3D flow simulations. The fully compressible Multi-species Navier-Stokes system
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can be solved using DNS or, under its filtered form using LES. Unstructured hybrid
tetrahedra/prisms meshes are managed, making the simulation of complex geome-
tries possible. Boundary conditions use the Navier-Stokes Characteristic Boundary
Condition (NSCBC) formalism [214]. The numerical scheme used for di�usive fluxes
is second order in space. Space and time discretization for convective fluxes are done
following two main numerical schemes families:

1. The Law-Wendro� (LW) scheme: it is based on [152], adapted for cell-vetex
formulation, and is a centered finite-volume scheme. It is second order both
in time and space and uses a single step explicit time integration.

2. The Two-step Taylor Galerkin (TTG) schemes family [50]: they consist in
finite-element schemes with explicit time integration. They reach third order
precision in time and space.

The code is a platform for the combustion models and shock handling strategies,
adapted to LES of large scale 3D cases.

4.3.3 Setting up the solvers for Li-ion specific cases

The first chapters highlighted the di�erent fundamental bricks to produce when
targeting reactive compressible problems. In the following part, the focus is to
describe more specifically the gases vented-out by a failing Li-ion cell (Chapter 5) and
propose a kinetic modelling applied to a range of combustion phenomena observed
around batteries (Chapter 6). It is followed by a deeper analysis of canonical 1D
cases (Chapter 7), helping to setup and/or adapt the models for combustion and
the strategies for shock handling for the 3D simulation of the targeted events using
AVBP.
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5.1 Gas production during Thermal Runaway

Thermal Runaway (TR) is initiated by various abuse conditions (see the Introduc-
tion, Section 1.4.1) all leading to the decomposition of inner components. The
decomposition, both thermal and electro-chemical, generates gases that are eventu-
ally vented out by the cell, causing fire. Identifying the sources of the species ejected
is of first importance in the process of simulating relevant Li-ion cell fires, and helps
to establish simplifying hypotheses as the ground of the study. In this section, more
details on the constituents of a Li-ion cell will be given. The interconnection of
these components, and how they react to produce gases will be shown. Species of
interest that are eventually retrieved in gas analyzes and burning in cell fires will be
reported. Finally, the hypotheses made to simulate cell fires will be given.
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5.1.1 Cell components and gas production

Apart from the housing and safety devices, a functioning cell is composed of a
cathode, an anode, a separator and electrolyte (see Fig. 5.1.1). A point by point
description of these components follows, with a stronger focus on common material
used. It helps to pre-select the sources of gases during TR, and identify the potential
species observed after venting:
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Figure 5.1.1: Detailed schematic representation of one layer of cathode-anode ensem-
ble [233, 283]: Components, charging and discharging phases.

1. Housing: In general, metallic structures are targeted for the housing, with
overall good fireproof performance, making the event of metallic combustion
of the whole structure unlikely. However, small internal pieces of aluminum
and copper may rapidly melt and burn generating sparks. Also, an additional
quantity of gases due to polymeric bags may be observed during venting. In
this study, it is assumed that the casing is fireproof and is not a source of
gaseous species observed during venting. In particular, the 18650 cylindrical
cell is the main subject in most studies due to its prevalence in all domains,
and will be often targeted as an example in the manuscript.

2. Cathode: For Lithium-ion applications, the cathode is composed of a current
collector covered by the cathode active material [283]. The current collector
is a metallic sheet (usually made of aluminum), which can be the source of
sparks when it is disintegrated. The cathode active material is the most cru-
cial part of the cell. The choice of technology is influencing the behavior of
the cell. The influence of the cathode chemical structure is first order when
considering energy density, electrolyte composition, heat management, ... The
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chemical compound is presented under the form of a metallic salt which in-
cludes Lithium. Table 5.1.1 summarizes the main specifications of the cathode
compounds, along with comments on common applications. In addition to
Lithium, the cathode material links metallic alloys (involving Manganese Mn,
Iron Fe, Cobalt Co, Nickel Ni, Aluminum Al) to oxygen O. Phosphor P is an
exception in LFP cells that are generally safer, more stable, and less energetic
cells. The Lithium migrates from the cathode to the anode when the cell is
charged and inversely, from the anode to the cathode during discharge. The
metal-oxide or metal-phosphate structure is meant to remain unchanged at all
time. However, when delithiated (when the cell is fully charged), the cathode
active material may release oxygen [15, 279, 197, 249]. This phenomenon is
accelerated at high temperature during TR, the cathode is therefore a non-
negligible source of oxygen which may react with other gaseous species through
oxidation, releasing heat.

Table 5.1.1: List of most common cathode active material with typical order of magni-
tudes of energy density at material level [69].

Abbrev. Chemical composition Energy density Specific energy
[Wh.L≠1] [Wh.kg≠1]

LFP LiFePO4 2200 320
NMC Li(NixMnyCoz)O2 2800-3700 620-760
LCO LiCoO2 3300 650
NCA Li(NixCoyAlz)O2 3700 760
LMO LiMn2O4 2100 480
LNMO Li(NixMny)O4 2600 570

3. Anode: Similarly to the cathode, the anode is made of a thin metallic current
collector (usually a copper sheet) covered in active material [283]. A largely
dominant technology for the active material is the graphite-based structure
LixC6, for its cost and stability. Metallic structures have been tested [173]
with less success under industrialization processes. During TR, if the battery
is charged, the Lithium is imprisoned in the carbon structure. When the pro-
tecting coatings such as the Solid Electrolyte Interphase (SEI, presented as an
Additional in this list) is destroyed, the Lithium is released allowing numer-
ous reactions, all sources of gases including hydrocarbons (HC). In presence of
oxygen the combustion of the carbon black at the anode is a source of carbon
oxides.

4. Separator: The separator is the micro-perforated isolating layer(s) which si-
multaneously allows Li+ ions to migrate from an electrode to another and
prevents internal short-circuits by anode/cathode contact. Due to the use
of corrosive electrolytes, because internal resistance has to be limited at the
same time, the preferred materials for such an application are poly-ethylene
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(PE) and poly-propylene (PP) multi-layer separators [299]. During TR, the
shrinking of the separator is a key phenomenon occurring very early in the
process and creating rapidly internal short-circuits. At temperatures above
110°C [174], the plastic of the separator melts, mixes with the HC-based elec-
trolyte, and reacts further with Lithium or oxygen to form light flammable
gases.

5. Electrolyte: In all batteries, electrolyte plays the role of ion carrier. Its
prerogatives are to conduct e�ciently the Li+ during charge and discharge
procedures. The selection of solutions of alkyl-carbonates come as good com-
promises that o�er stability regarding reactions with electrodes, good conduc-
tivity for Li+ and overall low toxicity when manipulated [10]. Mixtures of
Ethylene Carbonate (EC), Dimethyl Carbonate (DMC), Diethyl Carbonate
(DEC), Ethyl-Methyl Carbonate (EMC), and Propylene Carbonate (PC) are
generally selected with variations in proportions to maximize the performance
and stability of the cell, depending on the choice of cathode active material.
In addition, Lithium Hexafluorophosphate (LiPF6) is added as a Lithium en-
richment salt, for its good solubility in alkyl-carbonates and relatively stable
performance over charge and discharge cycles. During TR, the species com-
posing the electrolyte are prompt to react with Lithium (at the unprotected
anode) or with oxygen (released by the cathode) to promote the presence
of hydrocarbons such as methane (CH4), ethylene (C2H4), ethane (C2H6),
propylene (C3H6), propane (C3H8), carbon oxides (CO and CO2) and water.
The boiling point of the liquid electrolyte mixture is a direct limitation to the
use of Li-ion batteries under hot conditions. Irreversible chain reactions often
start when electrolyte boils which rapidly increases the cell internal pressure.
Table 5.1.2 summarizes the main chemical information and properties for the
species composing the electrolyte solution.

6. Additional: In addition to the parts listed above, two other main elements
play crucial roles in the production of gases during TR: 1. the binders mixed
with electrode active material and 2. the Solid Electrolyte Interphase/Inter-
phase (SEI). Their composition is further described:

(a) Solid Electrolyte Interphase (Interface): During the first dis-
charge/charge cycles of the freshly produced battery, the liquid
electrolyte is reduced by Li+ ions at the anode forming a passivating
layer. Once formed, the solid layer protects the anode and avoids further
reaction of the electrolyte, while being permeable to the migrating
ions. The layer is essential to the well-functioning of the cell but tends
to limit its performance by modifying the overall impedance of the
electrode [257]. Moreover, the loss of Lithium in the SEI is irreversible
and the layer tends to thicken over the charge/discharge cycles further
consuming available moving ions and influencing the resistance of the
battery. The species involved in the composition of the SEI are products
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of the reduction of the electrolyte species of the form LiaCbHcOd. At
high temperature, the species decompose and produce in particular H2O,
CO, CO2, a phenomenon amplified in presence of Hydrogen Fluoride
(HF ) [65, 257]. The reactions incriminated here happen early in the TR
process, and are identified as a trigger for the chain reactions when the
anode stops to be protected and electrolyte is destroyed again violently
at the anode [174].

(b) Binders: The process of anode and cathode production demand an ho-
mogeneous layer of active material on the metallic sheets playing the role
of current collector. The active material is mixed with a polymer-based
liquid mixture called a binder. The binder has two main missions: it glues
the active material to the current collector, and it must be as transparent
as possible during charge and discharge, meaning that it must not react
with migrating lithium. Often cited materials are the Polyvinylidene Flu-
oride (PVDF) and Carboxymethyl Cellulose (CMC) which can be impor-
tant sources of HF and H2. Along with SEI decomposition, binders tend
to react at the beginning of TR producing gaseous species useful to fur-
ther reactions promoting other flammable species (CH4, C2H4, ...) [96].

Table 5.1.2: List of common electrolyte solvents with relevant chemical properties [137].
Abbrev. Full name Chemical Boiling Structure

formula point [¶C]

EC Ethylene Carbonate C3H4O3 248.0

DMC Dimethyl Carbonate C3H6O3 90.0

DEC Diethyl Carbonate C5H10O3 126.0

EMC Ethyl Methyl Carbonate C4H8O3 107.0

PC Propylene Carbonate C4H6O3 242.0
LiPF6 Lithium Hexafluorophosphate LiPF6 - -



Chapter 5. Origin of the vented gaseous mixtures 60

The mass distribution for the cited components has been analyzed by Golubkov et
al. [97] for two di�erent cathode materials technology (NCA and LFP). Figure 5.1.2
gives this distribution, without housing supposed to be non-reactive during decom-
position. Even if some elements remain di�cult to isolate such as the binder taking
part in the anode and cathode active material, it can be seen that the mass distri-
bution is comparable between two di�erent technologies. Cathode and anode active
materials are the most represented elements.

Now that the components playing a role in gas production have been identified,
a precise zoom on the progressive destruction of the cell components is made in
the following section. The production of the species vented out is highlighted, and
linked to the source reactions.
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Figure 5.1.2: Mass distribution between the internal components of a lithium-ion cell
subject to decomposition (housing is discarded), for two samples form two di�erent cathode
active material technologies (NCA and LFP). The data is extracted from [97].

5.1.2 Gas production mechanisms

Assuming that the cell behaves as a closed reactor, it is then possible to link the
degradation of the components to simplified reactions producing gases. A depiction
of the mechanism is obtained thanks to the schematic given in Fig. 5.1.3 p. 62. The
sources of species are identified as the Anode, the Cathode, the Electrolyte, the
Binders and the Solid Electrolyte Interphase (SEI). Components and species are
linked by reactions that are categorized as E1≠7 for electrolyte-centered reactions,
C1 for cathode-centered reactions, B1≠2 for binders-centered reactions, S1≠3 for
SEI-centered reactions, and A1 for anode-centered reactions. The reactions with
corresponding citations are given in Table 5.1.3 p. 62. The inventory of the gas-
producing reactions makes the link between the constituents of a sound cell and
the gaseous species generally observed after venting [12, 96, 97, 171, 141]. Other
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reactions may play roles such as the hydrolysis of the traces of water into hydrogen
and oxygen, showing that such vision on the cell degradation may evolve with future
expansion of the literature on this subject. Nonetheless, the species expected in
Fig. 5.1.3 compare with the usual venting analyzes, which generally report H2, C1 -
C4 species, CO, CO2 [96, 97, 141, 171, 149, 110]. However most analyzes are made
on average samples obtained after the TR event conclusion. A chronology of the
reactions can be approached thanks to the work of Mao et al. [174] and Feng et
al. [75]. Five stages were identified that can be grouped into three main phases.
During the first phase, SEI decomposes, producing CO2 and traces of C2H4. As the
TR advances, and because of the anode defoliation, Lithium is available to reduce
the binders and the electrolyte mixture producing H2, C1 - C4 hydrocarbons, CO2
and CO, which consists in the second phase. The third phase, the cathode releases
O2, which oxides the electrolyte and further produce CO2, H2O, and hydrocarbons
when the oxidation is partial. Therefore, during venting, the composition of the
vented gases evolves which makes it di�cult to identify properly what is to be
burnt in fire simulations. There is a need to make the link between the microscopic
scale reactions inside the cell and macroscopic gaseous venting, where the average
composition is well known experimentally [96, 97, 141, 171, 149, 110], where mixtures
are mainly H2, CH4, C2H4, ... mixed with CO and CO2. The main questions to
answer, demanding hypotheses are:

1. Is it possible to use averaged mixtures obtained experimentally, is this average
representative of the gases expected at a cell exit, or are other species expected
and not captured by analyzes ?

2. Can oxygen be released by the cell, meaning a very di�erent flame dynamics,
or is there a way to assume that oxygen is absent in the vent gases ?

3. Do pure electrolyte species resist to internal decomposition (liquid or vapor),
and vent out to influence the flame dynamics of common vent gas mixtures
or is it possible to assume that, at first order, average gas analyzes remain
applicable ?

Two ways to continue with this first introduction to the gaseous mixtures vented
out by a failing Li-ion cell are proposed. In the next Section 5.2, the focus is put on
one gas production mechanism: the oxidation of electrolyte species (E6). Thanks to
detailed chemical kinetic schemes [255, 132], 0D reactor simulations and 1D premixed
flame simulations help to observe e�ects of electrolyte species on flame dynamics.
The chapter is concluded by the prescription of simplifying hypotheses to pave the
way for a small-sized chemical scheme ready for large scale 3D fire simulations.
Then, in Chapter 6, the reduction process is setup and a kinetic scheme is produced
and validated, under the hypotheses made.
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Figure 5.1.3: Schematic representation of the reactions of decomposition of the internal
components of a Li-ion cell with a focus on the gases produced during the process.

Table 5.1.3: Summary of the reactions identified to play a role in the production of gases
during the decomposition of a failing cell.

Reac. Reaction summary References
E1 DMC + ‹LiLi æ ... + ‹C2H6C2H6 [296]

EC + ‹LiLi æ ... + ‹C2H4C2H4 [249]
DEC + ‹LiLi æ ... + ‹C3H8C3H8 [243]
PC + ‹LiLi æ ... + ‹C3H6C3H6

Continued on next page
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Table 5.1.3 – Continued from previous page
Reac. Reaction summary References

E2 DMC + ‹LiLi + ‹H2H2 æ ... + ‹CH4CH4 [296]
DEC + ‹LiLi + ‹H2H2 æ ... + ‹C2H6C2H6 [243]

E3 LiPF6 æ ... + ‹LiLi + ‹F ≠F ≠ [94]
DEC + ‹F ≠F ≠ æ ... + ‹HF HF + ‹C2H4C2H4

E4 DMC + ‹LiLi æ ... + ‹COCO [296]
EC + ‹LiLi æ ... + ‹COCO [243]
DEC + ‹LiLi æ ... + ‹COCO

E5 DMC æ ... + ‹CO2CO2 [279]
DEC æ ... + ‹CO2CO2
PC æ ... + ‹CO2CO2

E6 DMC + ‹O2O2 æ ... + ‹CO2CO2 + ‹H2OH2O [279]
EC + ‹O2O2 æ ... + ‹CO2CO2 + ‹H2OH2O [243]
DEC + ‹O2O2 æ ... + ‹CO2CO2 + ‹H2OH2O [249]
PC + ‹O2O2 æ ... + ‹CO2CO2 + ‹H2OH2O

E7 Early venting of boiling electrolyte [88]

C1 Li(NixMnyCoz)O2 æ ... + ‹O2O2 + ‹LiLi [15]
Li(NixCoyAlz)O2 æ ... + ‹O2O2 + ‹LiLi [279]
LiCoO2 æ ... + ‹O2O2 + ‹LiLi [197]
LiMn2O4 æ ... + ‹O2O2 + ‹LiLi [249]
Li(NixMny)O2 æ ... + ‹O2O2 + ‹LiLi
Li2MnO3 æ ... + ‹O2O2 + ‹LiLi
LiNiCoO2 æ ... + ‹O2O2 + ‹LiLi

B1 PV DF + ‹LiLi æ ... + ‹H2H2 [249]
CMC + ‹LiLi æ ... + ‹H2H2 [96]

B2 PV DF æ ... + ‹HF HF [65]

S1 SEI + ‹LiLi æ ... + ‹C2H4C2H4 [249]
S2 SEI + ‹HF HF æ ... + ‹CO2CO2 [243]

SEI + ‹H2H2 æ ... + ‹CO2CO2 [65]
[257]

S3 SEI æ ... + ‹C2H4C2H4 + ‹CO2CO2 + ‹O2O2 [96]
[249]

A1 Anode defoliation (after SEI destruction) [96]



Chapter 5. Origin of the vented gaseous mixtures 64

5.2 Electrolyte oxidation and combustion

Among the mechanisms of gas production, electrolyte destruction will play a crucial
role. The mixture composing the liquid electrolyte can be easily vaporized under the
usual temperatures reached inside a failing cell. Once under gaseous form, two main
places are potential oxidation sites. First, electrolyte can react inside the cell with
presence of oxygen released by the cathode and the SEI (see Fig. 5.1.3 p. 62). Then,
electrolyte vapors and liquid may also be carried out during venting, mixed with the
products of the other decomposition reactions. In the event of a fire, the electrolyte
species burn together with the other products, influencing the flame dynamics. In
this section, and in order to help simplify the problem when considering fires in
further sections, two reduced problems are solved: oxidation of electrolyte species in
0D isochoric reactors, and 1D premixed flames of mixtures of electrolyte species and
common vent gases. The first case helps to reproduce the reactions inside the cell
before venting, of oxygen and electrolyte vapors at high temperature, allowing to
see what are the resulting species of this kind of reactions. The second case targets
the flame dynamics of electrolyte species burning in air, and assesses its influence
on common vented gaseous mixtures’ flame dynamics.

5.2.1 Chemical kinetic schemes to assert electrolyte oxida-
tion and combustion

To simulate the 0D and 1D problems at hand, a relevant chemistry scheme must
be chosen, capable of reproducing convincingly oxidation of a batch of common
electrolyte species along with the species commonly observed in vent gas ana-
lyzes [96, 97, 141, 171, 149, 110]. The species involved in liquid electrolyte, and
considered in this study are EC, DMC, DEC, EMC or PC (see Table 5.1.2 p. 59).
In the past five years, and with the growing interest in biofuels and additives, the
species cited above have been the center of more attention. In particular, kinetic
schemes based on experimental flame characterization have been proposed, first for
DEC by Nakamura et al. [196]. Later on, Sun et al. [253] gave access to a kinetic
scheme able to reproduce DMC combustion and pyrolysis. The scheme and the ap-
proach were completed by Alexandrino et al. [7]. A final iteration has been recently
made to propose a complete scheme merging DMC and DEC chemistry, and adding
EMC by Takahashi et al. [255, 132]. The scheme is based on the C1-C4 combus-
tion scheme Aramco 2.0 [303, 186], and is composed of 371 species linked by 2076
reactions. It is adapted to the combustion and pyrolysis of DEC, DMC and EMC,
and extends to the common small hydrocarbons observed in vent gas analyzes. This
scheme is chosen to conduct the 0D and 1D evaluation of the e�ect of electrolyte
species on vent gases, and their flame dynamics. Schemes including EC and PC are
still to be proposed to assert the e�ect of all species in liquid electrolyte mixtures,
the species have to be discarded in this work.
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5.2.2 Oxidation products in 0D isochoric reactors

The example of DMC

To mimic the reactions between electrolyte and oxygen inside the failing cell, a
simulation of a 0D isochoric reactor is setup using Cantera [99]. The reactor is filled
at T0 = 1000 K and P0 = 1 atm with electrolyte mixed with pure oxygen. The level
of oxygen is varied from lean conditions („ = 0.2) to conditions close to pyrolysis
(„ = 20.0). Once reactions occurred, the resulting mixtures along with the final
temperature are sampled, allowing to see how the detailed kinetic scheme predicts
the influence of the oxygen level on electrolyte species decomposition. Figure 5.2.1
shows the typical response of DMC to oxygen variation. Two main phases can be
distinguished, the first for „ œ [≥4.0, 20.0], the second for „ œ [0.2, ≥4.0]. In the
first phase, pyrolysis dominates, the heat produced is mild and hydrocarbon species
remain un-burnt at the end of the simulation. Among them, methane and hydrogen
are predominant in volume, to which acetylene (C2H2) and ethylene (C2H4) are
added. As the level of oxygen increases, hydrocarbon level fades and is replaced
by CO and H2, reaching a peak at „ = 4.5 where hydrogen content is elevated
(> 30 %). Under „ = 4.5, end of combustion temperatures are reached, and the
species produced are closer to end of combustion species: H2O and CO2. A maximal
temperature is obtained for „ = 1.0, and corresponds to a nominal oxy-combustion
of the electrolyte.

Figure 5.2.1: Analysis of the gas produced by oxidation of DMC in a 0D isochoric
reactor, with increasing oxygen level. Flammable species are highlighted by coloring under
the molar fraction curves. Maximum of hydrogen level is represented by a vertical hashed
line.

This first example shows that, in presence of a limited amount of oxygen, and
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at high temperature, electrolyte is predicted to react and produce a limited amount
of heat with intermediate species consisting of smaller hydrocarbon chains.

Comparison between di�erent electrolyte species
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Figure 5.2.2: Analysis of the gas produced by oxidation of DMC, EMC, DEC and
1:EMC/1:DMC/1:DEC in a 0D isochoric reactor, with increasing oxygen level. Flammable
species are highlighted by coloring under the molar fraction curves. Maximum of hydrogen
level is represented by a vertical hashed line.

Figure 5.2.2 shows similar tendency for EMC and DEC. Again, at equivalence
ratios higher than „ = 4.0, hydrocarbons are produced and the level of hydrogen
overall increases with the level of oxygen. The curves show strong similarities, but
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di�erences can be observed concerning the species produced. For example, methanol
CH3OH is specific to EMC, methane production trends vary. The electrolyte mix-
ture has therefore a strong influence on species produced and further vented out
by the cell. A last case where EMC, DMC and DEC are mixed (EMC:1 DMC:1
DEC:1) shows that features of each species combine. Knowing the electrolyte mix-
ture a priori would therefore allow to predict, to some extent, the type of species
observed during venting.

Conclusion on electrolyte oxidation and pyrolisis in 0D

This first approach makes one link between the species generally observed in vent
gases and partial oxidation of electrolyte species, with trends confirmed for DMC,
EMC, and DEC. When the electrolyte is known [96, 97], a comparison between di�er-
ent technologies can be made. In addition, if produced in a limited amount, oxygen
is predicted to be consumed which helps to justify its absence in the vent gases. The
answer is similar concerning electrolyte species, which could be consumed through
pyrolysis and oxidation prior to venting and therefore only small hydrocarbons, CO
and CO2 are obtained during the experimental sampling procedure.

5.2.3 Electrolyte species and 1D premixed laminar flames

E�ect of electrolyte addition to common vent gases

In addition to the isochoric simulations, and because electrolyte can be ejected
directly during certain phases of the venting under liquid or vapor form, it is im-
portant to assert the influence of electrolyte species on flame dynamics of common
vent gases. As a reference of gaseous analysis, the work of Golubkov et al. is se-
lected [96]. Here, the vent gases are sampled from a failing NMC 18650 cell with a
State of Charge (SoC) of 100 % submitted to overheating. Gases are sampled out of
the Argon atmosphere and is composed (volume fractions) as follows: H2: 30.8 %,
CH4: 6.8 %, C2H4: 8.2 %, CO: 13.0 %, CO2: 41.2 %. Laminar premixed flames are
computed at „ = 1.0 and T = 300 K. The combustible is then selected as a mixture
between the reference vent gas and electrolyte species. The volume fraction Xel of
electrolyte inside the combustible is varied in [0.0, 1.0] until pure electrolyte is burnt,
while the global equivalence ratio of the mixture with air always remains equal to
1.0. The addition of electrolyte to the vent gas can be observed in Figure 5.2.3
and 5.2.4. For all three electrolyte species DMC, EMC and DEC, as Xel increases,
the laminar flame speed sL decreases. The lowest value is reached for pure DMC
at sL = 0.317 m.s≠1, versus sL = 0.432 m.s≠1 for the vent gas mixture alone, which
represents a relative di�erence of 26.6 %. Concerning laminar flame thickness, the
addition of electrolyte species tends to make the flames thinner. The thinnest flame
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is obtained for pure EMC at ”L = 0.389 mm, versus ”L = 0.416 mm for the vent gas
mixture, corresponding to a relative di�erence of 6.9 %.

Figure 5.2.3: E�ect of electrolyte enrichment on vent gases at T = 300 K and „ = 1.0:
Laminar flame speed sL and burnt gases temperature.

Figure 5.2.4: E�ect of electrolyte enrichment on vent gases at T = 300 K and „ = 1.0:
Laminar flame thickness ”L and burnt gases temperature.

Moreover, Fig. 5.2.5 shows how the transition from pure vent gases to pure
electrolyte species changes the flame shape. The heat released is increased from
4.05◊109 J.m≠3.s≠1 for pure vent gases to 5.33◊109 J.m≠3.s≠1 for pure EMC (24 %).

Conclusion on the combustion of electrolyte in 1D

Overall, the addition of electrolyte to common vent gases tends to reduce flame speed
and flame thickness while it increases the heat released and the burnt gases temper-
ature. The influence is however limited to 30 % in the worst cases which means that
the very high cost of taking into account electrolyte when simulating venting and
fire is not a first order priority. Moreover, considering evaporation, which is feasible,
would add costs in simulations, that are unnecessary for this initial study.
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a) 

b) 

DMC EMC DEC

Figure 5.2.5: Profiles of electrolyte enriched vent gases at T = 300 K and „ = 1.0.
a) Comparison of the reference case (pure vent gases) to pure electrolytes. b) Detailed
visualization of the range of changes from pure vent gas to pure electrolyte as electrolyte
is progressively added.
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5.2.4 Concluding remarks on electrolyte oxidation

The simulations performed in this section allow to familiarize with the behaviour
of electrolyte species, that account for a large part of the gases further observed
during venting and responsible for fires. In view of these results, three simplifying
hypotheses are proposed, to continue with the study and allow the scaling up to
more complex 3D simulations:

1. H1: The oxygen produced at the delithiated cathode and by other decom-
position reactions is supposed to react entirely before venting, explaining the
absence of oxygen inside the ejected mixture.

2. H2: The vented gas composition is constant and selected based on gas analysis
of entire TR events, thus representative of the average mixture throughout a
TR.

3. H3: The gases produced by the cell are in equilibrium and are the result of the
decomposition of carbon-based components (electrolyte, separator, binder, ...).
The electrolyte vapors usually observed during the first phases of the TR are
discarded, and supposed to be already transformed when vented out.

The gaseous mixtures considered in the study that follows are therefore of the
form H2: XH2 %, CH4: XCH4 %, CxHy: XCxHy %, CO: XCO %, CO2: XCO2 %. Such
mixtures pose crucial questions linked to combustion, such as preferential di�usion
of hydrogen, e�ect of CO and CO2 dilution, combustion models adapted to multi-
component, which are the subject of the following chapters.

Also, although the hypotheses H1 to H3 are necessary to continue, there are
perspectives to alleviate them by increasing the complexity of the chemical schemes
considered during simulations, to account for burning electrolyte, by adding oxygen
venting and observe flame structures. Eventually, spray flames and evaporation
models are already applied to liquid fuel combustion (kerosene, diesel, gasoline, ...),
and could be considered as a way to continue with liquid electrolyte.

In the next chapter, the reduction of detailed chemical schemes is asserted to
produce 3D ready mechanisms for vent gas mixtures for various combustion scenarios
(ignitions, jet flames, explosions, ...).
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6.1 Analytically reduced kinetic framework

6.1.1 Cost problem in multispecies environment

When considering reacting flows, N equations for species conservation are added
to the classical five Navier-Stokes equations to solve in non-reactive cases, N being
the number of species taken into account (See Chapter 2). Battery fires involve
generally hydrogen (H2) and small hydrocarbons (C1Hx - C4Hy) at hot tempera-
tures (See Chapter 5). Detailed schemes are available, suited for ignition problems,
premixed and di�usion flames in simplified 0D and 1D configurations [223, 222, 41].
More specifically, the kinetic scheme CRECK_2003_TOT_HT [57] (named PM in
this document) is composed of 368 species and 14462 reactions, for the combus-
tion of C1 - C16 hydrocarbons, and the UC San Diego scheme (named SD in this
document) [41] is composed of 57 species and 268 reactions, for the combustion of
C1 - C4 hydrocarbons. The use of detailed combustion mechanisms for Li-ion vent
gases has been tested experimentally by Henriksen et al. [110]. Measurements of
premixed laminar flame speed in a spherical bomb are performed and compared to
1D simulations using Cantera [99] with detailed mechanisms including SD. Not all
mechanisms are able to fit perfectly to the experimental observations but overall
low errors are obtained. In particular, SD retrieves satisfactorily the di�erences in
behavior of three gaseous mixtures.

However, the number of species to consider when using such detailed schemes in
3D CFD codes is a direct obstacle to the result in terms of computational time and
storage space. Several approaches exist to produce a chemical modelling adapted
to the cost constraint raised by large 3D CFD cases. A non-exhaustive selection of
these approaches and their limitations is proposed here.

Global chemistry

The objective of Global chemistry is to reproduce macroscopic flame characteristics
such as laminar flame speed and adiabatic flame temperature, with a minimal num-
ber of species and reactions. Generally one or two reactions involve less than ten
species. For example, a two-step scheme for the oxy-combustion of hydro-carbons
could write:
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A Pre-Exponential Adjustment (PEA) function can be added to adapt the rate of
the first reaction and better fit the macroscopic quantities targeted on a range of
equivalence ratio [84]. The very low cost of such a scheme makes it perfect for large
3D CFD simulations. However, when considering the combustion of multi-species
fuels with a large variety of combustion phenomena (ignition, premixed flames, dif-
fusion flames, varying temperatures, pollutant emission), such a scheme will show
strong limitations. More than one scheme will be needed making it di�cult to
quantitatively compare cases.

Tabulated chemistry

At the opposite of reaction mechanisms, the tabulated chemistry introduced by
Peters [209] and its further developments [91, 81] consists in observing that species
are linked by scalar measures in the flow such as the progress variable c or the mixture
fraction Z. The knowledge of these quantities allows to search in a pre-computed
table the local mixture composition and the associated heat-release and temperature.
It is very-computationally e�cient once the table is available. However, the quality
of the prediction relies on the way the table is built. Extensive information must be
obtained a priori on the flame to reproduce, and its interaction with boundaries. It is
also necessary to ensure that the set of scalar measures properly defines the chemical
processes. Having a table capable of generalizing to a large panel of combustion
scenarios is still under discussion.

Analytically Reduced Chemistry

In this work, the approach selected is to produce a semi-detailed scheme. It ac-
commodates the versatility and precision of detailed schemes to a better cost e�-
ciency. One way to obtain such a scheme is to perform a reduction of a detailed
scheme. Knowing that only specific sub-parts of the kinetic schemes are gener-
ally used for each operating point [33], non-significant species and reactions can be
ignored through a systematic reduction process. A reduced chemical mechanism
proposes under a unique scheme: 1. a relevant chemical modelling of a variety of
combustion regimes for a batch of burning mixtures, 2. a decrease in computational
time and disk space. The following sections emphasize the derivation of such a 3D-
ready reduced kinetic, using the software ARCANE [35, 34], starting from a problem
definition and a detailed scheme, until the validation of the scheme under relevant
canonical cases.
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6.1.2 ARCANE

The software Arcane [34] is used to generate a reduced kinetic scheme able to 1. be
representative of the general behavior of mixture encountered during Li-ion battery
fires and 2. reduce the cost of 3D CFD simulations. Arcane produces Analytically
Reduced Chemistry (ARC) schemes based on three reduction paradigms [33]:

a. the Direct Relation Graph with Error Propagation (DRGEP) method [207,
166]

b. the Chemical Lumping [206]

c. the Quasi-Steady State (QSS) assumption [167]

Each step is described in the work of Cazères et al. [35, 33] along with the
automation process. They are recalled here.

a. DRGEP

The first step consists in linking each reaction and each species to a target quan-
tity (laminar flame speed at a given operating point, ignition delay, final temper-
ature, ...) with a non-dimensional coe�cient. The species and reactions are then
ranked by importance thanks to this coe�cient. Species and reactions that fall under
a user pre-defined tolerance are discarded and the relational graph is recomputed to
follow the same procedure until no further reduction is possible without overshoot-
ing the tolerance. A scheme is obtained which is, on the one hand, of smaller size
compared to the detailed original scheme, and on the other hand, still fitted for the
computation of representative combustion cases with minimal errors.

b. Chemical Lumping

Detailed mechanisms often involve di�erent isomers. Their atom composition
is identical but due to di�erences in molecular agencements their thermodynamic
properties vary. The Chemical Lumping step concatenates the isomers under a sole
representative species without a drastic change of the reaction dynamics.

c. Quasi-Steady State

As a final step, species with the shortest residence timescales are identified and
flagged as potential Quasi-Steady State (QSS) species. A set of analytical relations
are defined to link QSS species to non-QSS species allowing to retrieve QSS species
concentration knowing the concentrations of non-QSS species. Species switched to
QSS species are kept if the error due to the switch respect the tolerance levels. These
species do not require the resolution of a transport equation which in return saves
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computational time and storage space. It also relieves the solver from sti� species
with low chemical timescales which induces small time-steps.

Arcane automates the three steps in series. The tool e�ciently reduces a detailed
chemical scheme following specific reference cases where errors should be minimal.
The reference cases are key to produce a relevant scheme. The next sections aim
at presenting the choice made to produce a 3D-ready kinetic scheme, in particular
concerning references.

6.2 Vented gaseous mixtures

6.2.1 Selection of gaseous mixtures

Chapter 5 emphasizes that, under abuse conditions, internal short circuits can trig-
ger decomposition reactions that produce gases. The vented gaseous mixtures may
vary in time during TR, as reactions priorities evolve and temperature increases,
boiling electrolyte and oxygen may also be carried out. In this study, three main
simplifying hypotheses are made in the previous chapter, justifying the focus on
averaged vent gas mixtures of the form H2: XH2%, CH4: XCH4%, CxHy: XCxHy%,
CO: XCO%, CO2: XCO2%.

In order to produce a representative chemistry kinetic scheme, six mixtures have
been selected from the literature. They form the reference points when asserting
the precision of the Analytically Reduced Chemistry scheme obtained further. To
broaden the scope of the study, four main types of cathode materials are part of
the test : Li(NixMny, Coz)O2 (NMC), LiFePO4 (LFP) and LiCoO2 (LCO) and
combined LiCoO2 / Li(NixMny, Coz)O2 (LCO/NMC). The choice of one cathode
material influences the choice of solvents which in return change the gases produced
during thermal runaway [12]. The mixtures along with experimental information
and sources are given in Table 6.3.1 at page 80.

6.2.2 Comparisons using detailed kinetic schemes

To account for the fact that Li-ion cell fires may occur under a range of tem-
perature as large as [300 K, 1000 K], for hot gases ejected into cold atmosphere,
densities, adiabatic flame temperatures and flame speeds are given for the two
extreme temperatures 300 K and 1000 K. The latter case is relevant to guaran-
tee that chemical paths for high temperature combustion are well retrieved, even
if laminar flame speed at this temperature is not reachable experimentally. The
pressure is kept at 101 325.0 Pa for most simulations. In order to identify mix-
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tures and see if trends emerge concerning each type of cell, comparisons using de-
tailed schemes are conducted including, thermodynamic quantities, 0D auto-ignition
and 1D laminar premixed flames. The kinetic schemes used in this section are
CRECK_2003_TOT_HT [57] (PM) and the UC San Diego scheme (SD) [41].

First, the selected mixtures are evaluated regarding simple thermodynamic quan-
tities. The density fl, the Lower Heating Value (LHV) and the Lower Flammability
Limit (LFL) are given in Table 6.2.1. LFL for burning species diluted into CO2 are
computed using the modified Le Chatelier’s law presented in the work of Chen et
al. [43]. This comparison shows that LCO and LCO/NMC sourced mixtures are po-
tentially more dangerous with higher LHV, low LFL, together with a more volatile
behavior.

Table 6.2.1: Thermodynamic quantities of the six mixtures.
(P = 101 325 Pa) fl [kg.m≠3] fl [kg.m≠3] LFL [% vol. air] LHV [MJ.kg≠1]

at T = 300 K at T = 1000 K at T = 300 K at T = 300 K
and „ = 1.0

NMC1 1.047 0.314 7.381 10.64
NMC2 1.116 0.335 8.514 9.69
LFP1 1.136 0.341 8.313 7.57
LFP2 1.115 0.335 8.085 8.61
LCO/NMC 0.942 0.283 6.698 14.60
LCO 1.017 0.305 7.647 11.93

This trend is confirmed in Fig. 6.2.1 which shows the di�erences in adiabatic
flame temperature Tad computed using the PM and SD detailed schemes introduced
in Section 6.1.1, identified as two potential source-mechanisms for the reduction
procedure. LCO and LCO/NMC rank in front of NMC cells in terms of adiabatic
flame temperature, LFP ranking last.

The 0D isochoric auto-ignition delay is then computed using Cantera [99] for
both detailed schemes PM and SD (Fig. 6.2.1). All mixtures behave similarly:
the evolution of ignition delay with the reduced temperature is comparable for all
schemes.

The 1D premixed laminar flame speed sL is finally computed using once again
Cantera [99], with multi-component transport, over a range of equivalence ratio
„ œ [0.5, 1.5], from lean to rich mixtures. The inlet flow temperature is set to 300 K
and 1000 K, and the domain width is set to 40.0 mm. At 1000 K the auto-ignition
delay is always higher than w/sL where w is the width of the grid and sL is the
laminar flame speed, ensuring that no auto-ignition occurs in the fresh gases flow,
which allows stable simulations even at this high temperature. Figure 6.2.2 plots
the laminar flame speed versus equivalence ratio for both detailed kinetic schemes
at 300 K and 1000 K. Again, LCO and LCO/NMC sourced mixtures show greater
laminar flame speeds. The di�erence is more pronounced for rich mixtures.
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Figure 6.2.1: Vent gas comparison: a) adiabatic flame temperature for both detailed
kinetic schemes at stoichiometry („ = 1.0) with the Polimi scheme (PM) and the San
Diego scheme (SD), 0D isochoric auto-ignition delay for both detailed kinetic schemes.
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Figure 6.2.2: Comparison of the 1D premixed laminar flame speed for both detailed
kinetic schemes at T = 300 K and T = 1000 K

With overall higher flame temperatures, flame speeds and lower LFL, LCO and
LCO/NMC vent gases are estimated to be more dangerous than the vent gases from
both NMC and LFP cells studied here1 One key parameter responsible for this is
the ratio of burning species volume fraction and diluting species (here CO2). For
LCO and LCO/NMC vent gases, it peaks at around 3.0:1 and 2.9:1 respectively. In
comparison, NMC1 and NMC2 are at 1.4:1 and 1.7:1. Finally, LFP1 and LFP2 are
at 0.9:1 and 1.1:1. However, the explanation of these di�erences in proportion should

1Of course, this comparison holds for these gaseous analyzes, and precautions should be taken
when generalizing to an entire Li-ion family. Numerous parameters may play roles (SoC variations,
over-heating system, aging, ...), and attention to detail is primordial to erase as much as possible
dissimilarity in the gas sampling procedure.
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be linked to the choice of solvent and cathode, and it is still an open question [96,
97, 15, 253], evoked in Chapter 5.

6.3 Derivation of the reduced scheme

Two essential objects should be defined to start the reduction. First of all, the root
mechanism to reduce is chosen. Then, a list of cases representative of the tracked
combustion phenomena is prepared. Regarding the chemical scheme to use, it was
shown in the previous section that both mechanisms SD and PM behave similarly
for the six mixtures, and both remain good candidates for the reduction process.
To compare the schemes, for one data point, relative error RE =

---yA ≠ yB
---/yB is

computed. Over a range, mean relative error (MRE) is considered:

MRE = 1
N

Nÿ

i=1

---yA
i ≠ yB

i

---

yB
i

(6.2)

where N is the number of points in the range tested (range of equivalence ratio,
range of temperature, ...), yi is the i-th value of the evaluated magnitude (laminar
flame speed, auto-ignition delay, ...), the super script .A and .B refer to the two
di�erent fields compared. In the following comparisons, SD is the field A and PM
is arbitrarily chosen as the reference and is therefore field B. For 1D premixed
laminar flames, the mean relative error over the entire range of equivalence ratio
[0.5, 1.5] is maximal among the six mixtures for LFP1: 11.5 % at T = 300 K and
5.3 % at T = 1000 K (see Fig. 6.2.2). In addition, adiabatic flame temperatures are
nearly identical for all 6 mixtures (See Fig. 6.2.1 a) ), auto-ignition delay predictions
agree well at high temperature. Di�erences are contained at low temperature (See
Fig. 6.2.1 b) ). It motivates the choice of the SD scheme as its number of species
and reactions is lower, which will limit the reduction time and insure a smaller
final chemical scheme. In fact, computing a 1D premixed flame using the very
detailed PM scheme is typically 200 times more expensive than computing it with
SD (average computed for the six mixtures and a flame at stoichiometric conditions
and 300 K on one Intel Skylake CPU core). Moreover, the use of SD for Li-ion vent
gases has been validated experimentally by Henriksen et al. [110].

After the selection of the root mechanism, the reduction cases must be chosen. To
account for the diversity of events to study in Li-ion related fires, for each mixture,
five cases are considered:

1. 0D isochoric auto-ignition at T = 1000 K and P = 101 325 Pa

2. 1D premixed laminar flame at T = 300 K, P = 101 325 Pa and „ = 0.5
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3. 1D premixed laminar flame at T = 300 K, P = 101 325 Pa and „ = 1.5

4. 1D premixed laminar flame at T = 1000 K, P = 101 325 Pa and „ = 0.5

5. 1D premixed laminar flame at T = 1000 K, P = 101 325 Pa and „ = 1.5

Limiting errors are set to 20 % for both ignition delay and associated maximum
heat release in 0D. In 1D, the same limiting error is applied to laminar flame speed,
maximum heat release, burnt gases temperature and H2O mass fraction in burnt
gases. In practice the errors reached are lower and a complete set of verification is
performed in the following sections.

The reduction including case running takes 72 min on one Intel Skylake CPU
core. The result is an 18 species plus 6 quasi-steady state species with 93 reactions
and is further denominated as ARC. The root mechanism (SD) contains 57 species
and 268 reactions. The division by 3 of the number of transported species brings a
speed up of 5.5 for laminar flames with SD. In fact, the final comparison between
PM, SD and ARC shows that, on average for the six mixtures, a stoichiometric
laminar flame at 300 K is computed in 10 163.0 s for PM, 52.9 s for SD and 9.6 s for
ARC.

The gain in CPU time for this 1D test flame makes the ARC scheme a good
candidate for 3D reactive CFD computations. However, validation tests have to be
conducted to verify that the reduction is not deteriorating the precision. Therefore,
ARC and SD are further compared for three major cases: 1. 0D isochoric auto-
ignition (Section 6.4.1), 2. 1D premixed laminar flame (Section 6.4.2), and 3. 1D
counter-flow di�usion flame (Section 6.4.3). The latter one is added as di�usion
flames are expected when considering the venting of pure fuel into the atmosphere.
With high velocity and turbulence, premixed flames must dominate but at lower
velocity and turbulence level, di�usion flames can exist. It is necessary to verify
that the transport properties of ARC are well translated under this latter constraint.
Comparisons are given by computing relative errors and mean relative errors (See
Eq. 6.2) using the SD scheme as the reference.
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Table 6.3.1: Mixtures selected along with information on experimental conditions and
sources.
Mix. Name Cathode material Vol. fractions1 Experimental information
NMC1 Li(Ni0.45Mn0.45Co0.10)O2 H2 : 30.8 % - 18650 cell2

CH4 : 6.8 % - overheat-to-TR
C2H4 : 8.2 % - SoC : 100 %
CO : 13.0 % - Argon atmosphere
CO2 : 41.2 % - [96]

NMC2 Li(NixMnyCoz)O2 H2 : 22.4 % - Pouch + Hard case cells
undisclosed ratios CH4 : 5.2 % - overheat-to-TR

C2H4 : 5.6 % - SoC : 100 %
C2H6 : 1.0 % - Air, reaction with O2
CO : 28.9 % considered negligible for the
CO2 : 36.8 % selected high volume venting

- [141]
LFP1 LiFePO4 H2 : 31.0 % - 18650 cell

CH4 : 4.1 % - overheat-to-TR
C2H4 : 6.8 % - SoC : 100 %
CO : 4.8 % - Argon atmosphere
CO2 : 53.2 % - [96]

LFP2 LiFePO4 H2 : 29.6 % - 18650 cell
CH4 : 5.4 % - overheat-to-TR
C2H4 : 7.2 % - SoC : 100 %
CO : 9.2 % - Argon or N2 atmosphere
CO2 : 48.6 % - [97]

LCO/NMC LiCoO2 H2 : 30.0 % - 18650 cell
æ (66 %) CH4 : 8.6 % - overheat-to-TR
Li(Ni0.50Mn0.25Co0.25)O2 C2H4 : 7.7 % - SoC : 100 %
æ (34 %) C2H6 : 1.2 % - Argon atmosphere

CO : 27.6 % - [96]
CO2 : 24.9 %

LCO LiCoO2 H2 : 26.0 % - 18650 cell
CH4 : 4.9 % - overheat-to-TR
C2H4 : 4.8 %3 - SoC : 100 %
C3H6 : 1.5 % - N2 atmosphere
CO : 36.9 % - [171]
CO2 : 26.0 %

1 Volume fractions are normalized so that all the species volume fractions sum to 100 %. Species
volume fractions strictly lower than 1.0 % after normalization are neglected and volume fractions are
recomputed to sum again to 100 %.
2 Cylindrical cells: 18 mm in diameter and 65 mm in length.
3 Content in Ethylene (C2H4) and Acetylene (C2H2) cannot be separated in the source study. In this
thesis, based on the fact that both species have comparable LHV and molecular weights, it is modeled
using Ethylene only.
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6.4 Validation of the reduced kinetic scheme

6.4.1 0D isochoric auto-ignition validation

The 0D isochoric auto-ignition delay is computed using Cantera for both SD and
ARC on the [0.75, 1.05] range of reduced temperatures (corresponding to [952 K,
1333 K]) and is plotted in Fig. 6.4.1.
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Figure 6.4.1: Comparison of the 0D isochoric auto-ignition delay for ARC and SD.

On the one hand, the general tendency is well retrieved by the ARC scheme. At
the point T = 1000 K, which corresponds to a low temperature auto-ignition, the
relative error is maximal for the LCO mixture at 11.6 % with the second largest
error being 2.3 % for LCO/NMC. The mean relative error on the whole range of
temperature is also maximum for the LCO mixture and is 28.6 %. This mean
relative error is lower than 10 % for the five other mixtures, which guarantees a
good agreement between reduced and detailed schemes for auto-ignition delays.

6.4.2 1D premixed laminar flame validation

1D premixed laminar flames are computed for the six mixtures at both T = 300 K
and T = 1000 K for the range „ œ [0.5, 1.5] and a domain width of 40.0 mm. At low
temperature, average errors are maintained under 5.5 % (corresponding to the LFP1
mixture) meaning that the reduction has kept the right chemical paths (Fig. 6.4.2,
T = 300 K). The conclusion is the same for premixed flames at T = 1000 K as the
average relative error is under 3.4 % (NMC1 mixture). The highest relative error
is 8.6 %, it corresponds to the point „ = 0.5 for LFP1 (Fig. 6.4.2, T = 1000 K).
Premixed flames are retrieved with the ARC scheme and reduction has not impinged
the quality of the prediction of laminar flame speeds. The scheme is therefore
applicable to cases where the flammable gases are mixed with air either during
venting (turbulent jet flames, ...) or after venting (ignition in enclosed modules
filled with gases, ...).
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T = 300 K T = 1000 K

Figure 6.4.2: Comparison of the 1D premixed laminar flame speed for ARC and SD at
T = 300 K and T = 1000 K.

6.4.3 1D counter-flow di�usion flame validation

During TR, gases produced by the failing cell are ejected through the vent device:
these pure flammable gases meet air and a di�usion flame can be observed. In
order to check the reduced scheme under these conditions, 1D counter-flow di�usion
flames are computed for a range of strain rate a [50, 500] (s≠1), computed using
Eq. 3.10, which corresponds to a large set of di�usion flame conditions, from low to
high strain rates (e. g. CH4 extinction strain rate is experimentally measured close
to 350 s≠1 [264]). The domain width is set to 80.0 mm, and the fuel and air stream
temperatures are 1000 K and 300 K respectively corresponding to approximate cell
venting conditions. Two main quantities are compared for ARC and SD: 1. the
integral heat release accounting for the heat produced by the flame and 2. the
peak temperature of the flame. Figure 6.4.3 - right shows the very good agreement
between ARC and SD in terms of integral heat release. The maximum average error
is 2.5 %, and is reached for the LCO/NMC mixture. Figure 6.4.3 - left shows the
maximum temperature comparing ARC and SD. Once again, the agreement is good
with a maximum average error of 1.6 % (LCO/NMC). This exercise is also a way
to compare again the six mixtures: LCO and LCO/NMC mixtures depict overall
higher integral heat releases and maximum temperatures under the 1D di�usion
combustion mode.

6.4.4 Summary of the reduction process

The reduction procedure applied to the San Diego scheme o�ers the possibility to
generate an analytically reduced scheme. The scheme is able to reproduce the main
cases for which it has been created and depicts overall low errors. Table 6.4.1 p. 84
summarizes the computed errors for the six mixtures under the di�erent test cases
and targeted magnitudes. In addition to the punctual relative error (RE) and the
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Figure 6.4.3: Comparison of the 1D counter-flow laminar di�usion flame flame maximum
temperature and integral heat release for ARC and SD, for a fuel stream temperature
Tfuel = 1000 K and an air stream temperature Tair = 300 K.

mean relative error (MRE, see Eq. 6.2) over a representative range, the normalized
root mean square error is added to observe error dispersion as it tends to penalize
large errors:

NRMSE = 1
yB

ı̂ıÙ 1
N

Nÿ

i=1
(yA

i ≠ yB
i )2 (6.3)

where the root mean square error is normalized by the mean of the reference field
yB. It allows to more easily compare NRMSE values from a set to another when
there are strong value di�erences (e. g. at high temperature, flame speeds are
inherently higher, and makes RMSE incomparable to lower temperature cases due
to higher absolute errors). The reference field .B in this case is SD. The values
of NRMSE tend to be higher for high temperature cases where dispersion can be
observed in Fig. 6.4.2. But values remain low in general, meaning that high errors
remain contained on the considered ranges.

In view of these results, the San Diego o�ered a good basis for the reduction.
The scheme is detailed enough to produce results in various configurations and of
su�ciently small size to allow a large number of cases during reduction. Nonetheless,
there are ways to improve the procedure and reach other important phenomena that
had to be discarded for this first step. Choosing source mechanisms able to take
into account electrolyte species and pollutant emissions remains an on-going work.
It would guarantee an applicability of the scheme on cases where boiling/liquid
electrolyte is observed and influences flame dynamics.
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Table 6.4.1: Summary of the performance of the reduced scheme (RED) in comparison to
the source detailed scheme (SD). Ranges considered for error computations are 1000/T œ
[0.75, 1.05] K≠1 for auto-ignition, „ œ [0.5, 1.5] for the premixed flames, and a œ [50., 500.]
s≠1 for the di�usion flames.

0D auto-ignition 1D premixed flame
Type of error MRE RE MRE NRMSE

1000 K 300 K 1000 K 300 K 1000 K
NMC1 8.4 % 1.0 % 3.4 % 5.3 % 0.030 0.059
NMC2 4.7 % 2.2 % 3.2 % 3.3 % 0.031 0.037
LFP1 8.9 % 1.0 % 3.1 % 5.5 % 0.034 0.059
LFP2 8.4 % 1.0 % 3.3 % 5.3 % 0.032 0.058
LCO/NMC 4.6 % 2.3 % 3.1 % 4.0 % 0.028 0.047
LCO 28.6 % 11.6 % 2.4 % 3.5 % 0.023 0.043

1D di�usion flame
Type of error MRE NRMSE

HRint Tmax HRint Tmax

NMC1 2.1 % 1.5 % 0.022 0.015
NMC2 1.8 % 1.4 % 0.018 0.015
LFP1 1.7 % 1.3 % 0.018 0.013
LFP2 1.8 % 1.4 % 0.019 0.014
LCO/NMC 2.5 % 1.6 % 0.027 0.016
LCO 2.4 % 1.5 % 0.025 0.015

6.5 Reduced scheme generalization test

One key aspect to consider when generating a kinetic scheme for the combustion of
complex mixtures is its capability to remain representative when the composition
varies. In this study, six mixtures were selected to broaden the field of application
of the scheme to gaseous surrogates with di�erent reactivities. Avoiding an over
optimization of the chemical pathways for one specific mixture allows to also look
for mixtures that are not in the original batch and test how well the kinetic scheme
generalizes. Laminar flame speed and auto-ignition delays will be used to compare
ARC and SD for this new batch of gases.

6.5.1 Generalization to untested Li-ion vent gases

Five additional vent gas analysis are chosen for the generalization test. Pure
methane (CH4) completes the new batch of mixtures. Table 6.6.1 at page 88 gives
the compositions, sources and information on the experimental framework.
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Vent gas compositions originating from Li(NiCoAl)O2 (NCA) are targeted from
the study of Lammer et al. [149] for their content in hydrogen. NCA batteries tend to
produce gases with overall higher flame speed [12]. It helps to check that the kinetic
scheme is able to reproduce the combustion of these vent gases when considering
worst case scenarios. Pure methane allows to compare the Li-ion-specific mixtures to
a well studied reference, which must be reproduced properly by the reduced scheme.
Additionally, it puts in perspective the dangerousness of the mixtures in comparison
to a simpler well-studied reference.

Figure 6.5.1 highlights that auto-ignition delays are well retrieved especially for
NCA-sourced vent gases. In Fig. 6.5.2, 1D flames are also correctly retrieved for the
test batch showing that the kinetic schemes generalizes well to a variety of gases
observed around Li-ion batteries after thermal runaway. Overall, these gases show
higher laminar flame speed, and shorter auto-ignition delay than methane, which
confirms that asserting safety designs with already existing methane schemes would
undermine the quality of the analysis.

Figure 6.5.1: Comparison of the 0D isochoric auto-ignition delay for ARC and SD and
the generalization test batch.

T = 300 K T = 1000 K

Figure 6.5.2: Comparison of the 1D premixed laminar flame speed for ARC and SD and
the generalization batch at T = 300 K and T = 1000 K

Nonetheless, for both the 0D auto-ignition case and the 1D premixed flame case,
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the maximum error is reached for the Somandepalli et al. mixture [247]. One
possible reason is the presence in larger amount of propylene (C3H6) which is only
rarely present in the original set of mixtures on which the reduction has been done.
The evaluation of the scheme to pure fuels (hydrogen, methane, ethylene, ethane,
and propylene) thus follows to conclude the evaluation of the reduced scheme.

6.5.2 Generalization to pure fuels

0D auto-ignition and 1D premixed flames are computed for pure methane (CH4),
pure ethylene (C2H4), pure ethane (C2H6) and pure propylene (C3H6).

S
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Figure 6.5.3: Comparison of the 0D isochoric auto-ignition delay and the 1D premixed
laminar flame speed at T = 300 K, for ARC and SD, and pure methane (CH4), pure
ethylene (C2H4), pure ethane (C2H6), pure propylene (C3H6). The auto-ignition delay of
hydrogen is added as a reference.

Fig. 6.5.3 shows that the species present in the initial reduction batch produce
the smallest error (hydrogen, methane, ethylene). At T = 300 K, the average error
on the laminar flame speed is 0.1 % for H2, 3.7 % for CH4, 15.3 % for C2H4, and
28.8 % for C3H6. Moreover, the auto-ignition delays are correctly retrieved for
every species except C3H6, where the reduced scheme diverges from the reference.
It confirms that the species only rarely present in the reduction batch produce
more discrepancy which could explain the observations made when the Somandepalli
mixture is evaluated (see Fig. 6.5.1 and 6.5.2).
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6.6 Conclusion on kinetic scheme reduction

The steps to derive an Analytically Reduced Chemistry kinetic scheme are given in
this chapter. In order to make it representative of combustion phenomena commonly
observed when studying lithium-ion cell fires, six mixtures experimentally obtained
are tested. The six mixtures are the result of over-heat-to-Thermal-Runway exper-
iments for four di�erent cathode materials: NMC (Lithium - Nickel - Manganese -
Cobalt oxide), LFP (Lithium - Iron - Phosphate), LCO (Lithium - Cobalt oxide)
and LCO/NMC. The gaseous mixtures are first tested using detailed kinetic schemes
to assert their specifications in terms of volatility, heating value, flammability lim-
its, flame temperature, ignition delay and premixed laminar flame velocity. A root
detailed kinetic scheme (57 Species, 268 Reactions) is then chosen and the reduction
is performed following optimization cases set to guarantee the representativeness of
the resulting scheme. The final reduced kinetic scheme includes 18 Species, 6 QSS
Species and 93 Reactions.

The scheme is validated versus the root mechanism in terms of 0D isochoric
auto-ignition at varying temperatures, 1D premixed laminar flame for low and high
temperatures on a large range of equivalence ratio, and 1D counter-flow di�usion
flame at varying strain rates. The capability of the scheme to generalize to mixtures
not initially selected for the reduction of the scheme follows. It demonstrates a strong
ability to adapt to mixtures that remain near the original batch. But, in particular,
species that are only rarely represented in the original batch (e.g. C3H6) can be
a source of error for mixtures with higher levels of these species. The error may
be mitigated by adding the problematic mixture to a new reduction batch, which
exposes to a larger number of species and reactions in the final reduced scheme.

The chemical kinetic scheme used is described in Appendix A p. 235, and can
be made available on demand or is accessible in [36].

In the next chapter, using the scheme derived here, canonical cases are more
thoroughly studied, in order to evaluate the need in models when targeting 3D
configurations, and help setup the models for Li-ion vent gases.
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Table 6.6.1: Mixtures selected along with information on experimental conditions and
sources for the generalization test.
Mix. Name Cathode material Vol. fractions1 Experimental information
Som. LiCoO2 H2 : 29.2 % - Pouch cell

CH4 : 6.7 % - overheat-to-TR
C2H4 : 2.3 % - SoC : 100 %
C2H6 : 1.2 % - Argon atmosphere
C3H6 : 4.8 % - [247]
CO : 24.1 %
CO2 : 31.6 %

Hen. LiFePO4 H2 : 34.9 % - Undisclosed format
CH4 : 15.0 % - overheat-to-TR
C2H4 : 5.0 % - SoC : 100 %
CO : 25.0 % - inert atmosphere3

CO2 : 20.1 % - [110]
Lam. 1 Li(Ni0.8Co0.15Al0.05)O2 H2 : 15.9 % - 18650 cell2

CH4 : 2.5 % - overheat-to-TR
C2H4 : 2.4 % - SoC : 100 %
CO : 58.6 % - Argon atmosphere
CO2 : 20.5 % - [149]

Lam. 2 Li(Ni0.8Co0.15Al0.05)O2 H2 : 35.7 % - 18650 cell2
CH4 : 3.7 % - overheat-to-TR
C2H4 : 2.0 % - SoC : 100 %
CO : 44.0 % - Argon atmosphere
CO2 : 14.5 % - [149]

Lam. 3 Li(Ni0.8Co0.15Al0.05)O2 H2 : 43.2 % - 18650 cell2
CH4 : 7.0 % - overheat-to-TR
C2H4 : 2.7 % - SoC : 100 %
CO : 37.2 % - Argon atmosphere
CO2 : 9.8 % - [149]

CH4 CH4 : 100.0 %
1 Volume fractions are normalized based on all the species analyzed to sum to 100 %. Species
depicting volume fractions strictly lower than 1.0 % after normalization are neglected and volume
fractions are recomputed to sum again to 100 %.
2 Cylindrical cells: 18 mm in diameter and 65 mm in length.
3 Unspecified inert atmosphere composition.
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This chapter focuses on the definition of simple 1D canonical cases useful to
setup strategies when targeting realistic 3D simulations of the three main phases of
thermal runaway: 1. Opening, 2. Sustained venting and flames, 3. Explosion due to
gas accumulation. The simulation of such canonical cases fills a tool box necessary
for the 3D cases, with for example the familiarization to shock handling methods
and the setup of the Dynamically Thickened Flame model adapted to large 3D
cases with local mixture inhomogeneities and partially premixed/di�usion controlled
combustion. It is concluded by the detailed list of 3D simulations conducted in the
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following chapters, with intended aims regarding experimental/simulation validation
and potential applications for battery design.

7.1 Phases of TR and reduced canonical cases

During thermal runaway, three main phases are highlighted as critical for the design
of the structure of the battery, its safety devices, and the sizing of fire-prevention
systems:

1. Opening: due to the high pressure inside the cell, the vent disk breaks creating
a discontinuity between high pressure/high temperature vent gases and the
atmosphere. A shock propagates first, interacting with walls. It then gives way
to the formation of an under-expanded jet depicting high flow Mach numbers.

2. Sustained venting: Despite the fact that the opening followed by a sudden
expansion cools down the cell, pacing down reactions, the reactivity is not
stopped completely. Gas production increases again until a climax, where the
sustained ejection of hot gases is prone to create jet di�usion flames. At high
turbulence levels, partially premixed zones can be reached downstream, in the
jet plume.

3. Explosions: In the event of a venting where combustion is limited or im-
possible in a first place, vent gases may accumulate inside the storage space
or the casing of the module. A spark from a failing electrical device triggers
an explosion, where obstacles-created turbulence plays a crucial role on flame
acceleration and over-pressure measurements.

Three main canonical scenarios have been chosen in this thesis to setup models
adapted to 3D simulations:

1. the 1D shock-tube scenario where the driver gas is the hot pressured vent gas
mixture.

2. the 1D laminar premixed flame at atmospheric conditions, allowing to examine
characteristic flame profiles and set adequately the thickened flame model for
3D cases.

3. the 1D laminar counter-flow di�usion flame with hot vent gases on the fuel
side and air at atmospheric conditions on the oxidizer side, to define strategies
for jet di�usion flames, and locally partially premixed combustion.
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In the following sections, using the reduced kinetic scheme proposed in Chapter 6,
it is possible to form a large dataset containing the 1D cases at a reduced cost.
Figure 7.1.1 summarizes the di�erent phases of TR targeted with canonical cases to
prepare for more realistic 3D simulations.

...
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Figure 7.1.1: Summary of the phases of the Thermal Runaway targeted by the 1D
canonical cases, along with the information obtained for the setup and calibration of
models adapted to large 3D cases.

7.2 Shock simulation

Shortly after the onset of thermal runaway, the progressive decomposition of the
cell is accompanied by the production of gases that accumulate in the housing. The
pressure builds up until the structural resistance of the cell is reached: 1. either a
safety disk breaks open and relieves the pressure, or 2. the weakest point of the cell
cracks open (corners, welding, ...). This happens at pressures as high as 2.0 MPa [11]
so that a shock is created. This shock propagates into the surrounding atmosphere
immediately followed by a turbulent supersonic jet. Being able to confidently sim-
ulate flows with shocks in 3D is therefore essential to reproduce the scenarios of
opening and venting.

The configuration described here can be compared, at first order, to a shock-tube
experiment where the driver gas is modelled by hot vent gases and the driven gas
is the atmosphere. In this section, the simulation of 1D shocks is proposed to draw
modelling strategies from the existing and evaluate them using a numerical setup
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close to the one available in 3D. Such a benchmark is essential to ensure the fidelity
of the methods when scaling up to complex cases containing shock discontinuities,
and is historically performed on similar shock-tube cases [246].

7.2.1 Theoretical 1D shock-tube profiles

Shock profiles are obtained using the theoretical solution for the 1D propagating
shock proposed by Riemann and summarized in Chapter 3 Section 3.3.5. In [11],
the opening pressure has been measured for multiple 18650 cells. On average this
pressure reaches 2.0 MPa. Thus, the conditions chosen to be representative of the
venting of pure hot decomposition gases into the air at atmospheric conditions are
as follows:

1. Driver gas : the mixture is NMC1 [96]: H2: 30.8 %, CH4: 6.8 %, C2H4:
8.2 %, CO: 13.0 %, CO2: 41.2 %, at Tdriver = 1000 K, Pdriver = 2.0 MPa.

2. Driven gas : the mixture is air: O2: 21.0 %, N2: 79.0 %, at Tdriven = 300 K,
Pdriven = 101 325 Pa.

The theoretical solution for such a configuration gives access to the characteristic
velocities at which the shock, the contact surface and the rarefaction waves propa-
gate. Values are given in Table 7.2.1 and 7.2.2 and summarized under a Riemann
x-t diagram in Fig. 7.2.1

Table 7.2.1: Characteristic velocity for
the propagating shock (in m.s≠1).

Shock (w) 820.1
Contact surface (up) 560.7
Expansion head (≠a4) -624.0
Expansion tail (up ≠ a3) -5.0

Table 7.2.2: Conditions from either
side of the shock.

In front Behind
P (Pa) 101 325.0 640 232.7
T (K) 300.0 599.5
fl (kg.m≠3) 1.17 3.71

1

w

1

u
p

1

a
4

Figure 7.2.1: Riemann x-t diagram
corresponding to the shock at opening.

Such a theoretical solution, including shock profiles, is key to initialize a simula-
tion, as the discontinuity is often too strong to be properly handled numerically if
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a crude initialization is used. Furthermore, it serves as a reference to evaluate the
performance of a numerical setup regarding the capture of shock discontinuity. In
the next section, the simulation of a 1D shock-tube configuration is presented, along
with typical shock handling methods for CFD simulation.

7.2.2 Simulation of 1D shock propagation

All simulations are performed using AVBP where two shock handling methods are
available (see Chapter 4 Section 4.2.3), and should be compared in relation with the
numerical scheme.

Methods comparison

The shock-tube canonical case allows to test the methods introduced when they
collaborate with di�erent mesh refinement and numerical schemes. The parameters
of the study are thus:

1. Mesh refinement : �x = 0.5 mm, �x = 0.2 mm, �x = 0.07 mm homogeneous
grids are tested.

2. Numerical schemes : Lax and Wendro� [152] (LW), and Two-steps-Taylor-
Galerkin-4A [50] (TTG4A) are selected for their di�usive properties helping
in the vicinity of shocks.

3. Shock handling : Cook and Cabot (CC), Localized Artificial Di�usion (LAD),
and no modelling (NM).

AVBP is used to simulate the propagation of the shock, starting from the initial
profile at tinit = 50 µs, and compared to the theoretical profile at tfinal = 200 µs.
A first comparison of the general profile is done for the intermediate mesh �x =
0.2 mm, without shock handling method for both LW and TTG4A. Figure 7.2.2
shows an overall good agreement between theoretical profiles and simulation. But
as expected, the discontinuity of the shock creates oscillations for both numerical
schemes. In particular, TTG4A depicts strong negative velocity and pressure peaks,
that must be damped.

Using the same mesh, a more detailed comparison of the shock-wave profile is
given in Fig. 7.2.3 p. 95. Shock handling methods succeed in suppressing or damping
spurious waves. The improvements of the profiles are very well visible for the order-
three finite element scheme TTG4A, where no negative impulses are observed at the
foot of the shock. With the current settings, Cook and Cabot and LAD have very
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Figure 7.2.2: Simulation of the propagation of a 1D shock for the mesh �x = 0.2 mm,
with tinit = 50 µs, and tfinal = 200 µs. Both LW and TTG4A are compared without shock
handling strategy.

similar performances. However, oscillations are not completely erased when using
LW. The unwanted waves amplitude regarding pressure is reduced by a factor 2.4
for LW - CC (resp. 2.0 for LW - LAD).

Moreover, in Fig. 7.2.4 p. 96, it can be seen that the amplitude of the spurious
waves are identical for all three meshes. The attenuation level is close to identical
when refinement increases, showing the good consistency of the methods selected
for shock handling.

Table 7.2.3 summarizes the cost of the simulations. Such a comparison holds in
1D and can only be extrapolated to 3D with much precautions. However, it helps to
determine that the gain of one order of precision between LW and TTG4A is done
at a 2.73 times higher cost (on average). Also, the cost of LAD is 10.6 % larger
than Cook and Cabot in combination with LW, and only 2.2 % larger with TTG4A.
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Figure 7.2.3: Zoom on the shock-wave profiles, and comparison between numerical
schemes and their collaboration with shock handling methods.

With very similar performances, both methods are recommended.

Table 7.2.3: Comparison of costs for 1D shock propagation. For completion, values are
given in sCPU/it./cell as averages for the three meshes, reproducing the simulation three
times, using one core of an Intel Skylake CPU.

No Mod. Cook and Cabot LAD
LW 5.00 ◊ 10≠6 5.49 ◊ 10≠6 6.07 ◊ 10≠6

TTG4A 1.44 ◊ 10≠5 1.53 ◊ 10≠5 1.56 ◊ 10≠5
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Figure 7.2.4: Zoom on the shock-wave pressure profiles, and comparison between nu-
merical schemes, shock handling methods and mesh refinement.

This first familiarization with the canonical propagating shock configuration
helps to define guidelines for the 3D simulations that follow. On the one hand,
the mesh refinement is not a limiting factor and should be defined as small as com-
putationally available to guarantee sharp shock profiles. Shock handling methods
are to be used in all scenarios involving shocks. Cook and Cabot and LAD depict
similar performances for this 1D canonical problem. Costs are also comparable de-
spite a slight step ahead for Cook and Cabot. An application to a 3D case is then
necessary to settle properly, which one objective of Part III.

Concerning numerical schemes, TTG4A is recommended for most applications
involving shocks. Its better precision is obtained at seemingly higher computational
prices. But to be fair, it is recalled that the interest of the higher order is to obtain
very good precision on coarser meshes than low order schemes, meaning that cost
comparisons on same meshes are generally unfair. However, two main reasons make
LW a good substitute in particular cases:
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1. TTG4A is less robust than LW to mesh irregularities, and strong shock/tur-
bulence interactions. Given these constraints, LW depicts overall reasonable
performances (often su�cient) with a stronger robustness at low cost, becom-
ing a good compromise.

2. Also, when the mesh refinement criteria are imposed by other phenomena such
as combustion, the advantage of the order partly disappears.

Thus, it makes LW sometimes essential in 3D configurations where mesh quality
is less easily controlled, and where turbulence and combustion introduce sti�ness in
the cases, imposing small space-steps.

7.3 Laminar premixed flame simulation

The second canonical case is the laminar premixed flame. A closer look on such
flames for Li-Ion vent gases burning with air at atmospheric conditions helps to
better understand the specificity of the mixtures. It allows to determine the best
approach to simulate and model the flames in larger 3D cases. Two main topics
are the focus of the next paragraphs: 1. the description of typical Li-ion vent gas
premixed flame profiles, and 2. the assertion of the e�ect of the hydrogen level on
flame behaviour. The database containing flame information is computed using the
reduced scheme and Cantera.

7.3.1 1D laminar premixed flames

Specificity of Li-ion vent gases

Similarly to Chapter 5, the gaseous mixture used as a reference in this section is the
one extracted by Golubkov et al. and named NMC1 in Chapter 6 Table 6.3.1: H2:
30.8 %, CH4: 6.8 %, C2H4: 8.2 %, CO: 13.0 %, CO2: 41.2 %.

The Heat Release Rate (HRR) and temperature profiles are plotted versus the
position in Fig. 7.3.1 for three equivalence ratios, T = 300 K and P = 101 325 Pa.
Profiles are centered on the position of the HRR peak. As expected, the maximum
heat released HRRmax, the flame speed sL, and the final temperature Tf are reduced
when the mixture moves away from „ = 1.0. In practice, due to the presence of
hydrogen, the mixture for which the maximum of sL is reached is slightly richer
than stoichiometry at „ = 1.05 (for pure hydrogen, the maximum of sL is obtained
at „ ƒ 1.8, under similar conditions).
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Figure 7.3.1: Heat Release Rate and temperature profiles for mixture NMC1 (Chapter 6
Table 6.3.1) at „ œ {0.5, 1.0, 1.5}, T = 300 K and P = 101 325 Pa.

At stoichiometry, the thermal flame thickness ”L = 0.406 mm and laminar flame
speed sL = 0.426 m.s≠1 are comparable to the ones of ethane (”L = 0.380 mm and
sL = 0.426 m.s≠1). When looking into the details of species profiles in Fig. 7.3.2, it is
possible to locate the zones where the fuel species are consumed. Due to di�erential
di�usion phenomena, because the molar weights and di�usivity of each species are
heterogeneous, the consumption of hydrogen occurs further towards the burnt gases
than methane and ethylene. This is a key information when the objective is to locate
heat release ridge lines using species consumption. In this case, ethylene or methane
consumption peaks are better centered on the peak of heat release, ensuring a better
flame detection for flame models (see Section 7.3.2). Also, the presence of carbon
monoxide in the fresh gases, extends the post-flame zone where slow reactions of
CO transforming to CO2, producing the last percents of heat necessary to reach the
adiabatic flame temperature, requiring flame models where the window of action
can be properly setup to take into account all the reaction zones.

E�ect of the hydrogen level

One specificity of Li-ion vent gases is the variability in species composition, inherent
to variations in the compounds of the cell, in TR triggering, in the State of Charge
of the battery, ... In particular, the ratio of burning species over CO2 is found to be
key on the macroscopic flame quantities (sL, ”L, Tad, ...) as it was already mentioned
in Chapter 6 Section 6.2.2. To observe the e�ect of this diluting ratio, and especially
when the most reactive and di�usive species H2 is changed, a set of laminar premixed
flames are computed with varying H2 levels at fixed equivalence ratios. The use of
the reduced scheme developed in Chapter 6 helps to obtain a large database with
minimized costs and allows to draw trends rapidly. At atmospheric conditions,
starting from the NMC1 mixture without hydrogen: H2: 0.0 %, CH4: 9.8 %, C2H4:
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b)

c)

a)

Figure 7.3.2: Main species profiles for NMC1 at „ = 1.0, T = 300 K and P = 101 325 Pa:
a) species molar fractions, b) species production rates, c) zoom on species production rates
of reactive fuel species. vertical dashed lines locate the maximum of consumption of of
the four reactive species of the fuel blend.

11.8 %, CO: 18.8 %, CO2: 59.6 %, the level of hydrogen is progressively increased
until the mixture becomes pure hydrogen, reaching the worst case scenario. The
laminar flame speed and thermal flame thickness versus the level of hydrogen XH2

are given in Fig. 7.3.4. The "Original mixture" represents a level XH2 = 30.8%.

Unsurprisingly, the laminar flame speed increases with XH2 , and the flame thick-
ness is reduced. Besides, an inversion occurs at XH2 = 0.74 where the curves at
„ = 1.0 cross the ones at „ = 1.5. It is due to the fact that pure hydrogen laminar
flame speed peaks under rich conditions. Thus, for an explosion scenario involving
Li-ion gases, the worst case scenario in terms of flame acceleration, is not necessar-
ily the stoichiometry, and is found in the rich zone depending on the H2 level. It
should also be noted that for very high levels of hydrogen, under lean conditions,
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a) b)

Figure 7.3.3: E�ect of hydrogen level on a) laminar flame speed and b) flame thermal
thickness for „ œ {0.5, 1.0, 1.5}, T = 300 K and P = 101 325 Pa.

thermo-di�usive instability due to Lewis numbers far from unity may accelerate the
flame [17, 18]. In this work, only cases where the level of hydrogen remains reason-
able and/or the mixture is under mildly lean conditions are targeted, guaranteeing
that the Lewis numbers remain close to unity. An e�ort is still needed for the side
of the spectrum where hydrogen content is high and conditions are lean as it could
become the worse case scenario for explosions.

The heat released by the flame increases up to ten folds when going from NMC1
to pure hydrogen, with higher end-of-combustion temperatures (see Fig. 7.3.4). For
battery designers, it is therefore interesting to consider several vent gas mixtures
with varying hydrogen levels when producing accident scenarios. Defining the worst
case is highly dependent on this initial mixture, and including pure H2 cases during
the simulation step partly guarantees that this worst case is considered.

φ = 0.5 φ = 1.0 φ = 1.5 

Figure 7.3.4: E�ect of hydrogen level on HRR and temperature profiles for „ œ
{0.5, 1.0, 1.5}, T = 300 K and P = 101 325 Pa.

With this closer look on flame profiles and with a better understanding of the



101 7.3. Laminar premixed flame simulation

specificity of Li-ion vent gas mixtures, it is then time to define strategies to scale-up
to larger 3D cases, where the discretization makes impossible to ensure a minimal
number of points inside the flame front to reproduce the chemical reactions and thus
the macroscopic flame quantities such as sL, ”L, HRRmax, ... and where turbulence
interacts with the front. Strategies to model turbulent flames in 3D LES frameworks,
for Li-ion vent gases must be adapted from the existing.

7.3.2 Setting up the DTFLES approach

The Dynamically Thickened Flame strategy has been selected to model turbulent
premixed flames. First of all, a sensor adapted to the mixture at hand is to be
chosen.

Flame sensors have been developed searching for the most generic approach
for large cases (involving mesh partitioning for multi-cores CFD simulation), and
complex flames (multi-species detailed/semi-detailed chemistry, liquid phases). An
example of sensor is given by Rochette et al. [225] and consists in detecting heat
release rate fronts and artificially propagating particles from the ridge to extend the
thickening in the domain, and move from partition to partition. In this manuscript,
a second approach is preferred. Formulated by Jaravel [126], it proposes a so-called
"relaxation sensor" that reads:

S = G
C

max
A

min
A

2Fmax|Ê̇F |
|Ê̇F |1D

max

≠ 1, 1
B

, 0
BD

(7.1)

where Ê̇F corresponds to the production rate of the fuel, and |Ê̇F |1D
max is the maximum

absolute value of the production rate of the fuel when considering a 1D premixed
laminar flame. The sensor therefore detects the flame front by comparing local
values of production rates to the production rate of a canonical case known a priori.
The sensor is then filtered with a filter G to broaden the zone of action of the
thickening to pre-heat and post-flame zones. The filter is set to smoothly relax
towards zero away from the reaction zone. Such an approach therefore demands a
tabulation of |Ê̇F |1D

max and ”L at the conditions estimated to be encountered in the
domain (temperature, pressure, and equivalence ratio). For Li-ion vent gases, or
more precisely, for multi-species fuels, it is also necessary to define what is to be
considered as .F . From Fig. 7.3.2, it has been observed that methane and ethylene
consumption peaks coincide well with the peak of heat release on the range of
equivalence ratio considered. As methane consumption is more central in the flame,
and because methane is always present in Li-ion vent gases, it is chosen as the
reference species for the sensor such that |Ê̇F |1D

max = |Ê̇CH4|1D
max.

Once the tabulation is performed, the local conditions are then to be evaluated,
such that the model can search, in the table, values to compute local Fmax, and S,
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giving the local thickening F to apply.

In addition to the values tabulated for the flame sensor S (|Ê̇F |1D
max and ”L), the

values of sL for conditions expected inside the domain must be retained in order to
feed the e�ciency function of the flame-turbulence interaction model (see Chap. 4
Sec. 4.2.2). During the simulation, with a proper evaluation of the local equivalence
ratio, pressure and temperature, the model can adapt to local variations in mix-
ing conditions that may occur in inhomogeneous turbulent flames. In particular,
a robust definition of the local equivalence ratio must be chosen. Furthermore, for
partially premixed combustion, where di�usion processes may locally drive the com-
bustion, or for di�usion flames, such models developed for premixed combustion are
unsuitable without taking precautions. An introduction to flame indexes is given in
Section 7.4.3 to amend the DTFLES procedure.

Local equivalence ratio for Li-ion vent gases

To simulate premixed combustion of complex blends of species, or when inhomo-
geneity is predicted to occur inside the volume, it is crucial to define a consistent
local equivalence ratio „loc that can be measured at each time-step in the entire do-
main. To be consistent, the value of the equivalence ratio must be constant through
a perfectly premixed flame front (fresh gases, reaction zones and burnt gases). Fol-
lowing the work of Cazères, a definition using an atomic budget can be introduced
for the combustion of CxHy in air [33, 22]:

„locCxHy + (x + y

4)(O2 + nN2/O2N2) æ Products (7.2)

The conservation of atoms ensures that everywhere in the domain the number of
atoms of oxygen, hydrogen and carbon (resp. nO, nH , and nC) remains constant.
Thus, nC = „locx, nH = „locy, nO = 2x + 1

2y, which allows to write „ as a local
oxygen-hydrogen-carbon budget B [33, 22]:

„loc = B =
2nC + 1

2nH

nO
(7.3)

which can be conveniently retrieved by replacing the number of atoms by atoms
molar fractions XO, XH , XC , or atom mass fractions divided by atomic molar mass
YO
WO

, YH
WH

, YC
WC

, available at each point/each iteration in a computation.

However, in this study, the Li-ion vent gases are mixtures involving hydrogen,
light alcanes, and carbon monoxide, diluted into carbon dioxide. The generic formula
for the mixture is of the form CxHyOz:



103 7.3. Laminar premixed flame simulation

„locCxHyOz + (x + y

4 ≠ z

2)(O2 + nN2/O2N2) æ Products (7.4)

By rewriting the atom conservation, nC = „locx, nH = „locy, nO = 2x+ 1
2y≠z+„locz,

it appears that the presence of oxygen in the fuel makes the relation „loc = B
impractical. Nonetheless, an interesting relation arises:

B =
2nC + 1

2nH

nO
= „loc–

„loc ≠ 1 + –
=∆ „loc = (– ≠ 1)B

– ≠ B
(7.5)

where – = 2x+ 1
2 y

z is the oxygen-hydrogen-carbon budget of the pure fuel. The
equivalence ratio is therefore derived from the oxygen-hydrogen-carbon budget of
the entire mixture, with the information of the pure fuel oxygen-hydrogen-carbon
known a priori. The identity devolves appropriately to Eq. 7.3 when the fuel does
not contain oxygen (z æ 0 =∆ – æ +Œ =∆ „loc æ B).

Such a definition therefore loses the property of Eq. 7.3 where no knowledge
about the fuel composition is necessary prior to computation, but is opportune as
it ensures a continuity between the chemical solver and the CFD solver, and it is
transparent for CxHy cases. Also, this formulation is equivalent to the method of
Bilger et al. [21, 22], with the advantage of summarizing the input parameters into
– only.

Preferential di�usion e�ects

A problem remains to be highlighted as it could become a limitation for local equiv-
alence ratio measurement: preferential di�usion. Mixture fractions, as well as defi-
nitions such as Eq. 7.5, are correctly defined only in mixtures with equal di�usivities
for all species [213]. The presence of highly di�usive species in both the fresh gases
and as intermediate species in the flame generates local variations in hydrogen lev-
els, which impacts the measured local equivalence ratio „loc defined in the previous
section. Figure 7.3.5 a) shows „loc undershoots substantially in the preheat zone,
and the phenomenon is amplified at rich conditions due to higher levels of H2 in
the fresh gases. When aiming for local quantities such as sL or ”L, the error on „loc

becomes an error on these local quantities. Ideally, „loc should be equal to „fresh in
the whole domain to guarantee a perfect discussion between the flame models and
the pre-computed tabulation.

In order to see the impact of preferential di�usion on the estimation of local
laminar flame quantities, the relative errors computed as (xloc ≠ xfresh)/xfresh are
given in Fig. 7.3.5 b). xloc refers to the value of local „, sL and ”L measured at the
location of maximum heat release (accounting for the preferential di�usion e�ect),
respectively xfresh refers to the value of „, sL and ”L measured in the fresh gases
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a) b)

Figure 7.3.5: E�ect of preferential di�usion on local equivalence ratio measurements:
a) local equivalence ratio „loc measurement for varying global equivalence ratio „fresh, b)
relative error on the laminar flame speed, thermal flame thickness and local equivalence
ratio measurement due to preferential di�usion.

(where there is no e�ect of preferential di�usion). For „fresh œ [0.70, 1.26], the e�ect
of preferential di�usion is contained. However, outside these limits, it is necessary
to take it into account when tabulating the quantities used by the models, otherwise
errors may influence model performance. In this work, conditions are kept so that
„fresh œ [0.70, 1.26]. Further developments to extend to cases where preferential
di�usion plays a more constraining role are part of future works, including the
tabulation of local equivalence ratio mismatches.

7.4 Di�usion flame simulation

The last canonical case is the laminar counter-flow di�usion flame. Di�usion flames
are expected to be predominant when considering the ejection of pure vent gases into
the atmosphere. After ignition, a Bunsen-like jet flame formed of a tubular di�usion
flame is observed [88] for each venting hole. Due to the turbulence level, mixing can
also occur in the plume, showing both di�usion and premixed combustion modes.
The strategy adopted in this manuscript for the simulation of partially premixed
turbulent flames is to 1. model premixed flames with DTFLES, 2. deactivate
locally the model for di�usion processes and rely on mesh refinement to perform
DNS-like simulations, and 3. define a flame index able to discriminate between both
modes. Di�usion flame profiles must be closely studied for vent gases at typical vent
conditions so that proper mesh refinement rules can be set up. Flame profiles are first
given, followed by the evaluation of local mixture fraction to obtain mesh refinement
criteria. It is concluded by the definition of flame indexes able to discriminate
between combustion modes. Similarly to premixed cases, Cantera and the reduced
scheme are used to compute flame profiles.
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7.4.1 Laminar di�usion flame profiles

The gaseous mixture used as a reference in this section is NMC1: H2: 30.8 %, CH4:
6.8 %, C2H4: 8.2 %, CO: 13.0 %, CO2: 41.2 %. To approach the condition of the
sustained venting of a cell, the laminar counter-flow di�usion flame is set so that the
pure fuel side is at Tfuel = 1000 K, and the air side is at Tair = 300 K. The pressure
is kept constant at P = 101 325 Pa. The strain rate a (see Eq. 3.10) is varied from
a = 50 s≠1 to a = 500 s≠1.

Figure 7.4.1 depicts the typical profile of the di�usion flame of the NMC1 mixture
versus air. The heat release rate front can be decomposed in two separate peaks,
the first one on the fuel side, the second one on the oxidizer side.

a) b)

Fuel side Oxidizer side

Figure 7.4.1: Flame profile for the counter-flow di�usion flame of the NMC1 mixture
burning into air with Tfuel = 1000 K, Tair = 300 K: a) Heat release rate and temperature
profiles for three strain rates, b) Integral heat release and maximum temperature depend-
ing on the strain rate.

Hydrogen in the fuel, accompanied by the hydrogen radicals resulting from the
decomposition of methane and ethylene (correlated to the HRR peak on the fuel
side), di�uses towards the oxidizer side where reactions with oxygen (such as H +
O2 æ HO2) create a secondary heat release peak. Figure 7.4.2 shows that hydrogen
disappears further on the oxidizer side than methane and ethylene. Moreover, it
is accompanied by the production of O, H, and OH radicals that are consumed
endothermically, explaining the gap in the HRR profile, and the artificial separation
between the two reaction zones.

In order to define properly the advancement of the di�usion from the fuel side
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a)

b)

Fuel side Oxidizer side

Fuel side Oxidizer side

Figure 7.4.2: Main species profiles for NMC1 at a = 300 s≠1: a) species molar fractions,
b) species production rates.

to the oxidizer side, a mixture fraction adapted to the fuel blend considered here
is to be set up. For the sake of coherence, the definition of the equivalence ratio
underlined in Section 7.3 is the starting point of this definition. The mixture fraction
and its gradient help to evaluate a di�usion flame thickness, useful to prescribe a
mesh refinement adapted to resolve such flames in 3D.

7.4.2 Mixture fraction for Li-ion vent gases

Following the definition given for the local equivalence ratio, and in order to propose
a coherent way to assert local mixture properties in di�usion mode, a local mixture
fraction is used. Based on the relation between the equivalence ratio and the mixture
fraction [213]:
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„loc = Zloc

1 ≠ Zloc

1 ≠ Zst

Zst
= Zloc

1 ≠ Zloc

sY 0
fuel

Y 0
oxidizer

since Zst = 1

s
Y 0

fuel

Y 0
oxidizer

+ 1
(7.6)

where Y 0
oxidizer and Y 0

fuel correspond to the mass fraction of oxidizer in the oxidizer
stream and the mass fraction of the fuel in the fuel stream respectively. The stoi-
chiometric ratio s can be rewritten using the fact that the vent gases are of the form
CxHyOz:

s =

1
x + y

4 ≠ z
2

2
◊ 2WO

xWC + yWH + zWO
= (– ≠ 1) zWO

xWC + yWH + zWO
(7.7)

where – = 2x+ y
2

z is the oxygen-hydrogen-carbon budget of the pure fuel introduced
earlier. By using — = zWO

xWC+yWH+zWO
, and injecting Eq. 7.5, the local mixture fraction

becomes:

Zloc = B

(– ≠ B)— Y 0
fuel

Y 0
oxidizer

+ B
and Zst = 1

(– ≠ 1)— Y 0
fuel

Y 0
oxidizer

+ 1
(7.8)

Similarly to „loc, the local mixture is therefore a function of the local oxygen-
hydrogen-carbon budget B, the pure fuel oxygen-hydrogen-carbon budget –, to
which the term — and fuel/oxidizer stream conditions Y 0

fuel

Y 0
oxidizer

must be added. It
is a rephrasing of the method of Bilger [22]. For the flames considered, – = 2.26,
— = 0.59, Y 0

fuel = 1.0, and Y 0
oxidizer = 0.23. Figure 7.4.3 shows the profile of mixture

fraction and its gradient for the counter-flow di�usion canonical case.

One application of this representation is to set the minimal space-step required
to properly refine the gradient of mixture fraction inside a di�usion flame. Know-
ing that the strategy chosen to simulate 3D di�usion flames and partially premixed
flames is to deactivate the DTFLES model (only adapted to fully premixed com-
bustion) in di�usion controlled zones, it is necessary to resolve the gradient ÒZloc

in the flame. Using the definition of the di�usion flame thickness introduced in
Eq. 3.9, in Chapter 3, Fig. 7.4.3 b) shows that in order to enforce approximately ten
points in the flame thickness ”Zloc

L , a refinement of �x = 0.2 mm should be applied
for the range of strain rate estimated to be observed. In addition, a second flame
thickness is computed, related to the heat release peak (”HRR

L ). It delimits the zone
where the HRR is higher than its maximum value divided by 5001. A refinement
of �x = 0.2 mm thus ensures a reasonable number of points in both thicknesses.

1The value is chosen to encapsulate the reaction zone corresponding to the main heat release.
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a) b)

Fuel side Oxidizer side

Figure 7.4.3: Mixture fraction and flame thickness: a) Mixture fraction and normalized
gradient of the mixture fraction for a = 300 s≠1, b) Approximation of the di�usion flame
thickness using the relation of Eq. 3.9.

This refinement criteria will thus be applied by default in all the cases where dif-
fusion flames are expected, which poses a limit on the dimensions of the problems
to treat, and the duration of the scenarios to target. For strain rates higher than
500 s≠1 (not evaluated here), it is also worth noticing that recent studies have shown
that di�usion flames tend to adapt naturally to the mesh resolution [59], where if
the resolution is too low, peak values are dampened but integral values and con-
sumption speeds are conserved. It helps to still aim for integral results even if the
resolution cannot theoretically satisfy a su�cient number of points in the gradient
of the mixture fraction.

The following section then focuses on flame indexes able to identify combustion
modes locally and deactivate the DTFLES model when it is not adapted.

7.4.3 Flame indexes

To conclude on the treatment of combustion modes, the use of a flame index allows
to link the choice made for premixed flames to the one made for di�usion flames. A
flame index that robustly discriminates between local premixing and local di�usion
is generally chosen, and multiple solutions are already available. Most flame indexes
originate from the work of Yamashita et al. [294], more often referred to as the
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Takeno index ◊T akeno. It consists in evaluating the alignment of fuel and oxidizer
gradients such that under a non-dimensional form [305]:

◊T akeno = ÒYF .ÒYO

|ÒYF .ÒYO| (7.9)

where ÒYF (resp. ÒYO) corresponds to the gradient of the fuel species (resp.
the oxidizer species). Thanks to the normalization, the sensor gives two values:
◊T akeno = ≠1 for di�usion controlled flames, and ◊T akeno = +1 for premixed com-
bustion. An illustration is given in Fig. 7.4.4.
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Figure 7.4.4: Principle of the Takeno flame index.

The method is generally completed by applying thresholds on gradient norms
(ÎÒY Î > ‘, ‘ being pre-set by the user) to avoid spurious results in zones where
combustion is non-existent, or mass fractions are noisy. For these zones, the value
taken by the sensor is zero.

Various definitions have been adapted from the original Takeno flame index [305].
A common di�culty lies in the choice of what should be taken for YF . With multi-
species blends such as the one at hand for Li-ion vent gases, the question is open.
In [276], a summation of the mixture fractions of species of interest is proposed,
which is generalized in [287]. Inspired by these studies, and in order to guarantee
that the flame index adapts well to the non-typical mixture considered, two di�erent
approaches are tested in this manuscript.

1. First, the fuel mass fraction is modelled by the sum of the mass fractions
of species of interest. For the sake of clarity, this approach will be named
"global", and a set of species is selected. The species considered to write YF

are the species of the blend that are reactive, which is translated by YF =
YH2 + YCH4 + YC2H4 for the NMC1 mixture. CO is discarded as its mass
fraction is not monotonous through all flame fronts. It is produced and then
consumed in both premixed and di�usion flames, making di�cult to assert



Chapter 7. Canonical cases and model setup for 3D simulations 110

properly the direction of the mass fraction gradient with respect to the oxidizer
mass fraction gradient [228]. This behaviour may reduce the applicability
of the flame index, once added into the computation of YF , knowing that
its representation in mass in all mixtures may amplify its importance in the
computation of YF .
This flame index will be referred to as ◊glob.

2. For vent gases, the presence of H2 at high level may hinder the performance
of the index. Its di�usivity is high and its mass fraction is inherently low in
comparison to the other species of the mixture. Its low participation in the
final value of YF may lead to the mislabelling of parts of a di�usion flame such
as the second peak showed in Fig. 7.4.2 on the oxidizer side. A precaution is
taken by introducing a "preferential" flame index, such that for each species
selected, a classical Takeno index is computed. If at least one species depicts
a negative Takeno, the flame index returns -1. It leaves the cases where all the
species Takeno are positive or zero. If the sum of all Takeno is strictly positive
the index is set to +1. The only remaining case is when all species depict a
Takeno equal to zero: the index is put to zero. With such a precaution, species
with the highest di�usivity control the sensor in di�usion zones. Similarly to
the "global" strategy, the species of interest for NMC1 are H2, CH4, and C2H4

This flame index will be referred to as ◊pref .

For smooth 1D canonical cases, the discrimination between the two approaches
is di�cult as gradients are always well computed and flame fronts mimic planar
flames. However, in 3D turbulent cases, where the computation of gradients may be
di�cult, or when turbulence interacts with the flame, the two flame indexes ◊glob and
◊pref behave di�erently. The comparison of these formulations is made further in
Chapter 10 where 3D jet flames are to be reproduced. The strength and weaknesses
of each index are underlined, leading to the recommendation of one strategy.

Once the flame index ◊ is set, the thickening model defined in Eq. 4.14 is amended
such that:

F (x, y, z, t) = [1 + (Fmax ≠ 1)S(x, y, z, t)] ◊ min(1, max(0, ◊(x, y, z, t))) (7.10)

7.4.4 Summary of the strategies for 3D simulations

Based on the results obtained through 1D canonical cases, models have been selected
and prepared to adapt to the combustion of Li-ion vent gases. The strategies raised
in the previous sections can be summarized as:
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1. Shock simulation: Mesh refinement should be as tight as possible to o�er
proper definition of the shocks, while minimizing the cost of the simulation.
Shock handling methods (Cook and Cabot or LAD) are essential to avoid
spurious oscillations, in collaboration with both Lax Wendro� and Two-steps
Taylor-Galerkin 4A numerical schemes. The choice of the scheme is closely
linked to the targeted application where the sti�ness of the problem, the cost
of the simulation, and/or the requirement in terms of precision will drive the
decision.

2. Premixed turbulent combustion: In presence of turbulent premixed
flames, and insu�cient mesh refinement, the Dynamically Thickened Flame
Model (DTFLES) is used with the relaxation sensor based on the detection
of consumption peaks of methane. E�ciency is modelled by either static
or dynamic formulations of the Charlette e�ciency function. 1D premixed
flames are tabulated in pressure, temperature and equivalence ratio so that
models can adapt locally to the mixture based on laminar flame speed,
methane consumption peak values, and flame thickness. In regions of partial
premixing, and di�usion, the model must be deactivated using an adapted
flame index.

3. Partial premixing / Di�usion flames: the DTFLES is deactivated by
Flame indexes able to evaluate the local combustion mode. Di�usion flames
must be resolved and based on the evaluation of di�usion flame thicknesses,
a minimal space-step of �x = 0.2 mm is necessary under the range of strain
rate considered.
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7.5 Selection of 3D scenarios to target

Once the simulation framework is set up, and in order to assert a variety of scenarios
encountered during Thermal Runaway, three main objective cases have been selected
to show the potential of 3D simulations for the design of batteries. The applications
are backed by experimental versus simulation comparisons, specifically designed
for Li-ion vent gases and TR relevant conditions. Figure 7.5.1 and Table 7.5.1
summarize the applications in relation to the TR phases, its main objective, along
with the corresponding experimental tests, when available.
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Figure 7.5.1: Summary of the phases of the Thermal Runaway targeted by 3D simula-
tions. It includes the experimental/simulation validation step (EXP), and the intended
application for the design of batteries (APP). More information is available in Table 7.5.1.
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Table 7.5.1: Description of the 3D simulations proposed to target main Thermal Run-
away events, including experimental/simulation validation (EXP), applications (APP).

EXP APP
Experimental LES validation Application

1. Opening Part III Part IV
Chapter 9 Chapter 11

- Pre-heated under-
expanded inert
jet into the atmo-
sphere.
- Reproduction of
venting conditions
at cell opening
(high p - high T ).

- Validation of the
simulation setup
for N2 and an
He/CO2 surrogate
to mimic vent gases
behavior.
- Comparison of
numerical frame-
works.

- Simulation of the
sudden opening of a
realistic 18650 cell.
- E�ect of storage
conditions on the
venting procedure.

2. Sustained Part III Part IV
venting Chapter 10 Chapter 12

- Pre-heated reac-
tive jet of pure vent
gases into the at-
mosphere.
- Forced ignition
through successive
sparking until an-
choring.

- Flame struc-
ture and ignition
sequence compar-
isons to validate
the simulation
framework.

- Sustained venting
of a 18650 cell fol-
lowed by forced ig-
nition.
- Impact of cell de-
sign choices.

3. Explosions Part V
Chapter 13 & 14

- Deflagration in-
side a rectangular
channel at atmo-
spheric conditions.
- Mixture extracted
from a vent gas
analysis.
- Influence of cylin-
drical obstacles
mimicking cells
inside a module.

- Reproduction
of tulip flame
formation and
propagation.
- E�ect of bound-
ary conditions.
- Simulation with
cylindrical obsta-
cles.

- Perspectives to
evaluate di�erent
simple obstacles on
flame acceleration.
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The study is thus segmented in three parts:

1. Part III: A laboratory scale configuration set to reproduce Li-ion TR-relevant
jet conditions at the scale of a single cell is first presented (Chapter 8)2. Using
the simulation setup presented and prepared in the first two parts. The config-
uration helps to characterize vent gases turbulent jets at high mach numbers
modelling cell opening (Chapter 9), and an ignition to anchoring procedure
creating a turbulent di�usion jet flame of hot vent gases (Chapter 10).

2. Part IV: Following first experimental versus simulation comparisons, applica-
tions to the design of lithium ion cells are proposed. The influence of structure
and flow conditions for cases representative of 18650 Li-ion cell experiencing
TR are targeted. A procedure to mimic cell opening is given in Chapter 11,
and sustained venting leading to fire is emphasized in Chapter 12.

3. Part V: For larger scale applications, in case of delayed ignition, an explosive
atmosphere is created. The overpressure due to the propagating flame, accel-
erated by interacting with obstacles is studied based on experiments3 of open
tube explosions of vent gases premixed with air. A first case of tulip flame in
a smooth rectangular tube is presented in Chapter 13. It is completed by an
obstructed case (Chapter 14).

2Experimental results have been obtained using a novel setup installed at the Pprime institute,
in collaboration with SAFT batteries, TotalEnergies, and CERFACS. The study ran in parallel
with the present thesis work. Setup description and operation are made available in Chapter 8.

3Recent experimental results have been shared by Henriksen et al., helping reproduction using
CFD solvers [108, 109, 111, 112].
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In order to guarantee a better confidence in 3D simulation tools, when used in
the specific context of Lithium-ion cells venting and fires, an experimental setup is
proposed as a platform to compare simulation under relevant flow conditions. The
system has been built and operated at the Pprime institute1, in parallel with the
numerical study proposed in this manuscript. It was funded by SAFT batteries
and TotalEnergies. In this chapter, a description of the Battery-Thermal-Runaway
(BTR) test bed is proposed, along with the objectives in terms of experimental/sim-
ulation validation. Finally, elements of the simulation setup are outlined.

1Located in Poitiers (France) on the joint campus of the École Nationale Supérieure de Mé-
canique et d’Aérotechnique (ISAE-ENSMA) and the Université de Poitiers.
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8.1 The BTR test bed

8.1.1 Targeted TR events

This study is placed at the scale of the cell and targets the two first flow scenarios
selected in the TR course: 1. Opening with supersonic jet formation, 2. Sustained
venting, ignition and flames2. The reproduction of these critical phases under con-
trolled environment is di�cult using real cells, due to the highly statistical behavior
of such systems under abuse conditions [96, 97]. Reproducibility is not guaranteed,
flow parameters can only be approximated (mass-flow, mixture, temperature, ...),
and comprehensive diagnostics are generally out of reach. The BTR test bed is
developed to avoid these issues, while o�ering a degree of similarity to TR typical
venting and fires. More details about the experimental setup follow.

8.1.2 Description of the setup

Figure 8.1.1 gives an overall description of the BTR setup. It consists in a pre-heated
jet of a mixture stored in a pressured tank.
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a) b)

Figure 8.1.1: Description of the BTR experimental setup: a) Overall view of the CAD
of the system, b) Schematic of the system.

To reproduce the critical venting conditions, three main parameters must be
controlled:

2See Chap. 7 Sec. 7.5 for the complete list of scenarios in the timeline of TR.
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1. Pressure: Cell opening happens under high pressure [11] and is followed by
the formation of an under-expanded jet meaning that venting driven by high
pressures must be ensured by the test bed.

2. Temperature: The internal exothermic decomposition reactions induce high
temperatures during venting so that gases and flame anchoring surfaces must
be heated.

3. Mixture composition: A strong variability in mixture composition has al-
ready been identified in Chap. 6. Being able to test di�erent mixtures is of first
importance. Also, having inert, non-toxic surrogates is mandatory to assert
aerodynamics without risking delayed ignition or unnecessary pollution.

The experimental setup gathers these specifications. The pressure inside the
reservoir can be modified to fit di�erent venting conditions and a valve is added to
regulate the flow. A driving pressure up to 12.5 bar can be set inside the reservoir
allowing at least 5.0 bar inside the homogenization chamber. Once released from
the reservoir, gases pass a 900-mm-long surrounded by annular body heaters opti-
mized to guarantee a vented flow temperature above 1000 K (highlighted in red in
Fig. 8.1.1). It is supplemented by an injector heater to counteract thermal losses
due to the flow and the surrounding cold atmosphere (see Fig. 8.1.2). It can be
added if necessary, namely when flame-wall interaction is to be observed. To add
turbulence, the homogenization chamber features a 12 mm thick homogenizer plate
pierced with six holes, 5 mm in diameter (colored in grey in Fig. 8.1.1 b)). The
injector internal diameter reduces to 4 mm, to approximate 18650-type cells venting
holes typical diameters [11, 79]. The external diameter is 14 mm, o�ering a hot
surface to test flame anchoring and auto-ignition for highly reactive mixtures (e.g.
pure hydrogen). Concerning the mixtures tested in the study, synthetic vent gases
are made available (e.g. NMC1 in Chap. 6 Tab. 6.3.1) along with inert surrogates.
More details follow in the dedicated chapters Chap. 9 and Chap. 10.

y
x

z

a) b)

Figure 8.1.2: View of the injector: a) CAD, b) Photograph taken when the system is
heated up.
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To assert jet specifications and compare to simulation, the test bed is equipped
with diagnostics. They are listed in the next section.

8.1.3 Diagnostics
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Figure 8.1.3: Illustration of the diagnostics location: a) Photograph of the body with
probe locations, b) Description of all the diagnostics, located on the schematic of the
system.

The state of the system under test is evaluated thanks to multiple pressure
and temperature sensors: seven Druck UNIK 5000 pressure sensors are associated
with type K thermocouple temperature probes. The probes location is given in
Fig. 8.1.3. In addition to the sensors at the reservoir outlet (P0, T0), (P1, T1) to
(P5, T5) document the heating process and pressure loss. Conditions inside the
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homogenization chamber, after the homogenizer, are retrieved by (P6, T6). Three
temperature sensors Tinj, Tw1, Tw2 help to check the solid temperatures inside the
body and the injector, following a heating command. A Coriolis flow meter finalizes
the sensor setup, located at the pressure reservoir. Jet and flame imaging is obtained
through two main pieces of equipment, depending on the flow specificity to assert.
For shocks, shadowgraphs come from a Photron SA-Z3. For flames, a Phantom V310
is selected4 and delivers color videos of ignition procedures.

8.2 Test bed operation

A summary of a typical operation of the BTR is proposed in this section. It shows the
multiple possibilities in terms of experimental/simulation validation. In Fig. 8.2.1 a),
the glowing system when commanded to heat up to 1000 K is showed, before a test
is run. In Fig. 8.2.1 b), the pressured reservoir is opened at t = 0 s. In less than one
second, a climax is reached where P1 to P6 peak and shocks form at the injector.
After the climax, driving pressure and thus flow velocity reduces slowly during 8 s
until complete emptying. Thanks to injector and body heaters, nearly constant
temperatures can be commanded, allowing to reproduce high temperature venting.
The peak pressure at P6 is also su�cient to establish diamond shocks. A constant
injector temperature is also retrieved, which is key to properly reproduce flame
dynamics at hot surfaces. To complete the venting procedure, and to test forced
ignition, a Beru ZSE030 spark plug is used and placed 10 mm above the injector. It
is triggered at t = 0 s following the power demand given in Fig. 8.2.2 a). An impulse
lasts 5 ms and is repeated every 20 ms.

Figure 8.2.2 b) summarizes the key phases of a test. After the supersonic venting
climax, a time lapse is needed so that mass-flow reduces and meets values where
successful ignition followed by flame anchoring and stabilization are possible. The
two operating points identified as the "sustained venting climax" (representative of
cell opening and supersonic jet formation) and the "flame anchoring" (representative
of cell-level flame ignition and sustained fire) are of first importance to obtain ex-
perimental information on a given vent gas mixture at relevant venting conditions.
They serve as reference points for the validation of a 3D simulation platform.

3
Frame rate: 1000 frames per second, Resolution: 1024 ◊ 584, Shutter speed: 500 µs.

4
Frame rate: 1000 frames per second, Resolution: 1280 ◊ 304, Shutter speed: 990 µs.

Lens: Ø 55 mm, F 100 mm, O f/2.8
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a) b)

Figure 8.2.1: Typical operation of the BTR test bed: a) Photograph of the test bed
glowing before a test is triggered, b) Pressure and temperature characteristics during a
test at a reservoir pressure of 12.5 bar.

a) b)

Figure 8.2.2: Ignition procedure: a) Spark plug power command, b) Typical succession
of events during a test, from the supersonic venting climax to the flame ignition and
anchoring and sustained fire.

8.3 Experimental/simulation validation process

Thanks to the experimental setup, reference operating points can be documented
and used to initialize simulations, apply appropriate boundary conditions and ob-
serve characteristic flow structures that must be precisely rendered. The validation
of the simulation setup is therefore divided into two cases:

1. Chapter 9: Inert supersonic jets are asserted with the aim to reproduce
properly the succession of diamond shock structures. A comparison between
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shock handling methods and numerical schemes set in Chap. 7 Sec. 7.2 is
proposed.

2. Chapter 10: The spark ignition of the vent gas plume is targeted, with the
aim to reproduce the succession of events leading to flame anchoring.

Direct application to realistic cell-related problems is proposed in Part IV
(Chap. 11 and Chap. 12).

8.4 Simulation setup

In order to demonstrate the versatility of the simulation framework selected for this
study, common choices for both under-expanded jets and flame ignition are preferred.
In particular, the structure, and most boundary condition treatments are shared.
The section outlines these common features. Case-specific models, initialization
procedures, or detailed boundary conditions are found in the dedicated chapters
(Chap. 9 or Chap. 10).

The first step towards the simulation of the setup is to encapsulate the parts
of the system that have the most impact on the phenomena to reproduce. For the
simulation, the structure is cut at the plane (P5, T5) where information is su�cient
to prescribe correct inlets. Figure 8.4.1 shows the part of the system considered for
CFD. Starting at (P5, T5), it contains the homogenization structure, the nozzle and
the injector. (P6, T6) helps to verify that conditions given at (P5, T5) fit experi-
mental values. Due to their proximity with the injector, electrodes are added to the
computational domain when used (forced ignition cases), which helps to assert their
influence on the flow.

The entire domain considered for simulation is given in Fig. 8.4.2 a) and consists
in a cylinder of 900 mm in length and 1000 mm in diameter so that the jet streams
in an open atmosphere. The back plane is modeled as an adiabatic wall and side
walls are treated with slip conditions. The outlet of the domain is the upper surface
of the cylinder, and the inlet is the (P5, T5) plane at the interface between the
body heater and the homogenization chamber where conditions are imposed based
on static pressure, static temperature and mixture fractions. In the framework of
AVBP (see Chap. 4 Sec. 4.3.2), inlets and outlets are enforced using Navier-Stokes
Characteristic Boundary Conditions (NSCBC) [260, 214, 198].

Two meshes are introduced depending on the use case: Mesh 1 has no injector
heater and no igniter (for shock simulation, in Chap. 9) and Mesh 2 takes into
account electrodes and injector heater (flame ignition and anchoring simulations,
in Chap. 10) The unstructured tetrahedral meshes use common strategies for both
shocks and flames simulations (see Fig. 8.4.2 a)). Mesh refinement inside the system
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Figure 8.4.1: Simplification of the system to reproduce main operating points using
simulation: a) View of the domain considered for simulation, b) Internal structure of
the simplified system, where devices used for ignition cases only are highlighted in blue
(electrodes and injector heater).

is summarized in Fig. 8.4.2 b). It guarantees 20 points in the diameter of the
final injector tube (�x = 0.2 mm) and more than 15 points in the channels, lower.
Adiabatic wall laws are selected for all internal boundary conditions, based on the
fact that the body heater and injector heater limit the heat losses and maintain total
temperatures close to constants. The top surface of the injector is assumed to play
a crucial role in jet properties and flame anchoring. Its treatment is discussed in
the next chapters. Figures 8.4.2 c) and d) show that mesh refinement at the jet foot
is imposed to be �x = 0.2 mm. The choice is motivated by the observation made
in the conclusion of Chap. 7 in Sec. 7.4.4, namely that it enables a proper di�usion
flame definition. Concerning shock simulation, it has been observed in Chap. 7
that there is no practical limit to refine or de-refine a mesh. This level of refinement
thus ensures a compromise between proper shock definition and reasonable costs. In
addition, a previous study from Lacaze et al. [146, 148] demonstrated the ability of a
similar mesh refinement to reproduce experimental jets [5, 261], considering pure air
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flows and methane/air jet flame ignition. The refinement relaxes to �x = 0.7 mm
after a distance x/D = 15, for the jet plume5. Mesh 1 totals 29.7 M cells, and Mesh
2 totals 32.4 M cells.
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Figure 8.4.2: Mesh of the simplified BTR test bed: a) overall view of the mesh through
cuts with selected refinement criteria, b) Zoom on a cut of the mesh inside the system, c)
Refinement criteria inside the jet for Mesh 1 (shock simulation), d) Refinement criteria
inside the jet for Mesh 2 (ignition simulation).

More details about initialization procedures and models choices are given in the
next chapters, starting with the simulation of the under-expanded jet specific to the
experimental ejection climax.

5For reactive flows, thickening levels are kept close to ten in the plume for the worst cases.
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Under-expanded jets are expected during the venting process of a cell given
the high pressures reached before cell opening [188]. Using experimental results
of pre-heated under-expanded jets, conditions representative of a failing cell are
reproduced and set the basis for experimental versus simulation comparisons. A
proper validation increases the confidence in simulation tools for the diagnostic of
flow structures around realistic cell designs, proposed in Chap. 5. Specifics of the
numerical setup are highlighted, followed by expected flow structures. Assertion of
the e�ect of shock handling methods and numerical schemes follows. It is concluded
by comparisons between experimental and simulation for varying driving conditions.
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9.1 Under-expanded jet simulation

Under-expanded jet configurations are challenging for CFD simulation frameworks,
and often serve as benchmark for shock-handling methods and to test numerical
precision. Considering unsteady scenarios (tank emptying, leak creation), while DNS
o�ers proper ways to simulate the multiple shocks/expansion structures [184, 267],
its cost and the fact that it still demands shock handling tends to set LES as a
preferred solution for most applications [83]. Three-dimensional under-expanded
jet LES have been validated against experimental [168, 165], and used to observe
the influence of venting conditions on jet structures [42, 104, 103], accounting for
questions of combustion [147, 292, 27, 291]. In this chapter, the specific case of
the hot Li-ion vent gases under-expanded jet is used as a validation step to further
perform the simulation of the opening sequence of a Li-ion cell. The evaluation
of various numerical setups versus experimental helps to define a strategy for this
application proposed in Chap. 11.

9.2 Case-specific numerical setup

In addition to Chap. 8 Sec. 8.4, specifics of the numerical setup must be highlighted.
For the cases presented here, the under-expanded jet structure is obtained using Lax
Wendro� [152] as the reference numerical scheme and the shock handling method is
source of discussions in the following sections (see Sec. 9.4.1). TTG4A [50] is also
tested to describe the e�ect of higher order schemes on solutions (see Sec. 9.4.2).
WALE is selected to be the subgrid scale model [199]1. CFL and Fourier numbers
are 0.7 and 0.1 respectively. The choice of a shock handling method is part of the
objectives of the study (see Sec. 9.4.1). Second and fourth order artificial viscosity
terms complete the setup [125]. The gaseous mixture targeted is NMC1 (see Chap. 6
Tab. 6.3.1).

9.3 Selection of validation operating points

The objective being to reproduce climax flow, inflow conditions (P5, T5) are selected
at the time of peak P5 pressure (see Fig. 9.3.1 a)), where a frame of shadowgraph
imaging is available. To evaluate the e�ect of pre-heating temperature on flow
structures and broaden the validation spectrum, three temperatures are commanded:
Theater œ {35, 400, 800}¶C. Due to high velocity in the jet, thermal losses at the
injector lip are assumed to play only a minor role on the jet formation, no injector-
heater is added experimentally, and simulations consider adiabatic no-slip conditions

1Turbulent Prandtl and Schmidt numbers are both equal to 0.6
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(see Fig. 9.3.1 b)). Also, because no ignition is expected, and to avoid pollution of
the experimental room with toxic and flammable gases, inert surrogates are preferred
for this phase. This question is developed in the following section.

b)a)

Adiabatic 
no-slip

Figure 9.3.1: Under-expanded jet simulation: a) Selection of climax as a steady operating
point for simulation, b) Zoom on the injector shape and lip boundary condition.

9.3.1 Inert surrogates

In view of the potential risk of working with flammable gases without igniting them,
two inert mixtures are introduced. The first one aims at reproducing the parameter
of NMC1 that is essential when considering flow expansion: the ratio of specific
heat “. The surrogate contains 84.2 % CO2 and 15.8 % He to fit the “ of NMC1
at T = 1073 K. A second mixture is added to help assert the capability of the
solver to generalize to other venting conditions: pure N2. In Fig. 9.3.2, “ and
the density fl are plotted versus the temperature for the reference NMC1 mixture
("NMC1 reactive"), the first mixture ("NMC1 inert") and N2. The good agreement
in “ between the surrogate "NMC1 inert" and "NMC1 reactive" over the range of pre-
heating temperature o�ers the possibility to observe safely multiple venting while
reproducing the most important flow structures expected with the original mixture.

In the rest of the chapter, "NMC1 inert" is shortened to "NMC1" and is the center
of attention. Experimental versus simulation validation of pure N2 flows are found
in Appendix C. The two mixtures tested with three pre-heating temperatures define
six validation operating points and are summarized in Table 9.3.1. The atmosphere
is identical for all cases and is considered to be air (XO2 = 21 % and XN2 = 79 %)
at Tatm = 300 K and Patm = 101 325 Pa.

Based on the pressure and temperature ratios, it is possible to anticipate the
type of flow theoretically.
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a) b)

Figure 9.3.2: Comparison of two inert surrogates to the reference NMC1 mixture: a)
ratio of specific heat “ versus temperature, density fl versus temperature.

Table 9.3.1: Experimental conditions at venting climax.
Case Name T5 [K] P5 [bar] T6 [K] P6 [bar]
NMC1-800 1065.6 5.04 1038.0 4.79
NMC1-400 666.9 4.69 681.4 4.48
NMC1-035 305.2 3.53 305.7 3.49
N2-800 1075.4 4.77 1037.9 4.52
N2-400 685.6 4.49 685.4 4.28
N2-035 308.2 3.59 307.8 3.52

9.3.2 Conditions expected theoretically

Figure 9.3.3 a) outlines three locations of interest to assert the flow conditions.
Starting from the conditions in the homogenization chamber, and assuming that
the Mach number is su�ciently low to be considered at rest, total pressure and
temperature will be taken as P6, and T6. In the following, the case NMC1-800 (see
Tab. 9.3.1) is selected as an example. The strong constriction coupled with a large
pressure ratio leads to the choking of the venting tube:

P ú

P6
=

A
2

“ + 1

B “
“≠1

ƒ 0.56 >
Patm

P6
(9.1)

Sonic conditions are reached inside the tube with a static pressure Ptube =
P ú = 2.70 bar. Franquet et al. [83] have summarized main information on jet
expansion configurations and recalled the conditions to produce an under-expanded
jet with air. Based on the ratio Ptube

Patm
, a moderately under-expanded jet is to be

observed at the exit plane. The outline of such a jet is given in Fig. 9.3.3 b) and
consists in a succession of "diamond"-shaped structures.
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Figure 9.3.3: Expected conditions and flow structure: a) schematic referring to the
theoretical flow conditions, b) structure of the moderately under-expanded jet.

As recalled in [83], this structure is formed by the expansion fan at the injec-
tor’s lip which propagates waves towards the pressure envelope where they reflect.
The resulting compression waves converge to the jet center-line forming intercepting
oblique shocks. At the center-line, the shocks reflect to create secondary oblique
shocks (reflected shocks) facing outer jet boundaries, which restarts the structure
by forming expansion waves at the pressure envelope. It is essential to note the fact
that the vented mixture is not cold air, and only experimental results for the six
cases are able to confirm these expectations. From a CFD perspective, the succession
of thin characteristic structures with steady positions give opportunities to validate
quantitatively and qualitatively simulation frameworks at TR-relevant venting con-
ditions. After the presentation of the initialization procedure, a comparison of these
frameworks is given.

9.3.3 Initialization of the flow

For all simulations, the under-expanded jet is initiated to meet the target steady
(P5, T5) conditions at the inlet, using Lax-Wendro� and Cook and Cabot shock
capturing method2. The gas ejected in simulation is reactive NMC1 (H2: 30.8 %,
CH4: 6.8 %, C2H4: 8.2 %, CO: 13.0 %, CO2: 41.2 %). The structures to observe
are converged, and stable homogenization chamber conditions (P6, T6) are reached

2The combination being the cheapest, it helps to minimize simulation costs
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and compared to experimental. An additional 5 ms window3 is used to average flow
properties or test framework configurations such as numerical schemes and shock
handling methods.

9.3.4 Diagnostics to compare

In addition to the (P6, T6) conditions, shadowgraphs coming from the Photron SA-
Z4 must be compared to a numerical equivalent. The numerical Schlieren Snum is
approximated by the often-used scaled density gradient [64]:

Snum = 1
fl

ÎÒflÎ (9.2)

Due to the thinness of the structures, contrast is enhanced similarly to experi-
mental imaging to enforce a better readability of the figures. The resulting scalar
Snum allows a location of shocks, along with jet inner and outer boundaries.

9.4 Comparison of simulation frameworks

Before proceeding to the comparison for each NMC1-T case, information on the
e�ect of the simulation framework on result quality is given. To begin with, shock
handling methods are compared, followed by numerical schemes. The reference case
is selected to be NMC1-800, such that the highest temperature is reached, which
constrains simulation by imposing lower time-steps and steep gradients between the
jet core and the surrounding atmosphere.

9.4.1 Shock handling methods

In this section, following initialization, two simulations are continued with the Lax
Wendro� numerical scheme. The first one uses a default Cook and Cabot setup,
the second one the LAD sensor (see Chap. 7 Sec. 7.2, and Chap. 4 Sec. 4.2.3).
Figure 9.4.1 details visualization of the jet structure, and compares experimental
shadowgraph to numerical Schlieren.

3Given the high velocity reached in the system, it is 50 to 100 injector-tube flow-through times
depending on the case.

4
Frame rate: 1000 frames per second, Resolution: 1024 ◊ 584, Shutter speed: 500 µs.
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Figure 9.4.1: Jet visualization for NMC1 pre-heated at 800¶C, comparing experimental
to simulations with LW and di�erent shock handling methods: a) Experimental shad-
owgraph imaging, b) 5.0 ms averaging of numerical Schlieren z-normal cut with LAD, c)
5.0 ms averaging of numerical Schlieren z-normal cut with Cook and Cabot, d) Instanta-
neous numerical Schlieren z-normal cut with LAD, e) Instantaneous numerical Schlieren
z-normal cut with Cook and Cabot.
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Both shock handling methods retrieve the diamond-shaped shock-expansion sys-
tem and compare well to the first structure easily identified experimentally. To
help comparison this experimental structure is watermarked on simulation visual-
ization and a plot of the intensity along the symmetry axis of the injector is given
in Fig. 9.4.2 a). Although the positions are well retrieved and the overall jet struc-
ture compares for both shock handling methods, the hyperviscosity technique used
in Cook and Cabot tends to trigger an over-di�usion of shocks in comparison to
LAD. For this type of scenario where no strict normal shock appears, LAD better
benefits from the natural dissipation introduced by the numerical scheme along with
low levels of artificial viscosity necessary for other sections of the computation such
as mesh refinement decay zones and sharp edges. The crossing of intercepting and
reflecting shocks and the edge of the injector where a strong expansion occurs are
the most critical points, while the resulting oblique shocks represent weaker gradi-
ents, comparatively. The exercise is demanding for Cook and Cabot, well adapted
for strong normal shocks, which successfully detects all shocks and smooth them in
consequence, but too violently. LAD completes better classical second and fourth
order artificial viscosity and limits its influence to the strongest gradients that could
not be treated. Overall, lower classical second and fourth order artificial viscosity
can be applied leading to better turbulence definition in the plume.

a) b) c)

TubeTube

Figure 9.4.2: Longitudinal profiles for NMC1 pre-heated at 800¶C, comparing exper-
imental to simulations with LW and di�erent shock handling methods following the jet
center-line: a) Comparison of intensity from shadowgraph (exp.) and numerical schlieren
(sim.), b) Pressure profile, c) Mach profile.

Therefore, despite its higher cost (additional cost of 9.9 %.), LAD will be pre-
ferred for the rest of the study. It is worth noticing, that a non-default version of the
Cook and Cabot sensor may be case-dependently set to avoid this spurious behav-
ior. It would cost the ability to generalize to di�erent cases, which is a mandatory
feature when working with multiple scenarios such as cell opening (Chap. 11) or
explosions (Chap. 14).
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9.4.2 Numerical schemes

To complete the study, the choice of the numerical scheme is to be discussed. The
order-two scheme Lax and Wendro� [152] is compared to order-three TTG4A [50].
Both numerical schemes are supplemented with LAD. Figure 9.4.4 shows only slight
discrepancies between the two setups, showing mainly on the upper part of the jet,
in the turbulent brush. This is more visible using Fig. 9.4.3 where small di�erences
appear for x > 30 mm, downstream the diamond structures. The higher order
of TTG4A is observed to have an influence on the turbulent structures, which is
depicted in Fig. 9.4.5 as a comparison of the Power Spectrum Density (PSD) of
the fluctuation kinetic energy on a 5 ms time window. It is defined as the PSD of
Et = 1

2(uÕ2 + vÕ2 + wÕ2), where e.g. uÕ = u ≠ u is the temporal fluctuation of the
x-direction velocity component at the given probe location. In this figure, it appears
that the smallest structures inside the jet decay more rapidly due to the dissipation
introduced by Lax Wendro�.

a) b) c)

TubeTube

Figure 9.4.3: Longitudinal profiles for NMC1 pre-heated at 800¶C, comparing experi-
mental to simulations with di�erent numerical schemes and LAD following the jet center-
line: a) Comparison of intensity from shadowgraph (exp.) and numerical schlieren (sim.),
b) Pressure profile, c) Mach profile.

The focus being to reproduce well the shock structures, and considering the
already well refined mesh suggested in this study, the benefit of using higher order
schemes than Lax Wendro� remains marginal. At this fixed mesh size, with the same
shock handling method, solving with TTG4A instead of Lax Wendro� multiplies by
1.7 the computational cost. For the next section the framework is therefore set to
Lax Wendro� and LAD. A comparison at three di�erent pre-heating temperatures
follows.
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Figure 9.4.4: Jet visualization for NMC1 pre-heated at 800¶C, comparing experimental
to simulations with di�erent numerical schemes and LAD: a) Experimental shadowgraph
imaging, b) 5.0 ms averaging of numerical Schlieren z-normal cut with LW, c) 5.0 ms
averaging of numerical Schlieren z-normal cut with TTG4A, d) Instantaneous numerical
Schlieren z-normal cut with LW, e) Instantaneous numerical Schlieren z-normal cut with
TTG4A.
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Figure 9.4.5: Turbulence spectrum inside the jet at x = 80 mm and x = 140 mm,
comparing LW and TTG4A.

9.5 Validation versus experimental

To conclude the validation of simulation framework choices versus experimental re-
sults, the three operating points defined in Tab. 9.5.1 are computed. In experiments,
the reservoir pressure is kept constant leading to three di�erent climax P5 pressure
levels due to choking. Mach profiles are thus identical for the three cases inside the
tube (see Fig. 9.5.1). Shorter diamond structures are expected for lower pre-heating
temperatures, o�ering a larger panel of validation points.

Table 9.5.1: Experimental and simulation conditions at venting climax for inert NMC1.
Case Name T5 [K] P5 [bar] T6 [K] P6 [bar]
NMC1-800 Exp. 1065.6 5.04 1038.0 4.79

Sim. " " 1074.6 4.82
NMC1-400 Exp. 666.9 4.69 681.4 4.48

Sim. " " 673.5 4.49
NMC1-035 Exp. 305.2 3.53 305.7 3.49

Sim. " " 309.0 3.36

Figures 9.5.2 refers to the already-seen T = 800¶C case. It is followed by T =
400¶C (Fig. 9.5.3) and T = 35¶C (Fig. C.0.3). First shocks positions are retrieved
consistently for all three pre-heating temperatures.

Two di�culties are to be pointed out downstream the first structure. At T =
400¶C and T = 800¶C, due to weak contrasting when shock intensity is lowered
(starting from the second diamond structures), it is generally di�cult to obtain a
proper experimental visualization of more than the first diamond. However, when
plotting intensity at jet center-line, the periodicity appears, and confirms a good
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a)
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Figure 9.5.1: Comparison of profiles at jet center-line for NMC1 for the three pre-heating
temperatures: a) Pressure profile, b) Mach profile.

agreement with simulation. Inversely, at the lowest pre-heating temperature, exper-
imental better describes shocks after the third diamond. Tests with higher order nu-
merical schemes could not correct this, meaning that the source of this over-di�usion
may come from artificial viscosity, already set to a minimal value to counter sti�-
ness problems at injector lips and for the numerous edges encountered before the
homogenization chamber. A potential source of improvement could be to increase
refinement from the inlet to the end of the diamond structure, at the cost of a drastic
increase in computational costs. It should be noted that this condition of tempera-
ture is the furthest from realistic Li-ion cell venting, improving its prediction is thus
kept as a target to reach in future works. A second source of error is the use of the
inert surrogate in comparison to the real surrogate. This point can be nuanced as
results from the second inert gas (N2) in Appendix C show similar behavior of the
low temperature case.
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Figure 9.5.2: NMC1 pre-heated at 800¶C, comparing experimental to simulations: a)
Experimental shadowgraph imaging, b) 5.0 ms averaging of numerical Schlieren z-normal
cut, c) Instantaneous numerical Schlieren z-normal cut, d) Comparison of intensity from
shadowgraph (exp.) and numerical schlieren (sim.), e) Pressure profile, f) Mach profile.
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Figure 9.5.3: NMC1 pre-heated at 400¶C, comparing experimental to simulations: a)
Experimental shadowgraph imaging, b) 5.0 ms averaging of numerical Schlieren z-normal
cut, c) Instantaneous numerical Schlieren z-normal cut, d) Comparison of intensity from
shadowgraph (exp.) and numerical schlieren (sim.), e) Pressure profile, f) Mach profile.
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Figure 9.5.4: NMC1 pre-heated at 400¶C, comparing experimental to simulations: a)
Experimental shadowgraph imaging, b) 5.0 ms averaging of numerical Schlieren z-normal
cut, c) Instantaneous numerical Schlieren z-normal cut, d) Comparison of intensity from
shadowgraph (exp.) and numerical schlieren (sim.), e) Pressure profile, f) Mach profile.
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9.6 Conclusion on under-expanded jet simulation

The simulation of the moderately under-expanded jet proposed in this chapter helps
to familiarize with numerical configurations necessary to solve questions of pressured
cell opening and venting. Conclusions lead to the selection of LAD as a preferred
shock handling method for the rest of the manuscript. An overall agreement has
been reached for multiple operating points, which ensures applicability to a range
of conditions, from cold to hot, and the robustness of simulation tools to changes
in surrogates. A direct application to under-expanded jet simulation is proposed in
Chapter 11, focusing on the scenario of cell opening of a realistic 18650 cell. It helps
to observe e�ect of design at opening, in representative high velocity flows.
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During TR, once the cell is opened, reactions may continue, reaching a point
where the temperature reaches a climax creating sustained jets of hot flammable
gases. The presence of electric sparks, hot metallic surfaces, or even incandescent
metallic pieces of the cell leads to ignition and fire. To reproduce ignition, anchoring
and sustained cell burning in a controlled environment, a pre-heated jet ignition is
obtained using the BTR setup. The results set experimental references to compare
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versus simulation. Such a validation translates to the test of simple design choices
on flame topology around 18650 cells (see Chap. 12). Following the presentation of
the operating point selected for validation, the numerical setup is highlighted, and
used to perform a cold flow. The ignition sequence is then reproduced, completed
by discussions about choices regarding models and numerical schemes.

10.1 Jet flame simulation

In numerous configurations where a reservoir filled of a flammable mixture leaks,
a jet di�usion flame may appear. The study of jet flames is essential to predict
and characterize a fire, helping to setup models and test simulation frameworks on
well-documented cases. The flame dynamics starting from ignition, to stabiliza-
tion or blow-o� has been an experimental challenge in the past decades [180, 169,
130, 129, 131]. After a successful ignition, the role of the triple flame on anchoring
or stable lifting processes has been identified as key [138, 30, 169] and motivated
numerical [229, 77, 127] and experimental [138, 194, 140, 153, 46] studies on this
special object in laminar and turbulent flows. It leads to a better understanding
of the conditions necessary to obtain anchoring, lifted or blown-o� flames in dif-
fusion or partially premixed jets. It also underlines the flow objects to retrieve
when considering the use of CFD. Full scale experiments of free jets, jet in co-flow,
or piloted jet flames with complete diagnostics are proposed in the literature to
observe the mechanisms and validate simulation choices. Considering the charac-
teristic size and timing of the events, LES is largely used in such scenarios. For
example, reproductions of the Sandia piloted flames [13, 185, 236] compose common
benchmarks for CFD approaches [212, 274, 268, 297], completed by the Ahmed and
Mastorakos [5] jet in co-flow flame simulated in [148], or the Delft Jet in Hot Co-flow
experiment [202, 203] computed in [297]. In this study, a step towards the LES of a
Li-ion specific jet flame is proposed, involving a pre-heated jet of vent gases into the
atmosphere. The ignition to anchoring sequence is here the central question, with
the observation of a triple flame.

10.2 Selection of a validation operating point

The target for this study is the course of event leading to the presence of a flame
anchored at the lips of the injector. To evaluate the level of repeatability of a vent-
ing followed by ignition and anchoring, three di�erent initial reservoir pressure P0
are selected: {2.0,2.5,3.0} bar. The homogenization chamber driving overpressure
�P ign

6 = P ign
6 ≠Pamb is measured at the instant of flame anchoring for the three vent-

ing. The maximum error relative to the average value of �P ign
6 is 16.7%. Repeated

venting thus deliver similar conditions at the instant of successful ignition, helping
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to select one venting as a reference to compare with simulation. The event can be
summarized as follows. Starting from a reservoir pressure P0 = 3.0 bar, a body pre-
heating temperature of 800¶C, and an injector pre-heating temperature of 690¶C, a
venting procedure is launched. During the venting, the ignition system is triggered
with sparks every 20 ms, waiting for mass-flow conditions suitable for a successful
ignition (under the blow-o� regime). First, the mass-flow rapidly increases reach-
ing its maximum at climax with a value of 2.4 g.s≠1. While the reservoir pressure
decreases, the mass-flow progressively decreases. Following multiple unsuccessful
ignition, at t = tign = 4.425 s, conditions are finally met and a spark ignites a flame
that first anchors to the electrodes and eventually propagates towards the injector
to anchor at the lips at t = tign = 4.459 s. Considering the short duration of the
whole sparking-to-anchoring sequence (under 50 ms) with respect to the complete
venting procedure (10 s), driving conditions are assumed constant. It is confirmed
by the measurement of the mass-flow, varying by less than 3 % on this short period
of time. Figure 10.2.1 depicts the succession of events leading to anchoring1.

1. Spark 2. Attached to
electrodes

3. Passes
electrodes

4. Propagates  to
injector

5. Anchor  to
injector

...

t = 4.425 s t = 4.427 s t = 4.457 s t = 4.458 s t = 4.459 s

Figure 10.2.1: Rapid camera imaging of the flame anchoring phases for the selected
operating point.

The sensor data monitoring the sequence o�ers input parameters for the simula-
tion of this ignition-to-anchoring phase. The corresponding operating point is given
in Table 10.2.1, and associated boundary conditions are illustrated in Fig. 10.2.2.
(P5, T5) defines the inlet, and (P6, T6) helps to validate simulation, along with
reservoir mass-flow2. Thanks to the presence of the body heater, weak heat losses
are expected inside the system and boundaries are treated using adiabatic laws

1Phantom V310 set to: Frame rate: 1000 frames per second, Resolution: 1280 ◊ 304,
Shutter speed: 990 µs. Lens: Ø 55 mm, F 100 mm, O f/2.8. The flame is contrasted, inverted
to reduce the impact of black background on printing, and reset to a more realistic blue color.

2The reservoir mass-flow is not used as inlet condition due to its far-upstream position, too far
from the inlet plane, inducing delay. Nonetheless, its value o�ers a good approximation of the flow
condition and retrieving values close to sensor data using simulation is expected.
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of the wall. Closer to the injector, the injector heater is added to allow a better
characterization of the anchoring surface. The injector heater in itself is modelled
using adiabatic wall laws, and the injector lip uses no slip conditions with heat
losses. A thermocouple measures the solid temperature 2.5 mm under the surface
at Tlip = 944 K. Using an approximate of the thermal conductivity of the stain-
less steel (17-4PH) at this temperature [230], the thermal resistance is evaluated:
Rth ƒ 1.14 ◊ 10≠4 K.m2.W≠1. Adiabatic wall laws are used for the electrodes, as-
suming that no heat is lost through the electrodes, given their small diameter. To
conclude, the vented mixture is NMC1 (see Chap. 6 Tab. 6.3.1): H2: 30.8 %, CH4:
6.8 %, C2H4: 8.2 %, CO: 13.0 %, CO2: 41.2 %. Ignition characteristics will be
further discussed in Sec. 10.6. The operating point being set, it is necessary to
highlight expectations from simulations.

Table 10.2.1: Operating conditions
during flame ignition and anchoring.
Pressures are measured with respect to
ambient.

Sensor position .5 .6

�P (Pa) 2590.0 2210.0
T (K) 1093.0 1063.0

Mixture NMC1
Tlip (K) 944.0
Reservoir mass-
flow (g.s≠1)

0.33

b)

Heat-losses
no-slip

Adiabatic
wall law

Figure 10.2.2: Configuration at the
jet lips regarding structure and bound-
ary conditions.

10.3 Simulation objectives

Multiple elements of the anchoring phase are of interest regarding the physics in-
volved. From an experimental versus simulation validation point of view, three
flames must be observed:

1. The first one is the partially premixed flame stabilized on one electrode. wait-
ing for conditions su�cient to pass the electrodes. The sequence from spark
ignition to this flame lasts two to three frames experimentally, giving an ap-
proximate of the related timescale to retrieve with LES (2-3 ms). Moreover,
the peculiarity to have only one branch attached, is assumed to be due to the
state of the flow at the instant of ignition. The system being symmetric in
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the plane of the electrodes, this assymmetry in the anchoring phase should
be linked to the correlation between the jet turbulent slight oscillation and
the opportunistic nature of the flame to reach for locally lower velocity, better
mixed regions. LES must help to observe such a phenomenon.

2. The second one is the flame anchoring phase following the crossing of the
electrode. In this section, the low turbulence and the absence of mixing are
suitable for the observation of a triple flame [138, 229, 194] propagating towards
the lips. This event is also approximately timed using camera imaging (3-4 ms)
and helps to assert the timescales to reproduce using simulation. Theoretical
aspects of the triple flame also allows to predict its behavior, and perform
simple sanity checks on simulations.

3. Eventually, the anchored jet di�usion flame topology formed by a first tubular
quasi-laminar flame attached to the lip up to the electrodes, topped with a
turbulent partially premixed plume flame is also of interest when comparing
simulation to experimental.

Both flame topologies and transition timing are therefore aimed at, which will
help to reveal forces and weaknesses of the framework in each phases. One highlight
is the triple flame propagation, essential to assert flame anchoring in further appli-
cations, and a special care will be given to this section. Following last details on the
numerical setup, a cold flow simulation is performed to assert e�ects of numerical
schemes on turbulence and converge the jet before ignition.

10.4 Case-specific numerical setup

Following Chap. 8 Sec. 8.4, more specific information are given about the numeri-
cal setup. Two numerical schemes are tested: Lax Wendro� [152] and TTGC [50]
to see the e�ect of higher order scheme on the solution both in terms of aero-
dynamics (cold flow) and flame topology (ignition sequence). The subgrid scale
model is WALE [199]3, CFL and Fourier numbers are 0.7 and 0.1 respectively in all
cases. Numerical stability is enhanced by second and fourth order artificial viscosity
terms [125]. The chemical kinetic scheme is the one set in Chap. 6, and in the DT-
FLES framework, the static Charlette e�ciency formulation with a constant equal
to 0.5 is chosen (See Chap. 4 Sec. 4.17).

3Turbulent Prandtl and Schmidt numbers are both equal to 0.6
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10.5 Cold flow simulation

10.5.1 Flow initialization process

Before ignition, a cold flow simulation is performed. Starting from a domain filled
with air at atmospheric conditions (Patm = 101 325 Pa, Tatm = 300 K at rest, the
venting system from the inlet up to the injector tube is filled with hot NMC1
at (Patm, T5). The simulation is then run applying the inlet conditions (see Ta-
ble 10.2.1) for 150 ms of physical time using Lax Wendro�. From this new initial
state, two simulations are computed in parallel for an additional 40 ms each4. One
continues with Lax Wendro�, the other uses TTGC. The inlet (P5, T5) conditions
invariably lead to the constant mass-flow ṁsim = 0.31 g.s≠1 which compares well
with the value found experimentally at the reservoir ṁexp = 0.33 g.s≠1.

10.5.2 Numerical scheme comparison

A key information to take before trying ignition is the ability of a numerical scheme
to render turbulence, and measure its performance with respect to its cost. In
Fig. 10.5.1 a) averaged velocity fields for the order-two Lax Wendro� scheme is
depicted versus the order-three TTGC scheme. Both schemes agree in terms of
magnitudes and qualitatively compare in terms of spatial distribution. Moreover,
mixing, given by the stoichiometric lines, are comparable for both frameworks. This
agreement for mean fields is expected, and di�erences must come when looking into
the details of how turbulence markers evolve. Figure 10.5.1 b) displays Turbulent
Kinetic Energy (TKE) for the entire jet. TKE writes as:

TKE = 1
2

1
u2

RMS + v2
RMS + w2

RMS

2
with = u2

RMS = uÕ2 (10.1)

Once again, very few di�erences can be observed and iso-contours positions
match. The conclusion remains the same when zooming on the critical near-electrode
zone (see Fig. 10.5.2).

Di�erences appear when comparing fluctuation energy Et = 1
2(uÕ2 + vÕ2 + wÕ2)

spectra. Its Power Spectrum Density (PSD) is computed at three di�erent locations
in the jet: At the injector lips (x = 0.0 mm), 10 mm above the electrodes (x =
20.0 mm), and further downstream in the plume (x = 80.0 mm). While spectra fit at
the injector lips, smaller structures are more di�cultly reproduced by Lax Wendro�
after the electrodes. This dissipative property is amplified further downstream where
a smaller cut-o� frequency coupled with a steeper slope is observed, and mainly due

4Corresponding to 90 to 100 injector tube flow-through times.
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Figure 10.5.1: Cold flow simulation of the jet, comparison of numerical schemes: a)
longitudinal z-normal cut of the average velocity magnitude (V ) field , b) longitudinal z-
normal cut of the Turbulent Kinetic Energy (TKE) field, c) plot over line of V at varying
x, d) plot over line of the TKE at varying x

to the progressive coarsening of the mesh starting in this region of the domain (see
Chap. 8 Sec. 8.4).

Given the reasonably well detailed mesh chosen due to combustion constraints,
increasing the order of the numerical scheme only o�ers marginal improvements
in this setup. The objective being to simulate the ignition-to-anchoring phases, the
most critical regions of the domain are located from the injector lip to approximately
x = 60 mm (x/D = 15) where refinement is �x = 0.2 mm. TTGC remains indicated
for a better definition of the entire plume, at steady state conditions, but at higher
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Figure 10.5.2: Cold flow simulation of the jet, comparison of numerical schemes re-
garding longitudinal z-normal cut of the Turbulent Kinetic Energy (TKE) field at the
electrodes.

Figure 10.5.3: Spectrum of the fluctuation kinetic energy E
t at three di�erent locations:

injector lips, 10 mm above the electrodes, downstream in the jet x = 80 mm.

cost. In this example, costs must be multiplied by 1.82 for TTGC. The comparison
is continued using Lax Wendro�, helping to compare multiple configurations at a
minimal cost, and helping to validate an e�cient setup for further applications in
Part IV. However, one ignition procedure is reproduced using TTGC and proposed
in Appendix E to observe di�erences to expect.
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10.6 Ignition procedure

10.6.1 Modelling spark ignition

The first step to simulate ignition is to model the ignition device. The Energy
Deposition model (ED) is selected [148]. Its detailed presentation can be found
in Appendix B Section B.1. The model allows to apply a spherical source term
of energy, mimicking a spark plug, while controlling the total deposit in terms of
energy, spatial distribution and timing. The model avoids temperatures that would
exceed ionization limits, letting space for a smooth runaway of the reactions until a
kernel is formed. Three main parameters are to be selected with care: the deposition
time, the deposition duration, and the total deposited energy (which controls the
deposition diameter, see App. B Sec. B.1). In this study, the Beru ZSE030 spark
plug is commanded to deliver impulses every 20 ms and a similar ignition device has
been studied by Benito [16], helping to discuss ways to setup the model.

1. Deposition time: The highly statistical dimension of ignition depends on
local conditions that may evolve rapidly due to the transient behavior of a jet.
Turbulence, equivalence ratio and velocity may rapidly shift from conditions
su�cient to ignite to blow-o� conditions. Non-optimal time for ignition can
be avoided based on velocity and flammability criteria [148] helped by prob-
abilistic maps of success [5]. In this experiments, the uncertainty to ignite is
reduced by triggering multiple sparks until conditions are suitable, which is
generally impossible with simulation given the cost. Because in this chapter,
multiple simulation frameworks are to be compared, a unique ignition time
is selected, corresponding to tphys = 190.3 ms, which follows the cold flow es-
tablishment. The deposition duration and energy then must ensure a robust
ignition for all the cases compared.

2. Deposition duration: Schematically, the device used in this work depicts
three distinct phases during sparking: a sudden breakdown (ƒ 1 µs) followed
by an arc phase (100 to 500 µs) concluded by a glow phase (1 to 2 ms) [16].
In practice, reproducing the phases, their timescales and the corresponding
energy distribution is out of the scope of ED. The ED model summarizes
the phases into a Gaussian profile in time chosen to be closer to the arc phase
duration as it avoids the creation of shockwaves (shorter durations) or a source
term too low to trigger chemical runaway at reasonable total energy (longer
durations) [208]. This duration will be set to 100 µs for all simulations.

3. Deposition energy: Concerning energy, during the entire venting procedure,
the Beru ZSE030 spark plug is commanded to deliver impulses every 20 ms.
The total electrical energy spent for an impulse represents 300 mJ. From this
total energy, only a small fraction is actually transmitted to the gaz [148, 172,
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259]. In [16], for air at atmospheric conditions, the measured electrical and
thermal energy at the electrode reach up to 50 mJ and 20 mJ respectively. In
the present case where the spark is triggered in hot flowing gases with an e�ect
of history due to multiple sparking, no direct access to the energy deposited is
available. Therefore, it has been chosen to set the minimal energy necessary for
a successful ignition-to-anchoring procedure in simulation. By incrementally
reducing energy until ignition leads to blow-o�, the optimal energy is found
at 50 mJ, corresponding to a deposit Gaussian diameter of 8.0 mm.

Simulation spark properties can be summarized as a single 50 mJ total energy
spherical source following a Gaussian profile in time (�t = 100 µs) and space
(�x = 8.0 mm). One true benefit of this choice is its robustness such that igni-
tion to anchoring is ensured for all simulation frameworks (Lax Wendro�, TTGC,
Comparison of Takeno indices). However there would be multiple ways to improve
the physical representativeness of the deposition model in this application. In par-
ticular, the position of the igniter in a region where mixing is only starting poses
numerical problems as most of the energy is lost inside a non-reactive mixture. In ex-
periments, this non reactive mixture (pure vent gas) can ionize and trigger reactions
that are not represented in the numerical chemical scheme. Moreover, in simulation,
the heat is mostly dissipated by turbulence before reaching a better mixed region.
It partly explains the high value of the deposited energy that was expected to be
lower primarily. Refining the ED model to better adapt the large variety of ignition
devices is a topic of interest for future iterations of this work.

10.6.2 Selection of a flame index

The configuration at hand presents a turbulent jet with an interaction between the
flow and electrodes. The level of turbulence allows partial premixing in the plume,
downstream the electrodes, and the presence of a propagating triple flame during
the ignition-anchoring phase [138, 229, 194]. For this application, the Dynamically
Thickened Flame (DTFLES) model is used. It is presented in Chap. 7 Sec. 7.3.2.
Two formulations for a flame index were introduced to distinguish di�usion from
premixing (see Chap. 7 Sec. 7.4.3)). The first formulation involves the computation
of the scalar product of gradients of YF = YH2 + YCH4 + YC2H4 and YO2 and will be
referred to as "global". The second one computes three scalar products, one for each
species in the batch {H2, CH4, C2H4}. For each point in the domain, if at least one
of the three scalar product is negative, the index indicates di�usion. The approach is
named "preferential". Once ignition is triggered, two instants are targeted as critical
cases to compare both indices. First of all, similarly to experimental, after a period
of anchoring to the electrodes, the flame propagates upstream under the form of a
triple flame. Capturing the physics of the flame is essential to predict anchoring
and its duration. After anchoring, a steady tubular di�usion flame topped with
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a turbulent partially premixed plume is captured. The correct detection of the
di�usion flame is also mandatory. To illustrate the behavior of the two indices, they
are compared in Fig. 10.6.1 at identical flame states.

Cuts of the flame indices are given and illustrated by the corresponding Heat Re-
lease Rate (HRR). Here, and throughout the thesis, due to the use of the Thickened
Flame model, the profiles are unbiased by scaling them with the thickening field (F).
This choice does not modify the physics of the case and only helps visualization,
it is nonetheless motivated in Appendix D, and will be applied consistently for all
applications.
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Figure 10.6.1: Comparison of flame indices for the triple flame propagation and the
steady di�usion jet: top a) z-normal cut of the Flame Index in the triple flame structure
(y > 0), top b) z-normal cut of the corresponding HRR.F field (y > 0), and bottom a)
y-normal cut of the Flame Index in the jet di�usion flame, top b) y-normal cut of the
corresponding HRR.F field.
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Observations are summarized as follows:

1. Triple flame (Fig. 10.6.1 top): The triple flame is canonically made of a rich
premixed branch (inner jet side), a lean premixed branch (outer jet side) and a
di�usion flame in-between. The detection of this peculiar structure is achieved
by both indices. By construction, the "global" formulation gives overall larger
premixed zones in comparison to the "preferential" index. This is assumed to
be due to the under-representation of H2 in the sum YF , leading to a di�erent
location of the frontier between the rich premixed branch and the di�usion
branch (the excess hydrogen di�using rapidly to form the di�usion front). A
side-e�ect of this di�erence in detection is the application of thickening, in par-
ticular in the region between the rich premixed branch and the di�usion flame.
In this crucial area, gases are hot, and if detected as premixed, the thickening
tabulation will automatically search for conditions that correspond to a hot
rich premixed flame where the laminar flame thickness is the lowest. The cor-
responding thickening level is detrimental to the structure of the triple flame,
artificially broaden and slowed down. Figure 10.6.3 plots the mean thicken-
ing level in the domain (masked to focus on regions of combustion) versus
the triple flame tip position with respect to the injector lips (see Fig. 10.6.2),
confirming this observation. The "preferential" index circumvents the issue by
selecting the dot product of H2 versus O2 in this region, pushing the limit of
the detected di�usion zone closer to the rich-premixed branch reaction zone.

2. Jet di�usion flame (Fig. 10.6.1 bottom): Once the flame is anchored, the
tubular quasi-laminar section is expected to be in di�usion mode. Once again,
very low values of YH2 in the sum YF lead to a misinterpretation of the flame
as premixed in the outer section, while it corresponds to part of the H2/O2
equilibrium occurring further on the oxidizer side (see Chap. 7 Sec. 7.4). It
can lead to a triggering of thickening of this section which is unwanted, and
avoided with the "preferential" index.

Both definitions suit to detect the main structures of the flames targeted in this
application. However, di�erences in the management of thin frontiers between di�u-
sion and premixing, are biased by the hydrogen content di�using di�erently. When
used in collaboration with a thickening model, these frontiers are of importance and
may impinge on the thinness of the result. Therefore, for the remaining of this work,
the "preferential" formulation of the flame index is selected.
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10.6.3 Overview of the numerical procedure versus experi-
mental

Now that details of the numerical setup are established, the full ignition-to-anchoring
procedure obtained numerically is compared to experimental. Figure 10.6.4 shows
the comparison between experimental contrasted photography and longitudinal cuts
of the temperature field obtained by LES. The main phases of ignition are high-
lighted. While the main aspects of the flame shape and structure are qualitatively
recovered, more details need to be put to interpret every section and its timing,
which is the focus of the next sections. In particular, the timing of the whole
procedure is very dependent on the phase of electrode anchoring, explaining the
discrepancy between experimental and simulation. It is discussed in Section 10.8. A
critical evaluation of the framework follows, and threads to go after are highlighted,
for future improvements.
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Figure 10.6.4: Experimental versus simulation comparison of the three phases of the ignition-to-anchoring procedure. Experimental
visualization corresponds to contrasted photography of the flame, simulation shows z-normal cuts of the temperature field.
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10.7 Ignition to electrode anchoring

After ignition, the hot reactive material is rapidly convected downstream due to the
high velocity.
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Figure 10.7.1: Comparison of profiles during the flame ignition phase: a) t = 0.0 ms:
z-normal cuts of temperature (T ), and velocity (V ), b) t = 1.0 ms: z-normal cuts of
temperature (T ), Heat Release Rate (HRR.F), and Flame Index.

Figure 10.7.1 a) shows that in the inter-electrode space, the blockage is respon-
sible for a localized high velocity region. Knowing that mixing is bad in this zone,
a successful ignition becomes a sti� problem. In simulations, the absence of plasma
phases makes di�cult to properly set a model for ignition. With ED, an ignition
energy lower than 50 mJ corresponding to smaller diameters than 8.0 mm invari-
ably leads to blow-o�. A su�cient energy must be given to obtain a wide-enough
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high temperature kernel that can resist to the velocity and turbulence until reaching
x > 20 mm. Runaway starts in the plume x > 30 mm above the electrode which
corresponds to a lower velocity/higher turbulence region (see Sec. 10.5.2), benefi-
cial to the creation of wrinkled premixed flame fronts. At the time of ignition, the
slight jet swinging leads to a low velocity pocket above the right electrode, giv-
ing the opportunity to a random anchoring on the right electrode, captured with
simulation. Although it is also observed experimentally, the side is assumed to be
non-predictable knowing that the system is symmetric in this plane. Once the flame
is anchored to the electrode, it is only a matter of time to see electrode crossing and
triple flame propagation towards the lips. The timing of this section is discussed in
the next section.

10.8 Timing of the electrodes crossing

The flame stabilized over the electrodes waits for conditions su�cient to pass the
electrodes. Experimentally, this phase lasts 30 ms and giving time for a second
sparking with no direct e�ect on the flame anchoring, while it is largely underesti-
mated by LES at only 0.4 ms for the framework proposed here. Interestingly, the
timing of the kernel to early attached flame phase does not drift from the 1-2 ms
observed experimentally, and similarly, the electrode-to-injector flame propagation
phase is well timed (see Sec. 10.9). It means that flame velocity, and flow velocity
cannot be solely responsible for this two orders of magnitude di�erence. Two main
hypotheses are thus formulated to understand why this behavior is observed:

1. In simulations, electrodes are modelled using adiabatic walls based on the
fact that their diameter is low (2.0 mm), and their successive sparking dur-
ing 4.425 s before ignition preheats the tips. However, losses may exist and
play the role of a retardant to the flame crossing the electrodes. Without a
proper evaluation of losses experimentally, asserting the temperature and cor-
responding thermal resistance is thorny. The use of coupling to solve the heat
equation inside electrode tips may become the solution in such a configuration,
and thus help to test this hypothesis. It is a promising way to increase the
physical resemblance with experimental. In addition, radiative losses may play
a role during the kernel formation, and while the flame propagates from elec-
trodes to injector lips. It adds a second perspective: completing the coupling
procedure with a radiative transfer equation solver [226].
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2. A more acceptable hypothesis is linked to the operating point in itself. The
operating point selected is inherently close to blow-o� limits as it is the first
spark that successfully leads to ignition during a progressive decrease of mass-
flow. Measure uncertainties in unsteady pressure and temperature sensing
may be responsible of slight variations of the mass-flow throughout the pro-
cedure, decreasing by a small percentage between the spark and the lip an-
choring. This hypothesis can be tested easily by evaluating the sensitivity of
LES to a small increase in mass-flow. The case at hand corresponds to an
inlet mass-flow ṁsim = 0.31 g.s≠1. A second case is set with a 5% increase
at ṁsim = 0.326 g.s≠1. Figure 10.8.1 compares the two ignition sequences.
A complete blow-o� is observed at a 5% higher mass-flow, giving two in-
formation. On the one hand, the experimental operating point, during the
electrode-anchored flame sequence, may be located in-between the two cases,
delaying the electrode to lip anchoring. On the other hand, assuming that
this operating point is close to blow-o�, LES is capable to contour the frontier
of blow-o� of such a configuration. It ensures a better applicability to real
use-cases such as the one proposed in Chap 11

a) t = 0.2 ms t = 0.7 ms t = 1.2 ms t = 4.7 ms

b) t = 0.2 ms t = 0.7 ms t = 1.2 ms t = 4.7 ms

Figure 10.8.1: E�ect of mass-flow on the ignition procedure outlined as 3D contour of
HRR (iso-level HRR.F = 1◊107 J.m≠3

.s≠1): a) ṁ
sim = 0.31 g.s≠1, b) ṁ

sim = 0.326 g.s≠1.
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This section emphasizes one limitation of the selected framework in the timing
of the complex electrode-anchored flame. While the operating point definition may
be in cause, it opens the path to a future evaluation of a coupled simulation taking
into account losses in the electrodes, to fully close the hypothesis. It is important to
note that a similar behavior is observed using the higher order scheme TTGC (see
Appendix E). Once conditions are suited for the electrode crossing, a triple flame
forms and propagates towards the lips, which is a key phenomenon to cover in order
to predict flame anchoring or blow-o� in other applications.

10.9 Electrode to lip anchoring

For this key sequence, two sections are proposed. The first one presents LES versus
experimental and compares timing and flame positions, validating the framework
for this triple flame configuration. The second is focused on the use of a model
to predict anchoring probability and timing using cold flow simulation only, show-
ing its potential to obtain preliminary information on a case without going to full
combustion simulation.

10.9.1 Experimental versus simulation

The structure of the triple flame has been observed experimentally in presence of
gradients of mixture fraction [63, 138], where di�usion jet flames are special cases.
A triple flame controls the jet flame lifted stabilization [5] and define anchoring
processes if conditions are met [176]. Their reproduction using DTFLES becomes a
crucial test-case for simulation setups [148].

Starting from the electrode, and from a 2D-cut perspective, the three branches
form. Once formed, the structure propagates downstream following the stoichiomet-
ric line, depending on local axial velocity conditions. A cut of the flame showing
the leading point is given in Fig. 10.9.1 b). At the time where the leading point of
the flame touches the lips, the second half of the flame rapidly catches up, which is
concluded by the formation of the tubular di�usion flame (see Fig. 10.9.2).

To better follow the timing of this phase, the flame leading point is tracked (see
Fig 10.6.2). The time of anchoring is set to the time at which the flame touches
the lip of the injector. In Fig. 10.9.3, the position of the flame front with respect
to the lip is reported. Available experimental points are added. Knowing that a
certain uncertainty exists to determine precisely the exact time of electrode cross-
ing5, the agreement with simulation is acceptable. Simulation returns correctly

5The 1 kHz frame rate limits the observation of such a rapid event, making exact timing di�cult,
in comparison to simulation.
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Figure 10.9.1: Triple flame propagation as z-normal cuts of temperature (T ), HRR
(HRR.F) and flame index: a) Instant of flame crossing tcross, b) Propagating flame tcross +
1 ms.

ignition timing and flame displacement, reassuring on its capability to reproduce
the phenomenon in this special configuration, dedicated to hot Li-ion vent gases,
and preparing an application to setups closer to Li-ion manufacturer concerns.
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Figure 10.9.3: Flame front position with respect to the lips during the anchoring phase.

10.9.2 Reduced Modelling

Based on the work of Marragou et al. [176], the application of the Triple Flame Up-
stream Propagation (TFUP) criterion is proposed to evaluate anchoring probability
and delay on cold flow simulations. The method uses scaling laws from Ruetsch et
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al. [229] that estimate the triple flame propagation speed stf as:

stf =
Û

flu

flb
s0

L (10.2)

where s0
L is the planar laminar flame speed at stoichiometry, flu (resp. flb) is the cor-

responding unburnt gas density (resp. burnt). The cold flow simulations performed
to initialize the ignition sequence (see Sec. 10.5.2) is taken and for one frame of the
z-normal cut of the domain, a focus is done on the y > 0 semi-plane, between the
right electrode and the lips (x œ [0.0, 8.0] mm). The temperature and velocity fields
are taken and interpolated along the stoichiometric isoline (see Fig. 10.9.4). For
every interpolation point of the line, stf is computed with Cantera [99], the ARC
kinetic scheme (see Chap. 6), and using the local temperature. The di�erence in
velocity �VTFUP = stf ≠ u where u is the axial velocity at the interpolation point
is eventually kept. The TFUP model, guarantees propagation when �V > 0 so
that for one frame, a proportion of points agreeing with TFUP can be extracted
pTFUP (œ [0, 1]), along with the average value of �VTFUP and the length Lst of the
stoichiometric line. The procedure is repeated for 20 cold flow simulation frames to
better converge the statistics and obtain an average timing �tTFUP = Lst/�VTFUP
and average anchoring probability pTFUP.

a) b) 

Figure 10.9.4: Temperature and velocity fields for one frame of cold flow used in the
TFUP model.

For the operating point considered in this study pTFUP = 0.81 with a stan-
dard deviation of 0.10, predicting confidently anchoring. The anchoring time reads
�tTFUP = 3.28 ms (‡�tTFUP

= 0.9 ms) which also agrees with timescales found ex-
perimentally and with simulation (see Fig. 10.9.3). For the higher mass-flow case
presented in Fig. 10.8.1, a lower anchoring probability pTFUP = 0.62 coupled with a
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higher anchoring time �tTFUP = 4.58 ms is coherent with the fact that blow-o� is ob-
served with simulation, and that no ignition is observed experimentally for ignition
attempts before the one selected here, inherently at higher mass-flow. Table 10.9.1
summarizes the results.

Table 10.9.1: Application of the TFUP model on the operating point considered for
ignition simulation.

mass-flow ṁsim pTFUP ‡pTFUP �tTFUP ‡�tTFUP
[g.s≠1] [ms] [ms]
0.310 0.81 0.12 3.28 0.48
0.326 0.62 0.10 4.58 0.91

Such a reduced model, when fueled with multiple cases can help to predict the
anchoring of an operating point at minimal cost. It may be adapted to other cases,
by taking care to project the velocity along the stoichiometric line when the jet is
not entirely vertical such as the one presented in this study.

10.10 Conclusion on jet flame ignition simula-
tions

The simulation framework setup proposed here gives the opportunity to perform
ignition procedures of the BTR setup at Li-ion TR-relevant conditions. A cold
flow simulation is first used to compare the performance of two numerical schemes
in terms of turbulence rendering. The phases of ignition are then presented and
reproduced using LES. In particular, the triple flame propagation and its timing
is confidently retrieved, opening the path for an application to a realistic case in
Chap. 11. A reduced model helps to predict flame anchoring using cold flow sim-
ulations only, which may be of use for pre-dimensionning studies. In the following
part, the link between experimental and applications is made by approaching the
behavior of failing 18650 cells in realistic conditions.
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Chapter 11

Cell opening and initial venting
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11.1 Cell opening experiments and CFD simulations . . . . . 170
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Following the validation versus experimental of models and strategies to simulate
opening (Chap. 9) and venting (Chap. 10) during thermal runaway, applications to
realistic cases are proposed. To start with, the opening phase of a pressured cell is
targeted1. In the following sections, a generic case representative of a 18650 cell is
presented and vent opening conditions are reproduced. E�ects of cell confinement
modification on the course of events complete the study.

1See Chap. 7 Sec. 7.5 for the complete list of scenarios in the timeline of TR.

169
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11.1 Cell opening experiments and CFD simula-
tions

The cell opening procedure initializes the venting and guarantees a controlled over-
pressure evacuation, avoiding the shredding of the casing. Direct visualization of
the phenomenon are rare due to its timescale. However several experimental stud-
ies help to better encompass the operating conditions at opening [151, 79, 96, 97].
Especially, the works of Mier et al. [11] and Li et al. [160, 159] measured vent disk
opening pressures for several 18650 cells. The study of Li et al. [161] also proposed
a first CFD simulation of the steady venting of a cell at opening conditions, showing
the feasibility and interest in producing such results at designing steps. With this in
mind, the next sections propose the simulation of the emptying procedure of a cell
starting from cell opening conditions (high pressure - high temperature), allowing
to see e�ects of design on this event.

11.2 Case definition

11.2.1 Structure presentation

Once gas production has reached an exponential phase, the pressure inside the air-
tight cell housing increases rapidly. Venting is triggered by the breaking of the
weakest point in the cell. For prismatic cells, corners are inherently weak and crack.
For cylindrical cells, and especially small sized ones such as 18650, a weak point
must be added to control the cell opening at lower pressures than the one given
by the structure. Pre-constrained venting disks are generally chosen [79]. The
opening suddenly puts in contact hot pressured vent gases with the atmosphere
creating propagating shocks, followed by an under-expanded jet. The topology of
this peculiar flow is asserted in the next sections by reproducing this sudden opening
given a generic design of 18650 cell. This design is built to reproduce and simplify
the main flow restrictions observed experimentally when dismantling cells or by
tomography [80, 79, 144, 160, 188, 161, 159]. Figure 11.2.1 a) gives the external
view of the five holes cell. To save computational time, the natural axi-periodicity
of the case is used, dividing by five the number of cells composing the mesh (see
Fig. 11.2.1 b-c)). This assumes that internal obstacles are also axi-periodic, which is
not necessarily true for all designs. To avoid dealing with complex interfaces between
periodic planes, a cylindrical cut of radius 0.4 mm is added (see Fig. 11.2.1 d))
making the case a sector of an annulus with an angle of 72¶. More details on the
obstacles modeled is given in Fig. 11.2.2, where the most important devices of a cell
are represented: the vent disk, the current collector, the mandrel (to vent gases from
the bottom) surrounded by the jelly roll. In Fig. 11.2.2 a) the cell is in its closed
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configuration, while in Fig. 11.2.2 b) the cell is opened which is the case considered
for simulation.
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Figure 11.2.1: View of the structure of the 18650 cell targeted for high pressure venting:
a) General view of the cell, b) Axi-symmetric section of the cell used to save computational
time, c) z-normal cut of the cell, d) View of the section of the top cap.
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11.2.2 Opening conditions

The key parameters to define at opening are the pressure and temperature conditions
inside the cell when opening, along with the gaseous mixture composition. Thus,
six elements are essential to obtain:

1. Xvent: Vent gas composition

2. Xatm: Atmosphere composition

3. Pvent: Pressure inside the cell at opening

4. Patm: Pressure of the atmosphere

5. Tvent: Temperature of the gases inside the cell at opening

6. Tatm: Temperature of the atmosphere

In the following sections, the reference experiment is the one of Golubkov et
al. [96]. In particular, they conducted an overheat-to-TR experiment on a commer-
cial NMC cell by increasing the atmosphere temperature until complete TR. The
gaseous mixture is already cited in Chap. 6 Tab. 6.3.1 as NMC1 [96], which gives
Xvent: H2: 30.8 %, CH4: 6.8 %, C2H4: 8.2 %, CO: 13.0 %, CO2: 41.2 %. The
tested NMC cells opened at casing temperatures of approximately 400 K. At this
step, the casing temperature is at the equilibrium with the atmosphere temperature
giving Tatm = 400 K. The composition of the atmosphere is chosen to be air at
Patm = 1 atm to see if auto-ignition reactions could occur with the vent gases.
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Asserting the internal Pvent, Tvent conditions is more complex as no invasive mea-
surement are generally available inside the cell. For Pvent, Mier et al. obtained ex-
perimentally the breaking pressure for commercial 18650 cells. The average along all
references is Pvent = 20.03 bar. The internal temperature is finally selected by choos-
ing the temperature reached during the climax in [96], thus assuming that the prod-
ucts of decomposition are obtained at a constant high temperature of Tvent = 1000 K.
This temperature creates a most critical case for both the physical phenomenon at
hand (faster shocks, higher temperature, potential auto-ignition, ...) and the nu-
merical problem to solve (higher sound-speed meaning lower time-stepping, thinner
turbulence, ...).
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Figure 11.2.3: Initialization step: a) state of the cell, b) zoom on the interface between
the vent gases and the atmosphere.

Figure 11.2.3 a) summarizes the state of the cell at the initial frame. Dealing
with the interface between the hot pressured gases and the atmosphere is the next
issue. In the most realistic scenario, the vent disk cracks open and is pushed against
the top cap. Numerically, it could be treated as a moving part in the domain, driven
by a velocity law in time to determine. As this may be costly, and in view of the
sti�ness of the flow structures that will be created around the slowly opening disk,
a simplifying hypothesis is preferred. The strong similarity between this problem
and a classically studied shock-tube helps to consider that the mass and inertia of
the vent disk is negligible regarding the pressure forces applied, and thus that the
displacement of the disk is identical to the one of a moving shock. The problem is
reduced to a static structure where the disk is already pushed against the top cap,
and the interface between the vent gases and the atmosphere is then modelled by
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the theoretical solution of a shock between a driver gas (vent gases) and a driven
gas (air). The cell is thus treated as a shock-tube, comparably to the case presented
in Chap. 7 Sec. 7.2 (see Fig. 11.2.3 b)).

11.2.3 Numerical setup

Figure 11.2.4 outlines the structure of the case and the corresponding mesh. Due
to the number of details necessary to capture adequately the behavior of a realistic
cell when suddenly opened, the mesh selected is constrained to be refined close to
the obstacles, reaching 50 µm close to walls in the upper part of the cell. Inside the
jet, 70 µm are prescribed to ensure a fine resolution of the moving shock. Lower in
the cell (mandrel to the bottom) coarser meshing is allowed. In the section where
the moving shock profile is initialized, 50 µm are set. The mesh sums up to 17.8 M
tetrahedra. For the boundary conditions, the outlet relaxes towards the atmospheric
pressure using NSCBC [260, 214, 198]. The periodic surface pair and cut allows to
treat this case as a sector. Considering the shortness of the event to observe (of the
order of 0.1-1 ms), and because combustion (auto-ignition) is improbable, the heat
transfers inside the cell are assumed to be negligible and adiabatic no-slip boundary
conditions are selected in the upper part of the cell, and adiabatic law of the wall for
the lower part of the cell where the mesh is coarser. The outer surfaces of the cell
follow the same rule. Adiabatic no-slip conditions are selected for the refined top
cap region, and adiabatic wall law for the lower part of the casing. For this study,
where the objective is the cell emptying specifications, no inlet is added to sustain
the venting.

The numerical scheme is from Lax Wendro� [152] along with WALE as the
subgrid scale model [199]. Turbulent Prandtl and Schmidt numbers are both equal
to 0.6 with a global CFL number of 0.7 and a Fourier number of 0.1. The shock
handling method preferred in this case is LAD2 to treat the propagating shock
expected. It is completed by second and fourth order artificial viscosity terms added
to stabilize the computation [125]. To scan for eventual auto-ignition events due
to shock impinging at walls, creating a local sharp increase in temperature, the
simulation is made reactive using the scheme developed in Chap. 6 also tested for
auto-ignition delays.

2See Chap. 4 Sec. 4.2.3, Chap. 7 Sec. 7.2 for its application in 1D, and Chap. 9 for the appli-
cation in 3D.
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conditions, b) z-normal cut of the mesh.

11.3 Simulation of the opening

Figure 11.3.1 describes the process of shock propagation and under-expanded jet
formation. Initially the shock creates a piston e�ect by impinging gases on the vent
disk at the top cap. Once the shock has hit the top cap, part of it is reflected,
the rest is ejected through the vent hole. At t = 5 µs, a shock wave of spherical
form spreads. The peak Mach number equal to 3.04 is reached at t = 15 µs and a
larger pocket of supersonic flow starts to drive the formation of an under-expanded
jet. The pressure inside the cell begins to decrease and modifies the jet shape.
Asymmetric diamond shocks are formed at t = 50 µs. The shape is a consequence of
the asymmetry of the venting hole. In fact, the hole is close to a rectangular shape,
but its symmetry is broken by a partial clogging from the vent disk pushed against
the top cap. The diamond shocks profiles are rapidly devolved towards subsonic,
due to the rapid change in driving pressure. Here, after 200 µs (characteristic time
inherent to the cell design and initial pressure/temperature conditions), the under-
expanded jet leaves room for a turbulent subsonic jet. The natural direction of
venting is retrieved with an angle to the vertical x-axis of 47¶. In comparison,
the supersonic jet forming at t = 50 µs, driven by an expansion that deviates the
flow, depicts an approximate angle of 32¶ to the vertical x-axis. In their work,
Li et al. [161] obtained the Detached Eddy Simulation of a cell steadily venting
cold air with a pressure ratio of 23.7 between the cell internal pressure and the
atmosphere. The flow features a similar under-expanded jet corresponding to the
frame at t = 50 µs which is reassuring.
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Figure 11.3.1: Course of events following the opening: Mach and temperature profiles
at t = 1 µs, 5 µs, 15 µs, 50 µs, 500 µs after opening.

Figure 11.3.2 gives more details on the early propagation of the shock inside the
cell, under the top cap using numerical Schlieren3. At t = 1 µs, the initially flat

3Schlieren visualization is numerically approximated by computing 1
fl ÎÒflÎ. The field is nor-

malized by its maximum throughout the entire volume and timeline. Similarly to experimental,
contrast is enhanced to locate properly key density gradients. See Chap. 9 for more details.
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moving shock bends to fit the shape of the step it passes. It impinges on the wall
at t = 2 µs where, thanks to the presence of a vent, part of the shock continues
outside the cell. The rest is reflected and propagates downstream. This reflected
wave meets a second compression wave creating a shrinking squared shape structure
(annular in 3D). During this phase of shock reflections, the pressure under the vent
cap oscillates with a large positive impulse detrimental to the structure, potentially
explaining the fact that cells may shatter [79] when opening at high temperature
with a weakened metal.

t = 1 μs  

M = 1.0

2 mm

y

x

z

t = 2 μs  

t = 3 μs  t = 4 μs  

Figure 11.3.2: Propagation of the shocks under the top cap: Numerical Schlieren at
t = 1 µs, 2 µs, 3 µs, 4 µs after opening.

The general behaviour of the cell when emptied can be further described by
the characteristic temperature and pressure profiles at di�erent probe locations (see
Fig. 11.3.3). The pressure and temperature at key points inside the cell allow to
assert the duration of the event, the e�ect of the sudden expansion on internal
temperature, and evaluate choking pressures inside the cell. For the cell design and
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operating conditions considered in this section, three main phases are identified.
The first 50 µs see the propagation of shocks inside the vent device, followed by
the formation of the under expanded jet. This phase is critical and, as mentioned
earlier, the probe located under the top cap sees a sudden peak of pressure that
could lead to the destruction of this thin metal piece. After this phase, choked
conditions are maintained between t = 50 µs and t = 200 µs. Inside the vent device,
a constant pressure of 2.9 bar fuels the jet. The progressive decrease in pressure after
t = 200 µs defuses the choked flow, and the jet establishes at subsonic conditions.
Still, Mach > 1.0 can be reached inside the cell at the strongest flow restrictions.
The entire event lasts less than 1 ms from the opening to a pressure inferior to 2 bar
at the bottom of the cell. The sudden decrease in temperature thanks to expansion
helps to reduce cell reactivity and is observed experimentally when measuring casing
temperature [96].

.

.

.

y

x

z

Figure 11.3.3: Temperature (T ) and pressure (P ) measurements at probe locations
inside the cell. From top to bottom, locations are the vent device, the mandrel and the
lower dead volume (see left schematic).
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Eventually, throughout the entire event, no auto-ignition was detected. For this
configuration and conditions, temperature and mixing never coincide so that. When
the shock impinges on the top cap, a small pocket of mixture is submitted to hot
temperatures and a stationary flow. However, the temperature reached never ex-
ceeds 1100 K and due to the strong flow rapidly created by the expansion through the
vent hole, the reacting material is rapidly blown-away. Later, the strong expansion
always reduce the temperature to reach values under the auto-ignition temperature
inside the jet. Overall, the high mass-flow encountered in all phases of the opening
event reduces the residence time to values that do not let enough delay for reac-
tions to trigger an ignition runaway. Under di�erent conditions (higher atmosphere
temperature, higher pressure ratios, di�erent vent gas mixtures) the conclusion may
be changed explaining that in some events, ignition follow opening. But actually,
in most scenarios, the ignition is delayed to the second venting, where reactivity
peaks, casing and jelly roll temperature rise, and gases vented out may depict a
higher hydrogen content [88].

Perspectives for such a simulation are multiple. First of all, it is possible to
shed light on the internal device producing the most restriction. Here, the small
space between the current collector and the vent disk holder along with the space
between the current collector and the mandrel are critical flow choking areas. A
place for optimization of internal flow conditions could be to minimize the impact
of the collector by shrinking its size or by piercing it di�erently. The priority being
mechanical and electrical design constraints, such improvements may not be possible
for all prototypes, but considering flow simulation as a secondary constraint may
help to produce safer systems when margins exist. A second application is the
assertion of the influence of the opening cell on its environment. Because cells are
generally confined into small volumes where venting is limited (modules, hermetic
devices, ...), describing the interaction between the jet and impinging surfaces is
essential. In the next section, a setup is proposed to help illustrate this application.

11.4 E�ect of confinement on the flow topology

11.4.1 Outline of the case

Using the case of the previous section as a reference, a second structure is introduced
to assert the influence of confinement on flow parameters at opening. To model
confinement, a wall is added above the cell, leading to jet impingement. The distance
between the top cap and the wall is 0.5 mm. The choice of this distance is arbitrary
and accounts for the thickness of a potential welding point between the wall (that
can be a cell current collector) and the cell. Figure 11.4.1 compares cuts of the two
meshes used in this section. The mesh that accounts for confinement (Fig. 11.4.1 b))
is composed of 22.3 M tetrahedra and uses similar refinement criteria as the mesh
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of the previous section which is made of 17.8 M tetrahedra (Fig. 11.4.1 a)). The
added wall uses an adiabatic no-slip boundary condition.
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Figure 11.4.1: Comparison of mesh cuts: a) Reference case venting into the atmosphere,
b) Modified case where venting is impinged on a wall, c) z-normal cut of the mesh of the
reference case, d) z-normal cut of the mesh of the impinging wall case.

11.4.2 Comparison of the venting behavior

Following the first phase of shock reflection and flow preparation that is identical
for both cases as the internal layout is the same, the shock impinges on the con-
finement wall (see Fig. 11.4.2 at t = 6 µs). A pressure of 7.5 bar is reached at the
confinement wall, in the jet, showing the level of constraint to which it must resist.
After 500 µs, the profile of temperature shows how the impinged jet creates a heating
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film (see Fig. 11.4.2). A 3D view of this film is given in Fig. 11.4.3. In addition to
mechanical constraints, the prediction of the radius of influence of one cell venting,
in terms of balance between conduction and convection, can be used to propose
thermal insulation material and cooling systems able to avoid a complete melting of
a module casing. The influence of such a management system is a perspective for
this approach.
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Figure 11.4.2: Comparison of flow structures between free and confined configurations:
Mach profiles at t = 15 µs, Temperature profiles at t = 500 µs.
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Figure 11.4.3: Comparison of flow structures between free and confined configurations
with restored axi-periodicity. Iso-surface Z = Zst colored by temperature depicts the jets,
and a slice of the domain depicts the temperature profile on the wall surface: a) reference
case, b) impinging wall case.

11.5 Conclusion on cell opening simulation

The simulation of the opening of the cell helps to identify key phenomena on which
cell designers may want to act to slow-down/accelerate the venting process, dampen
the pressure rises and shock waves, ... The strongly unsteady phenomena depicted
here can only be captured by adapted frameworks (LES/DNS). Another force of
LES is the ability to zoom on particular locations and events. With modifications
of the flow restrictions, and opening conditions (di�erent pre-constrained vent disk),
new results can be obtained and their qualitative comparison can define directions of
optimization to target safer opening procedures, including avoiding cell braking, or
reducing cell mass-flow to extend the venting procedure. The starting point of such
a study is the production of a CAD fitted for CFD which demands detailed tomog-
raphy or proper dismantling of one cell identified as promising and on which design
increments may help to improve safety and understanding. Once this step is per-
formed, repeated simulations with small geometrical and initialization changes may
be done easily until converging on satisfying improvements of the original design.
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In this chapter, a 3D test case is set up to show the potential use of simulation
for the prediction of the behavior of a generic 18650 cell when forcefully ignited in
the sustained venting phase1. A reference setup venting the NMC1 mixture (see
Chap. 6 Tab. 6.3.1), through five holes is compared to a setup where only three
holes are pierced in the vent cap, and a setup where the mixture is representative of
a more energetic internal chemistry (LCO/NMC). Changes in flame dynamics are
observed and reported, showing that simulation is an opportunity to select venting
scenarios based on user specifications.

1See Chap. 7 Sec. 7.5 for the complete list of scenarios in the timeline of TR.
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12.1 Cell fire experiments and CFD simulations

Cell fire experiments and corresponding CFD simulations are recent topics where
the corpus is limited but growing rapidly. Experimental data, essential to perform
physics-informed simulations, help to set cases and check their sanity. The first step
towards a cell fire simulation is the definition of suitable operating conditions. In
particular, the mass-flow is an essential parameter which can be obtained from the
work of Golubkov et al. [96]. The works of Garcia et al. [88] and Fu et al. [85] give
visualization data and heat production levels to confirm qualitatively simulation
results. Applying CFD simulation, including combustion processes, to Li-ion fires
is a new topic where promising results have been obtained by Kong et al. [143], and
where an e�ort is still to be put, motivating the study that follows.

12.2 Case definition

12.2.1 Targeted fire

In order to simulate representative operating conditions of a cell fire, experimental
results from Golubkov et al. [96] are used as a reference. In this scenario, the NMC1
mixture is considered (see Chap. 6 Tab. 6.3.1): H2: 30.8 %, CH4: 6.8 %, C2H4: 8.2 %,
CO: 13.0 %, CO2: 41.2 %. A second mixture is added to observe the e�ect of gases
with higher LHV and flame speed: LCO/NMC. LCO/NMC writes as: H2: 30.0 %,
CH4: 8.6 %, C2H4: 7.7 %, C2H6: 1.2 %, CO: 27.6 %, CO2: 24.9 %.

Figure 12.2.1 schematically explains how mass flow and gas/wall temperature are
obtained to mimic a real ignition sequence. During the overheat-to-TR experiment,
inner reactions start to produce gases. The pressure builds up until the safety vent
opens and triggers the first venting. For the cell selected in [96], as reactivity goes
up, a second venting occurs which can be decomposed in three sequences: 1) a rapid
ejection, 2) a slow sustained ejection and 3) ejection stops and gases condense on
colder walls. In this study, a reproduction of the slow sustained ejection is targeted,
as the low mass-flow appears to be suitable for flame anchoring. The total cell mass-
flow ṁ during this phase is approximated with the value of 0.506 g.s≠1 and both flow
and wall temperatures are found equal to 956 K. For this scenario, the cell vents into
the atmosphere where Tair = 300 K and Pair = 101 325.0 Pa, representing conditions
close to the ones presented in Chap. 10.
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Figure 12.2.1: Schematic representation of the extraction of representative operating
conditions from the work of Golubkov et al. [96].

12.2.2 Presentation of the structure

To complete the scenario, a generic geometry of a 18650 cell is chosen. The struc-
ture of the targeted reference 18650 cell is depicted in Fig. 12.2.2. It represents a
simplified cell with five venting holes at a 45¶ tilt angle, enclosed in a 1 m diameter
sphere playing the role of the surrounding atmosphere. To avoid modelling the de-
tails inside the cell at this preliminary step, vent gases are injected directly at the
vent holes. The mass-flow of each hole is a fifth of the total mass-flow. The natural
axi-periodicity of the cell is not used in this case to be able to compare to other
designs and assert the feasibility and cost of a full cell computation.

In this study, the mesh precision is constrained by the necessity to resolve ad-
equately a di�usion flame that is predicted to appear under the targeted venting
conditions (see Chapter 7 Section 7.4). The unstructured tetrahedral mesh is re-
fined around the ejection zone with a minimal cell spacing of 200 µm. At holes lips,
a 100 µm cell spacing is applied. The mesh accounts for 26.4 M tetrahedrons for a
total volume of 0.31 m3.
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top button with the 5 holes, b) side view of the cell, c) cut view of the mesh with domain
sizes.

12.2.3 Numerical setup

The Lax Wendro� convection scheme [152] is chosen to solve the discretized form
of the filtered Navier-Stokes reactive flow equations. The subgrid scale model is the
Smagorinsky turbulence model [245]2, along with turbulent Prandtl and Schmidt
number both equal to 0.6. The global CFL number is 0.7 and the Fourier number
is 0.1. Second and fourth order artificial viscosity terms are added to stabilize the
computation [125]. Inlets and outlets are treated with NSCBC [260, 214, 198].

To model the fact that the flow inside the cell encounters multiple flow restric-
2For this scenario that aims at proposing an a�ordable benchmark when designing cells, a

turbulence closure and a numerical scheme generally available in all CFD frameworks is preferred.
Using TTGC [50] with WALE [199] is expected to ensure better turbulence definition.
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tions and deviations (under the form of the crimp plate, the vent disk holder, the
mandrel, ... [79]), homogeneous isotropic turbulence is injected through the five in-
lets following the method described in the work of Guézennec and Poinsot [102].
The most energetic turbulent length scale is set to half the width of one hole (Le =
1.7 mm) and the level of turbulence is chosen to be such that URMS/Ubulk = 0.20. Li
et al. [161] computed detached eddy simulation of cold, high pressure venting of air
through a reproduction of an 18650 vent cap. They measured turbulence intensities
reaching 50%. In the case considered in the present chapter, the second venting
at lower mass-flow and higher temperature is targeted with real Li-ion vent gases.
The turbulence level is estimated to be lower and an arbitrary trade-o� of 20% is
chosen. A cold flow simulation of the cell with internal obstacles is proposed in Ap-
pendix F, to nuance the choice of synthetic turbulence as an injection strategy. The
outlet pressure is P = 101 325.0 Pa and both the bottom plate of the domain and
the side of the cylindrical can are using classical adiabatic wall log-laws. The top
of the cell is however supposed to play a role in flame anchoring, no-slip conditions
using heat transfers are thus used. The wall temperature is set to Twall = 956 K
and the thermal resistance is set to 3.3 ◊ 10≠5 K.m2.W≠1 for the top button and
2.4 ◊ 10≠5 K.m2.W≠1 for the top part of the can (see Fig. 12.2.3). These values
are computed using wall thickness measurement in the work of Finegan et al. [79]
and the thermal conductivity of materials commonly used for cell cans [105]. Adia-
batic wall law is chosen for the walls at inlet (’Wall inlet’). The initial condition of
the simulation consists in filling the entire domain with air at rest (V = 0 m.s≠1).
Tair = 300 K and Pair = 101 325.0 Pa.
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12.3 Non-reactive flow characterization

First, a non-reactive simulation of the jet mixing is used as an initial condition for
the spark ignition tests. The simulation runs for 50 ms until the flow is established.
Figure 12.3.1 a) depicts a cut of the velocity field.
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Figure 12.3.1: Non-reactive flow simulation of the five holes geometry, at t = 50 ms:
a) cut view of the velocity field with the iso-line representing the stoichiometric mixture
fraction, b) iso-contour of mixture fraction at stoichiometric conditions colored by the
temperature.

Due to turbulence injection, the maximum velocity magnitude reaches 49.0 m.s≠1

for a bulk velocity of 35.8 m.s≠1. Stoichiometric conditions are reached up to 40.0 mm
away from the cell. However, Fig. 12.3.1 b) shows that the temperature where
stoichiometry is reached is low, making auto-ignition events unlikely. Based on
these results, a forced ignition test is conducted in the next section.

12.4 Forced ignition

To observe the e�ect of sudden ignition of the flammable gases vented out by the
cell, a forced ignition sequence is set, echoing to the experimental jet flame section
(Chap. 10). In practice, forced ignition during TR is possible due to e.g. short-
circuit induced sparks, incandescent matter suddenly ejected, interaction with an-
other failing cell, ... Ignition is triggered by a sphere of hot gases (see Appendix B
Section B.2) at the ignition point (Fig. 12.4.1). The sphere temperature profile is
Gaussian in time and space and the maximum temperature is set to Tig = 2452 K,
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the adiabatic flame temperature for fresh gases at 1000 K and stoichiometric condi-
tion. The diameter of the deposition sphere is 5.0 mm. The ignition sequence lasts
4.0 ms. The five ignition spots (one for each jet) are placed 15.0 mm away from
the inlet patches. Because, during ignition phases, di�usion and premixing cohabit
and free premixed flames can be observed, the thickening model that accounts for
flame-turbulence interaction and di�usion-premixing di�erentiation is set, based on
the framework introduced in Chapter 7 Section 7.3.2 and 7.4.3. A static Charlette
e�ciency function with a constant equal to 0.5 completes the thickening model (See
Chap. 4 Sec. 4.17).
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Figure 12.4.1: Reactive flow simulation of the five holes geometry venting NMC1: left,
cut view of the heat release rate field after anchoring at t = tig + 24 ms, with a plot of the
flame power in the domain Pf versus time, right, snapshots of the temperature field. The
color of the frames for temperature and HRR are matched to instants depicted as vertical
lines on flame power time plot.

Figure 12.4.1 shows a cut view of heat release rate, 24 ms after ignition. Under
the operating conditions extracted in the previous section, a stable di�usion flame
attaches to the lips of the cell at t ≠ tig = 14.4 ms. Once anchoring is done, the
thickening model is consistently deactivated by the Takeno sensor (see Chapter 7
and 7.4.3). The total power of the burning cell Pf reaches 5.3 kW3. The simula-
tion proposed here is the default case (or reference), namely, the venting of NMC1
through five holes. From this reference, design choices can be moved to observe their
e�ects on flame dynamics.

3average taken for the last 10 ms of stable flame computation
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12.5 E�ect of design choices

To highlight the usefulness of reactive flow simulation for simple design questions,
the impact of two parameters is asserted: 1. A geometry change is made by testing
a cell with only three venting holes, 2. The e�ect of internal chemistry is depicted
by venting the LCO/NMC vent gas (see Chap. 6 Tab. 6.3.1). For completion the
four combinations are tested:

1. Five Holes and NMC1 mixture (reference case).

2. Three Holes and NMC1 mixture.

3. Five Holes and LCO/NMC mixture.

4. Three Holes and LCO/NMC mixture.

To remain consistent, the quantity conserved in all the cases is the molar flow
extracted in [96] and presented in Fig. 12.2.1.

12.5.1 Vent design

For the three-holes-case with the NMC1 mixture, the operating conditions being
kept the same, the bulk velocity for each hole is increased in comparison with the
reference case and reaches 59.7 m.s≠1. Under these conditions a totally di�erent
flame behavior is observed 4 ms after ignition. Figure 12.5.1 depicts a free premixed
flame structure which is blowing o�. At t ≠ tig = 22 ms, the flame is extinguished,
as shown by the flame power curve given in Fig. 12.5.1 a).

In view of these results, a Li-ion cell designer can then choose a priori whether it
is preferable to have an attached flame and no residual flammable gases in the venting
space but a substantial amount of heat (five holes case), or a flame blown away and
unburnt flammable gases accumulating in the venting space with no supplemental
heat due to combustion (three holes case). Such a comparison also allows to study
clogging e�ects [161] when the safety disk fails to open totally and blocks several
holes, potentially shifting the behavior of the cell from the attached di�usion flame
to the blown-o� premixed flame. Adding auxiliary components surrounding the cell
in the simulation setup is also to consider, to obtain more information on their
interaction with the jet flame.
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Figure 12.5.1: Reactive flow simulation of the three holes geometry venting NMC1: left,
cut view of the heat release rate field before complete blow-o� at t = tig + 4 ms, with a
plot of the flame power in the domain Pf versus time, right, snapshots of the temperature
field. The color of the frames for temperature and HRR are matched to instants depicted
as vertical lines on flame power time plot.

12.5.2 Cell internal chemistry

A second parameter is tested: the vent gas mixture. In practice, a change in internal
chemistry or in the SoC has a direct influence on vent gases combustion properties.
The LCO/NMC mixture (Chap. 6 Tab. 6.3.1) depicts higher flame speed and LHV
than NMC1, due to a lower dilution into CO2. For the five-holes-case, as expected,
the anchoring of the flame happens 1.9 times faster than with NMC1 at t ≠ tig =
7.7 ms, and the flame power is higher at 7.7 kW (see Fig. 12.5.2).

For the three holes case, the blow-o� sequence is largely extended, and the overall
higher consumption speed is close to allow the presence of a steady lifted flame (see
Fig. 12.5.3). The power of the flame decays slowly, and is predicted to extinguish
in 60 ms. As expected, higher flame speeds and LHV tend towards more intense
fires and blow-o� limits pushed to higher mass-flow/smaller venting surface. When
designing a cell, simulations with multiple flow conditions, and gaseous mixtures
may help to assert the robustness of a design, and estimate power outputs and
characteristic flame times (anchoring, blow-o�, ...).
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Figure 12.5.2: Reactive flow simulation of the five holes geometry venting LCO/NMC:
left, cut view of the heat release rate after anchoring at t = tig + 24 ms, with a plot of the
flame power in the domain Pf versus time, right, snapshots of the temperature field.
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Figure 12.5.3: Reactive flow simulation of the three holes geometry venting LCO/NMC:
left, cut view of the heat release rate field before complete blow-o� at t = tig +4 ms, with a
plot of the flame power in the domain Pf versus time, right, snapshots of the temperature
field.

12.5.3 Summary of the e�ect of design choices

Table 12.5.1 sums up the influence of each design choice on the fire main parameters,
showing the trends that a cell designer could follow when preparing the prototyping
step.
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Table 12.5.1: Summary of the influence of design choices on 18650 flame dynamics.
NMC1 LCO/NMC

5 Holes - Status: Anchored - Status: Anchored
- Anchoring time: 14.4 ms - Anchoring time: 7.7 ms
- Fire power: 5.3 kW - Fire power: 7.7 kW

3 Holes - Status: Blown-o� - Status: Blown-o�
- Blow-o� delay: 22 ms - Blow-o� delay: 60 ms (est.)

12.6 Comparison to experimental observations

In their work, Fu et al. [85] measured the heat released by a fully charged failing
18650 cell with a six hole top cap using LCO chemistry and obtained a peak value
of 6.8 kW. The order of magnitude obtained for a comparable case using simulation
(case LCO/NMC - 5 holes: 7.7 kW) holds in comparison to the cited experiment and
is an encouraging result to improve the confidence in the prediction ability of the
simulation. Furthermore, García et al. [88] proposed Schlieren, natural luminosity
and OHú visualisations for burning 18650 cells with LCO cathodes. The flame
structures are depicted as distinctive jets which qualitatively corresponds to the
observations made using 3D simulation. However, the ejection of liquid electrolyte
is predicted to play a crucial role in flame dynamics and ignition in early phases.
Such observations pave the way to more advanced simulations that consider liquid
phase and real electrolyte combustion.

12.7 Conclusion on sustained venting simulation

This part of the work highlights potential use of simulation to assert several simple
design choices on flame dynamics during Li-ion fires. In the scenarios presented
here, cells appear as simplified structures venting into the atmosphere. However,
as it was introduced in the previous chapter (Chap. 11) and further detailed in
Appendix. F, accounting for cell internal designs, vent holes surface and shape,
storage constraints, or cooling systems, is also possible and serves as perspectives.
For example, exploring the di�erence in heat rendered with and without a flame,
with and without obstacles, ... are essential for questions of cell-to-cell thermal
runaway propagation, including radiation and conduction. Also, pollutant emission
and gas harmfulness are bricks that can be added, starting from this basis.
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After the characterization of vent opening and fire events during TR, a last
sequence must be asserted. In case of delayed ignition, and after accumulation
inside enclosed spaces, explosions1 have been observed and is a major source of
concern for battery designers (See Sec. 1.2 of the Introduction). Asserting e�ects
of design choices on explosion parameters, along with the prototyping of mitigation
strategies are key subjects for simulation. Being able to numerically predict flame
propagation and overpressure is an important scientific and engineering challenge.

1See Chap. 7 Sec. 7.5 for the complete list of scenarios in the timeline of TR.
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13.1 The challenge of explosion simulations and
batteries

On the way to predict the explosion behavior due to failing Lithium-ion batteries in
confined spaces (storage, large scale power modules, ...), multiple interrogations can
be highlighted concerning capability of computational fluid dynamics (CFD) solvers
to accurately reproduce all the phenomena involved:

1. Scale: One first key problem is the scale of the system studied. Battery
modules may have large dead volumes in which vent gases can expand until
rest conditions are reached making simulation costly. A simulation platform
adapted to large scale free fires must be chosen, implying the verification of
the good agreement between experimental considerations and dynamic flame
thickening methods applied to vent gas mixtures.

2. Initial condition: Due to the strong variability in the venting process, based
on the type of cell, the TR trigger, ... the composition of the gases at rest
vary along with the global equivalence ratio. Being able to compare di�erent
mixtures under similar numerical setups guarantees qualitative understanding
of the influence of this initial condition on the explosion phenomenon.

3. Boundary conditions: There is a large panel of material used for the con-
struction of battery modules, from metallic surfaces to plastic surfaces, the
flame may encounter variable heat resistances on its way. But most impor-
tantly, in a failing electrical system, heating may become uncontrollable, cer-
tain hot surfaces can promote combustion, hence accelerating the free flame.
Asserting the influence of boundary conditions on flame acceleration is neces-
sary to obtain information on how a design impacts the explosion scenario.

4. E�ect of turbulence: Inside the dead volume, obstacles are predicted to
play a crucial role on the turbulence which impacts flame propagation speed.
These obstruction may be due to the cable management, the structure of the
cells, and electrical devices housing and cases. Flame-turbulence interactions
must be evaluated, in addition to the flame thickening procedure.

As an attempt to reproduce a Li-ion vent-gases-related explosion, it has been
decided to isolate items in two chapters. In this first chapter, the focus is on the
simulation of tulip flames obtained experimentally by Henriksen et al. [111] using
a smooth rectangular channel filled with synthetic vent gases. Extensive data is
available allowing a proper calibration and validation of the numerical setup. In the
following sections, the validation of the simulation framework against experimental
data is given. Influences of boundary conditions and mesh refinement are asserted
on the way to this validation. Overall, this study sets a milestone towards the
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simulation of more complex explosions of Li-Ion vent gases, with a familiarization
to the phenomena at hand in a simple academic case, already used for experimental
versus simulation comparisons.

In the next chapter, a similar simulation setup is used to obtain qualitative results
on the addition of obstacles, creating flame turbulence interactions (see Chap. 14).

13.2 Tulip flame simulation

The phenomenon of tulip flame formation in smooth tubes is commonly observed
with multiple gaseous mixtures under various tubes cross-section shapes. It has
been identified as early as the beginning of the XXth century [72], and continues
to be experimentally studied, with an emphasis on the underlying mechanisms that
are still under lively discussion [47, 215, 45]. Simulations play a crucial role in the
identification of the mechanisms in place, which are reproduced easily with varying
hypotheses [215]. The approximation of 2D domains allows to obtain first results at
reasonable costs [98], helping to test theoretical correlations and depict finger flame
to tulip flame transitions [6, 31, 32]. 3D tulip flame simulations validated versus
experimental have then emerged [288, 163], including the test of the thickened flame
model for such an application [302]. In this context, the simulation of the tulip flames
obtained experimentally by Henriksen et al. [111] is proposed as an application of
the thickened flame model to tulip flames propagating in Li-ion vent gases. This
step serves as preliminary work for the next chapter (Chap. 14).

13.3 Experimental and numerical setup

13.3.1 Source of the experimental data

The experimental dataset is shared by Henriksen and Bjerketvedt [108, 111]. A
description of the experimental setup used to produce the data is recalled here: the
configuration consists in a rectangular tube (length 1000 mm, width 65 mm, height
116.5 mm), closed at the ignition end and opened at the venting end. The tube
is filled at atmospheric conditions (T0 = 293.0 K, P0 = 1.0 atm) with a mixture of
vent gases and air with predefined equivalence ratio. A 20 ms ignition sequence,
consisting in two successive sparks, is triggered after a 1.0 min resting time. The
system is equipped with four pressure sensors (Kistler 7001), and a high speed
camera (Photron SA1) captures flame displacement through an optical access. A
schematic description of the experimental setup is given in Figure 13.3.1.
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Figure 13.3.1: Schematic representation of the experimental setup proposed by Henrik-
sen et al. [111] to assert Li-Ion vent gases explosions. The four pressure transducers are
noted PT1-4.

The gaseous mixture considered in the study of Henriksen et al. results from
vent gas analysis of commercial LFP cells. The molar composition is as follows: H2:
34.9 %, CH4: 15.0 %, C2H4: 5.0 %, CO: 25.0 %, CO2: 20.1 %. More details are
available in Chapter 6, as the mixture is part of the generalization test performed
on the analytically reduced scheme.

13.3.2 Simulation framework and models

The approach to simulate the free flame proposed in this section serves two main
objectives. On the one hand, it is a direct opportunity to validate further the choices
made earlier in the manuscript, in terms of chemical kinetics modelling and flame
modelling. On the other hand, it is a first calibration step to go further with cases
including obstacles producing turbulence. For the first objective, the analytically
reduced chemistry scheme (ARC) is setup in Chapter 5. Figure 13.3.2 shows the
good agreement between the detailed San Diego scheme (SD) and ARC when com-
puting a 1D premixed laminar flame at T = 300 K, ensuring the validity of this
latter scheme for the cases to be computed in the following sections. Concerning the
flame thickening model, the dynamic relaxation sensor is chosen [126]. It ensures
five points in the flame front thickness by detecting methane consumption and arti-
ficially thickening the flame (see Chap. 4 Sec. 4.2.2 and Chap. 7 Sec. 7.3.2). For the
second objective, meshes using unstructured tetrahedrons are successively tested to
observe the influence of mesh refinement on 1. the flame structure, and 2. the flow
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at the walls. The choice of an unstructured mesh in a case where a structured mesh
would also perform properly is motivated by the fact that in cases where obstacles
of arbitrary shapes are placed in the channel, this mesh topology will be mandatory.
The calibration in this step concerns the way the walls are treated, which can be
transposed further in turbulent cases. Three meshes are tested, Table 13.3.1 and
Figure 13.3.3 summarize the key information about the structure of the case and
the corresponding meshes. The reference mesh will be Mesh 1.0/1.0.
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Figure 13.3.2: Simulation of a 1D premixed laminar flame using the Analytically Re-
duced Chemistry computed in Chapter 5 at T = 300 K. Comparison of the laminar flame
speed SL and the thermal flame thickness ”L.

Table 13.3.1: Specification of the meshes used in the study, with corresponding sizes
and refinement criteria.

Mesh name Mesh 1.0/1.0 Mesh 2.0/2.0 Mesh 1.0/0.5
Mesh desc. Fine Coarse Wall refined
Nnodes 8.13 M 1.07 M 10.82 M
Ncells 46.32 M 5.95 M 59.23 M
�x (channel) 1.0 mm 2.0 mm 1.0 mm
�x (walls) 1.0 mm 2.0 mm 0.5 mm
V min

cell 3.01 ◊ 10≠2 mm3 4.36 ◊ 10≠1 mm3 3.06 ◊ 10≠3 mm3

In the framework of AVBP [37], the convection scheme proposed by Lax and Wen-
dro� [152] is chosen along with WALE as a subgrid scale turbulence model [199] for
the turbulent open end of the channel. Turbulent Prandtl and Schmidt number are
equal to 0.6. The CFL and Fourier numbers are set to 0.7 and 0.1 respectively. The
computation is stabilized by second and fourth order artificial viscosity terms [125].

To mimic experimental conditions, the channel is initially filled with a mixture
at rest corresponding to the stoichiometric condition targeted (experimental equiv-
alence ratios are „ = 0.77, „ = 1.03 and „ = 1.19). The outlet plenum is filled with
air. The temperature of the gases is set to T = 293.0 K. Ignition is forced by impos-
ing a hot temperature sphere at the closed end of the channel over a fixed duration.
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Figure 13.3.3: Description of the simulation case and the corresponding meshes: a) view
of the case, b) z and y cuts of the typical mesh used, c) zoom on the resolution of the
meshes at the channel wall. Mesh names are as follows: "Mesh A/B" where A corresponds
to the homogeneous resolution used in the channel, B the resolution at the wall, in mm
(see Table 13.3.1).

The sphere temperature profile is Gaussian in time and space, and the maximum
temperature is set to Tig = 3000 K (App. B). The ignition sequence lasts 20 ms and
is enclosed in a diameter of 2.0 mm. The NSCBC formalism is used for the out-
let [260, 214, 198]. The outlet relaxes to the atmospheric pressure P = 101 325.0 Pa.
Wall treatments are the subject of the following section, and can be set to all con-
ditions, from adiabatic to isothermal, passing by heat-loss modeling, with velocity
laws.
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13.4 Validation of the simulation framework

13.4.1 A problem of wall boundary conditions

The first step towards the validation of the simulation setup is the definition of
boundary conditions able to properly reproduce the experimental setup. In large
explosion cases, the common accepted strategy is to consider that the flame does
not have the time to heat up the walls, hence the use of isothermal boundary con-
ditions [220, 269]. A second strategy, often chosen in finger flame theory and sim-
ulations is the adiabatic boundary condition [6, 31, 32]. In practice, the influence
of cold walls on flame acceleration is critical if the flame is reasonably slow: con-
sidering adiabatic will tend to promote this acceleration as it suppresses the heat
necessarily lost by the flame, and isothermal conditions are only valid under the
assumption that the flame is too fast to pre-heat the walls and when thermal resis-
tance is low. It tends to underestimate the acceleration. Due to the large di�erence
in thermal conductivity between metallic and acrylic surfaces in this experimen-
tal scenario, heat fluxes are neither zero (adiabatic), nor the one of the isothermal
case. They lie in between and must be modelled. Two approaches are available.
The first one consists in coupling fluid simulation to solid simulation in order to re-
solve unsteady temperature gradients inside the thickness of the walls. The second
approach neglects transversal conduction and models walls with constant thermal
resistance. The resistance depends on the material of the wall and its thickness, and
the problem at hand becomes a 1D conduction problem [118]. In order to obtain
preliminary results, the second approach is selected. The first approach is kept for
future iterations.

Before elaborating a strategy to determine proper constant thermal resistances
in this case, a first estimation of the conduction convection balance is proposed. The
Biot number Bi is introduced to compare convection fluxes to conduction fluxes at
the walls, inside the channel:

Bi = h”w

Cth
(13.1)

where h is the convective heat transfer coe�cient between the fluid and the wall,
”w is the wall thickness and Cth is the material’s thermal conductivity. To estimate
h in the present application, the flow at one wall is considered to be burnt gases at
„ = 1.03 moving at the average experimental flame front speed V = 16.8 m.s≠1 over a
flat plate. Introducing the Nusselt number Nu, the average of h can be approximated
by Nu ⁄

L , where L = 1.0 m is the length of plate and ⁄ = 0.156 W.m≠1.K≠1 is
the thermal conductivity of the burnt gases. As recalled by [175], Nusselt number
correlations have been empirically derived, and for a laminar flow parallel to a plane
surface it is defined as:
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Nu ƒ 0.664Re
1
2
LPr

1
3 (13.2)

where ReL ƒ 6.6 ◊ 104 is the Reynolds number associated to the length of the tube,
and Pr ƒ 0.68 is the Prandtl number in the burnt gases (ReL < 5.0 ◊ 105 and Pr >
0.6 are in the validity limits). The numerical application gives h ƒ 17.6 W.m≠2.K≠1.
By assuming wall thicknesses of the order of ”w = 2.0 mm, more than an order of
magnitude can separate the Biot number at metallic surfaces from the Biot number
for optical accesses such that, for example, for stainless steel Cth ƒ 14 W.m≠1.K≠1

gives Bisteel ƒ 0.0025 and for acrylic glass Cth ƒ 0.2 W.m≠1.K≠1 gives Biacrylic ƒ
0.18. Two conclusions arise:

1. The low value Bisteel = 0.0025 π 1 means that metallic surfaces will tend to
reproduce conditions close to isothermal at the atmospheric temperature.

2. The value Biacrylic = 0.18 means that acrylic surfaces may pose more problems
as higher resistance coupled with the inherent transience of the phenomenon
at hand may justify the use of a solid/gas coupled approach. Asserting the
errors introduced by this first approach consisting in working with classical
thermal resistances is part of future works where code coupling will be used to
solve temperature gradients inside the wall. Similarly, radiation through the
optical access may play a role, neglected for this first step.

In this chapter, constant thermal resistance write as Rth = ”w/Cth. It is proposed
to evaluate the e�ect of this thermal resistance on the flame acceleration by changing
the thickness ”w. Asymptotically, an infinite thickness represents an adiabatic wall,
a thickness equal to zero, an isothermal wall. To take into account the di�erence
in materials used for the walls experimentally, it is chosen to model upper and
lower channel walls by stainless steel (Cth ƒ 14.0 W.m≠1.K≠1) and the optical access
window with acrylic resin (Cth ƒ 0.2 W.m≠1.K≠1). To ensure symmetry, the hanging
wall in front of the window is modeled with the same material (See Fig. 13.4.1).
The same thickness is used for the four channel walls. Changing this parameter
could also be a perspective in further studies. The atmospheric temperature Tatm =
293 K is taken as the external wall temperature, considering the short timing of the
experiment letting no time for heating.

First, to test the extremes, two simulations are performed and compared to
the experimental results using the reference mesh Mesh 1.0/1.0: the first one uses
adiabatic boundary (”w æ Œ), the second one is close to isothermal (”w = 1.0 mm)
for the an equivalence ratio of „ = 1.03. Figure 13.4.2 gives visualizations of the
flame propagation until the transition to a tulip flame. As it was observed in many
other cases [72, 47, 215], the classical mechanism of tulip flame formation takes
place. After the ignition, the spherical flame propagates slowly until confinement
acts to form a finger flame, where the skirt of the flame extends from the tip to the
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Figure 13.4.1: Choice of boundary conditions to experiment the e�ect of thermal resis-
tance on flame acceleration.

back-plane. At t = 36 ms, the flame extinguishes at the wall starting from the back-
plane, reducing drastically the flame surface, and hence its speed, and the flame
flattens. A tulip flame appears after the tip is drawn backward by an hydrodynamic
unbalance between the flow in the burnt gases and the inertia of fresh gases pushed
forward. Once formed, the flame continues to propagate under this form.

0.0 8.0 16.0 24.0 32.0 40.0 48.0

0.0

0.2

0.4

0.6

0.8

t [ms]

x
 [

m
]

0.0 8.0 16.0 24.0 32.0 40.0 48.0

0.0

0.2

0.4

0.6

0.8

t [ms]

x
 [

m
]

1.0
a) b)

1.0e7  

1.0

1.0e8  

1.0e9  

1.0e10 

 

H
R

R
.F

 [
J.

m
-3
.s

-1
] 

 

δ
w
 = 1.0 mm  

1.0e8  

1.0e9  

1.0e10 

 

H
R

R
.F

 [
J.

m
-3
.s

-1
] 

 1.0e7  

δ
w
     ∞

Figure 13.4.2: Flame propagation depicted as a z-normal cut of the heat release rate
multiplied by thickening: a) adiabatic case ”w æ Œ, b) ”w = 1.0 mm.

The e�ect of boundary conditions can already be seen in Fig. 13.4.2 and is
confirmed in Fig. 13.4.3, where flame tip positions and velocity are depicted. In
simulations, this position is obtained by tracking the x-position of the leading point
of the heat release rate iso-contour level 1.0 ◊ 107 J.m≠3.s≠1. In comparison to the
experimental results, the adiabatic case tends to promote flame acceleration such
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that the transition to the slow tulip flame appears later. It induces errors directly on
the peak velocity. On the contrary, the low thermal resistance case transitions early
with a low peak velocity and slow propagation afterwards. Concerning overpressure
prediction (see Fig. 13.4.4), as it is directly linked to flow velocity, the tendency
is well retrieved until t = 36 ms with the succession of two positive peaks. The
adiabatic case tends to over-predict peaks, a tendency corrected in the low thermal
resistance case. The negative peak that follows is well captured by this latter case,
but largely dampened with adiabatic boundary conditions. The phase that follows
is characterized by strong pressure oscillation in the experimental results which are
only partly retrieved by simulations (something already observed by Henriksen et
al. [111] in the original publication). One principal reason advanced could be the
fact that waves reflect on the walls in the laboratory, which is not acting as a perfect
relaxing plenum, inducing resonance inside the channel. The pressure oscillations
also influence the flame tip velocity, hence the large jumps observed in the final
stage of the flame propagation (see Fig. 13.4.3).

a) b)

Figure 13.4.3: Experimental/simulation comparison of flame tip position and velocity
for ”w æ Œ and ”w = 1.0 mm: a) Flame front position versus time, b) Flame front velocity
versus the flame front position.

Conclusions on this first familiarization with simulation are:

1. In the first finger flame stage, the agreement between experimental and sim-
ulation is good, both in terms of flame tip position/velocity and overpressure
measurements, and this conclusion is largely independent from the boundary
conditions.

2. Tulip flame transition is delayed with adiabatic walls, overpredicting flame tip
velocity and overpressure in the channel

3. Tulip flame transition happens too early with low resistive walls, underpre-
dicting flame tip velocity.
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a) b)

Figure 13.4.4: Experimental/simulation comparison of PT1 and PT3 overpressure (see
Fig. 13.3.1 for sensor positions): a) ”w æ Œ, b) ”w = 1.0 mm.

4. After a certain time, pressure oscillations inducing large velocity changes are
observed experimentally and only partly retrieved by means of simulation.

Heat losses at the wall can have a strong influence on a rather slow flame, where
the finger-flame stage can heat walls. In view of the results presented here, an
optimal thickness should be found to better model the flame propagation in the
channel, correcting most of the flaws of the simulation. To avoid costly wild guesses,
a procedure to link a macroscopic measure that can be obtained in both simulations
and experiments to the wall thickness is proposed further, helping to fit heat losses
at the wall. This fitted case will be transposed in other conditions (equivalence
ratio, other gaseous mixtures, turbulent cases), leading to a better confidence in
predictions regarding flame propagation speeds and overpressures.

Concerning the pressure oscillations, it is decided to first discard the phe-
nomenon, mainly induced by uncontrolled laboratory-scale parameters. A
perspective to test the hypothesis of wall bouncing waves would be to add the walls
in simulations, which would increase drastically the cost of a simulation due to the
size of the mesh.

13.4.2 A procedure to better define boundary conditions

The objective of this section is to use a minimal number of simulations to 1. obtain
a finer understanding of the influence of heat losses at the walls and 2. propose a
fitted wall thickness that can be further used in configurations where mixtures are
changed or obstacles are added. Such an optimization to better render wall losses
has been performed for a combustion chamber in [3, 2]. In addition to the two
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simulations proposed in the previous section, two simulations with ”w = 2.0 mm and
”w = 4.0 mm are computed. To compare cases, a macroscopic measure is made on
each case by proposing the "error to adiabatic" ‘, so that for one case:

‘(t) = xtip
adiab(t) ≠ xtip

case(t) (13.3)

‘N = 1
N

N≠1ÿ

n=0
‘(n�t) (13.4)

where xtip is the position of the flame tip, �t is the constant time-step separating
two flame tip position evaluations, [0, N�t] is the interval on which the average
is performed. N�t is chosen to correspond to the onset of the tulip flame in the
adiabatic case (t = 52.0 ms). ‘ is defined for both simulation cases and experi-
mental cases, such that it is made easy to compare one computation result to the
experimental reference and the adiabatic simulation.

b)

a)

Figure 13.4.5: Comparison of flame tip position for varying ”w: a) Flame front position
versus time, b) error to adiabatic ‘.

Figure 13.4.5 depicts that the error to adiabatic ‘ decreases with the thickness
”w, and crosses the error to adiabatic computed for the experimental acquisition.
Therefore, there is an optimal thickness ”ú

w to search such that the error to adiabatic
of the simulation matches the experiment. However, a very simple question arises:
what is a proper fitting procedure to link ‘ to ”≠1

w ? One first initiative could
be to produce a linear fit, and correct it successively by adding simulations until
convergence is reached. As this is costly, a more convenient approach could be to
propose a fitting function that inherits from the physics of the problem, even if a
perfect theoretical relation is not obtainable. To start with, let us model the flame
by a finger flame, using the theory of Bychkov et al. [31]:
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d

dt
xtip = flf

flb

2
req

Uxtip (13.5)

where flf (resp. flb) is the fresh (resp. burnt) gas density, req is the equivalent radius
of the flame: req = ab/(a + b), with a, b as height and width of the channel. U
is the flame propagation speed. In the adiabatic case, U = Uadiab (in the theory,
Uadiab = SL, the laminar flame speed). In order to model the e�ect of non-adiabatic
conditions, a correction is searched to reduce the flame propagation speed so that
with losses U = Uloss = Uadiab ≠–. To find –, the integral of the energy conservation
for the non-adiabatic flame is approximated by:

cp(Tb ≠ Tf )flfAUloss = cp(Tb ≠ Tf )flfAUadiab ≠ (Tb ≠ Tw) A

Rth
(13.6)

where cp is the specific heat, Tf (resp. Tb) is the fresh (resp. burnt) gas temperature,
A is the flame surface, Tw is the wall temperature, and Rth is the wall thermal
resistance. For simplification purposes, Tw = Tf , and Rth = ”w/Cth. Equation 13.6
gives:

Uloss = Uadiab ≠ Cth

flfcp
”≠1

w (13.7)

which leads to – = Cth
flf cp

”≠1
w . The influence of the thickness ”w on flame propagation

appears as a corrective term on its propagation velocity. Using the definition of ‘
given in Eq. 13.3, an order one di�erential equation in time is obtained:

d

dt
‘ = ≠ 2Cth

flbcpreq
”≠1

w ‘ (13.8)

With ‡ = 2Cth
flbcpreq

, and because ‘(0) = 0, a constant B > 0 exists such that, for
t > 0:

‘(t) = B
1
1 ≠ exp

1
≠‡”≠1

w t
22

(13.9)

Over the interval [0, N�t], the error to adiabatic writes as:

‘N = 1
N

N≠1ÿ

n=0
B

1
1 ≠ exp

1
≠‡�t”≠1

w n
22

= B

A

1 ≠ 1
N

1 ≠ exp(≠‡�t”≠1
w N)

1 ≠ exp(≠‡�t”≠1
w )

B (13.10)
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Asymptotically, the relation is coherent with the fact that when going closer
to adiabatic, ”w tends towards infinity, the ratio containing the exponential terms
is equivalent to N/N , thus leading to lim”wæ+Œ ‘N = 0. Similarly, when reaching
isothermal boundary, ”w tends towards 0, leading to lim”wæ0 ‘N = B(1 ≠ 1/N), a
positive constant depending on the width of the averaging interval.

It is important to notice that the relation obtained in Eq. 13.10 is only valid
for a very restrained area (early finger flame) and a priori, it does not apply to the
problem at hand. Therefore, it is not necessary to try to search directly numerical
values of B and ‡. However, it gives information on the type of function that could
lead to a proper fitting of ‘ as a function of ”≠1

w . It guides towards searching a
function under the form:

ffit(”≠1
w , N) = BÕ

A

1 ≠ 1
N

1 ≠ exp(≠‡Õ”≠1
w N)

1 ≠ exp(≠‡Õ”≠1
w )

B

(13.11)

where BÕ and ‡Õ are the parameters to fit. Under this assumption, a simple fitting
procedure can be performed on the results depicted in Fig. 13.4.5 which leads to
the constants BÕ = 60.24 mm and ‡Õ = 0.19 mm, for N = 40 steps. The model is
shown in Fig. 13.4.6. Thanks to this very simple model, it is possible to obtain the
optimal ”ú

w which corresponds to a thickness of 6.73 mm. A simulation is performed
with this value and added to Fig. 13.4.6. Its value of ‘ is 15 % higher relative to
the experimental target. A posteriori, a model can be fitted again (see Fig. 13.4.6)
and the process could be repeated with to update the value of ”ú

w for even better
convergence.

Figure 13.4.6: Model of the error to adiabatic as a function of ”
≠1
w , simulation results a

priori and a posteriori.

In the next sections, and with ”ú
w = 6.73 mm, a complete validation of the sim-

ulation setup versus experimental results can be done, including mesh refinement
e�ects and comparisons to cases with di�erent equivalence ratios.
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13.4.3 E�ect of mesh refinement

Once an optimal wall thickness ”ú
w is found, it is possible to observe the e�ect of

mesh refinement on flame propagation. It serves two main objectives: 1. evaluate
what finer cells at the walls change in terms of prediction precision, 2. Identify the
limit of the thickened flame model in narrow channels with a coarser grid.

The reference simulation using the optimal wall thickness is computed using
Mesh 1.0/1.0, refinement at the wall is asserted using Mesh 1.0/0.5, and the coarse
simulation uses Mesh 2.0/2.0 (see Table 13.3.1). Figure 13.4.7 depicts the flame
propagation in the reference case and can be easily compared to the other cases. It
is completed by Fig. 13.4.8 for experimental versus simulation. To help comparisons,
the flame propagation is divided into three phases: finger flame acceleration, tulip
flame formation, constant speed tulip flame propagation (see Fig. 13.4.8 b).

Refining at the walls

The simulation using Mesh 1.0/0.5 includes cells of size 0.5 mm at the channel walls,
helping to refine gradients. Figure 13.4.8 gives flame tip propagation properties.
During the first phase (finger flame acceleration), both Mesh 1.0/1.0 and Mesh
1.0/0.5 give similar values of velocity and fit properly experimental flame tip po-
sition. The shape of the flame at the end of this phase are also very similar (see
Fig. 13.4.9 at t = 34.0 ms). Concerning the second phase, it appears that the tran-
sition toward the tulip flame occurs faster experimentally than in the simulation.
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Figure 13.4.7: Flame propagation depicted as a z-normal cut of the heat release rate
multiplied by thickening at „ = 1.03, with the optimal ”

ú
w for Mesh 1.0/1.0.



Chapter 13. Flame acceleration in a rectangular channel 212

Furthermore, this transition is faster for the mesh refined at the walls. In their
work, Ponizy et al. [215] have identified that the flow of unburnt gases close to walls
pulling the flame in the axial direction is one of the crucial mechanisms of tulip
flame formation. A poor resolution at the wall must have a direct influence on the
quality of the prediction of this mechanism. Furthermore, the shape of the tulip
flame in the last phase is di�erent between the two meshes: the wall refined mesh
produces a deeper tulip (see Fig. 13.4.9 at t = 68.0 ms).

Three first conclusions concerning mesh refinement can be made. First of all,
flame position and velocity are well retrieved by both Mesh 1.0/1.0 and Mesh 1.0/0.5,
ensuring that the general dynamics of the flame is correctly simulated. The fitted ”ú

w

holds in the refined case, giving overall similar results. Then, wall mesh refinement
has an influence on the tulip flame formation and final tulip flame shape meaning
that a wall resolved simulation would produce more precise results. Lastly, the cost
of the wall refined simulation is already 2.56 times higher 2 due to the increase in
mesh size and decrease in simulation time step. Even if further refinement would
help to conclude on the exactitude of the mechanisms involved, the cost becomes a
direct limitation.

Coarse mesh

There is a strong interest in testing coarser meshes as it would ensure faster results.
However, limitations are directly observed with Mesh 2.0/2.0. Figure 13.4.8, shows

2An average of 859.8 hCPU.ms≠1
phys versus 336.2 hCPU.ms≠1

phys on 25 ◊ 2 Intel Cascade Lake
CPU (1000 cores).

a) b)

Phase 1 Phase 2 Phase 3

Figure 13.4.8: Experimental/simulation comparison of flame tip position and velocity
at „ = 1.03, with the optimal ”

ú
w: a) Flame front position versus time, b) Flame front

velocity versus the flame front position.
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Figure 13.4.9: Flame propagation depicted as a z-normal cut of the heat release rate
multiplied by thickening at „ = 1.03, with the optimal ”

ú
w for Mesh 1.0/0.5.

that the coarse simulation agrees well with experiment and finer simulations during
the first 20 ms of flame propagation. However, as the flame gets closer to the walls,
the acceleration rate reduces slightly, creating a drift in the solution. The maximum
speed of the flame is reached sooner, and at a value 30 % lower than expected. A
tulip is formed, but due to the thickening (F ƒ 38.0), its shape including the entire
reaction zone (see Fig.13.4.10) is broad, and barely fits inside the channel. It is
also important to recall that the width of the channel is 65 mm making it nearly
impossible to fit correctly a flame folded multiple times to form a tulip, without
inducing blockage, and therefore slow-down.

A coarse mesh becomes a limitation when considering narrow channels and phe-
nomena involving complex-shaped flames with strongly dynamic transition behav-
iors, using the thickened flame model. A su�cient number of points is to be targeted
to meet the experimental results. However, the phenomenon of tulip flame appears
to be easily reproduced, even with largely under-refined conditions, which, as sug-
gested by Ponizy et al., the sign of simple flow patterns.

Conclusion on mesh refinement

When refining the mesh at the walls, positive e�ects are observed on the transition
time between finger and tulip flames. The tulip flame appears to be deeper in
this case than with the reference Mesh 1.0/1.0. E�ects are however minimal on
the overall flame propagation with coherent flame tip position and velocity profiles.
Inversely, a very coarse mesh will reduce drastically the acceleration rate of the
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flame after it reaches the wall, inducing a lag between experimental and simulation.
Based on these results, it is decided to continue the study with Mesh 1.0/1.0 as
it accommodates more advantages. Tests with intermediate meshes between the
coarse and the reference could be a perspective to this work. Also, Adaptive Mesh
Refinement (AMR) would be a good candidate to continue with this study, both for
laminar and turbulent cases [19, 190].

13.4.4 Final experimental/simulation validation

Eventually, using Mesh 1.0/1.0 and ”ú
w, a full validation of the simulation setup can

be performed for three equivalence ratios: „ = 1.03, „ = 1.19, and „ = 0.77 (see
Fig. 13.4.13 p. 217). Figure 13.4.11 compares flame front position and velocity for
simulation and experimental cases. Concerning flame tip position, a good agreement
is reached for the three equivalence ratios targeted. To measure the drift of the
simulation in comparison to the experiment, the average error with respect to the
experimental results ‘exp is computed:

‘exp = 1
N

N≠1ÿ

n=0

1
xtip

sim(n�t) ≠ xtip
exp(n�t)

2
(13.12)

where [0, N�t] is the interval where experimental results exist. For „ = 1.03
(resp. „ = 1.19 and „ = 0.77), this average drift reaches +2.7 mm (resp. –16.8 mm
and +26.2 mm). The low absolute value for „ = 1.03 is reassuring as it confirms
that the fitting procedure allows to successfully capture the flame displacement.
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For „ = 1.19 the negative value means that, on average, the simulated flame lags
behind the experimental flame, but this lag remains low for a flame propagating
in a 1.0 m-long tube, and an explosion event that lasts more than 70.0 ms. The
conclusion is similar for „ = 0.77, where the positive drift is of the order of magnitude
of the hundredth of the tube length. In addition, the relative error on the peak
velocity

---V peak
sim ≠ V peak

ref

---/V peak
ref is computed, and reaches 5.3 % at „ = 1.03, 10.9 %

at „ = 1.19, and 4.1 % at „ = 0.77. Additionally, the transition position defined as
the flame front position at which the simulated peak velocity is reached is 83.9 mm
behind experimental (too early) at „ = 1.03, 101.9 mm behind at „ = 1.19, and
23.6 mm behind at „ = 0.77 which represents errors of the order of 10 % of the tube
length. Thus, finger-tulip transition position is only reasonably well predicted by
simulation for the three equivalence ratios considered, and it remains a subject of
improvement for future works.

a) b)

Figure 13.4.11: Experimental/simulation comparison of flame tip position and velocity
for ”

ú
w: a) Flame front position versus time, b) Flame front velocity versus the flame front

position.

The comparison of overpressure sensor data to computed overpressure gives fur-
ther information on the quality of the simulation (see Fig. 13.4.12). Maximum
overpressure levels for the first sensor (PT1) are well retrieved by simulations (with
relative errors lower than 10 % for all the equivalence ratios). The temporal succes-
sion of pressure peaks is predicted consistently, with two positive impulses followed
by a negative one. However, when looking into details, a peak-to-peak comparison
reveals that there are discrepancies. Experimentally, the first peak is higher than the
second one, and it is inverted in the simulation. Also, the negative peak that follows
is underpredicted by simulation. Finally, the e�ect of large oscillations assumed to
be due to acoustic resonance of the tube are not perfectly recovered by simulation.
In general, concerning pressure measurements, global levels and temporal responses
are satisfactorily predicted. Di�erences are observed, and there are multiple ways to
try to reduce them such as computing the acoustics at a laboratory scale to see its
influence on tube resonance or improving the mesh refinement inside the channel.
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Figure 13.4.12: Experimental/simulation comparison of PT1 and PT3 sensors overpres-
sure for ”

ú
w: a) at „ = 1.03, b) at „ = 1.19, c) at „ = 0.77.

Table 13.4.1 summarizes the magnitudes compared between experimental and
simulation for the three equivalence ratios considered.

Table 13.4.1: Summary of the comparison between experimental and simulation for
„ œ {0.77, 1.03, 1.19}, and the optimal ”

ú
w simulation case.

„ = 1.03 „ = 1.19 „ = 0.77
Average drift 2.7 mm -16.8 mm 26.2 mm
‘exp (Eq. 13.12)
Peak velocity error 5.3 % 10.9 % 4.1 %---V peak

sim ≠ V peak
ref

---/V peak
ref

Transition position -83.9 mm -101.9 mm -23.6 mm
xV peak

sim ≠ xV peak

ref

PT1 Peak pressure error 10.0 % 4.1 % 6.4 %---P P T 1,peak
sim ≠ P P T 1,peak

ref

---/P P T 1,peak
ref
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multiplied by thickening, with the optimal ”

ú
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13.5 Concluding remarks

Through experimental versus simulation comparisons of flame front position/veloc-
ity and overpressure measurements, it is possible to validate the use of the simulation
setup proposed here for the reproduction of finger-to-tulip flame transitions inside
a rectangular channel with Li-ion vent gases at three di�erent equivalence ratios.
The e�ect of wall heat losses is observed, and a simple fitting procedure helps to
close the gap between experimental and simulation by computing an optimal wall
thickness ”ú

w.

Thanks to this first familiarization with the problem of explosion of Li-ion vent
gases, it is possible to continue with qualitative comparisons of the e�ect of some
parameters on explosion parameters. In the next chapter the test of configurations
where turbulence interacts with the flame and preliminary comparisons on models
are proposed.
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This chapter opens the perspective to the simulation of realistic explosion events
inside battery modules, including the presence of obstacles, leading to flame turbu-
lence interactions. The reproduction of an experimental explosion is proposed. The
discussion helps to draw the plan for future works to expand on battery explosion.

14.1 Turbulent explosion simulation

Obstacle induced flame acceleration is a main topic of study for the combustion
community concerned with explosion scenarios. Experimental studies have delivered
state-of-the-art comparisons for CFD platforms. For example, the experimental
works of Masri et al. [179, 133] or Boeck et al. [23] led to the validation of the use of

219
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LES applied to explosion scenarios in presence of obstacles [100, 116, 101, 178, 220,
1, 272, 269, 24]. Application to the Li-ion battery explosion is however more recent,
where the combination of vent gas composition and highly obstructed geometries
render new complex scenarios. Henriksen et al. [112] proposed an experiment to
combine these specificities, and o�ered first simulation results. In this chapter, the
test rig is selected as a benchmark of the simulation framework prepared throughout
the thesis, in complement of what has been presented in Chap. 13. This opens the
perspectives to an application to larger scale batteries [205] where reduced explosion
models are for now the only reasonable solutions [193, 265].

14.2 Experimental and numerical setup

14.2.1 Experimental setup

The experimental system is a continuation of the one presented in Chapter 13. It is
proposed by Henriksen et al. [112, 109] to study the e�ect of obstacles on explosion
parameters in the context of Li-ion.
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Figure 14.2.1: Schematic representation of the experimental setup proposed by Henrik-
sen et al. [112] to assert Li-Ion vent gases explosions in presence of obstacles.

In addition to the laminar setup, forty 18650-cells-like obstacles are placed inside
the channel. Figure 14.2.1 outlines the setup and its specificity. Multiple mixtures
are tested in the original publication. A focus is made on one composition and
one equivalence ratio in particular, where simulation results were presented and
can be compared easily to the simulation results proposed in this manuscript. The
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composition di�ers from the previous chapter. In volume fraction it is: H2: 42.8 %,
CH4: 7.1 %, C2H4: 3.0 %, CO: 37.1 %, CO2: 10.0 %. And the equivalence ratio is
„ = 0.98.

14.2.2 Numerical setup

The case proposed is an opportunity to continue the validation of the choices already
made throughout the manuscript. The presence of a free turbulent flame accelerat-
ing through numerous obstacles creating a substantial blockage ratio (77 %), gener-
ates high levels of turbulence. Flow speed can be locally supersonic (obstacles exit
plane). It is a complete scenario needing numerous models mentioned earlier: chem-
ical kinetic scheme, flame modelling with flame-turbulence interaction, and shock
modelling:

1. Chemical kinetics: The chemical kinetic scheme deployed in Chapter 6 is
used. Figure 14.2.2 compares the detailed San Diego scheme (SD) and ARC
when computing a 1D premixed laminar flame at T = 300 K with the mixture
considered in this chapter. It consolidates the generalization capability of the
scheme, already mentioned in Chap. 6 Sec.6.5. The overall larger flame speed
due to a high level of hydrogen and low level of dilution in CO2 enhances the
potential of acceleration in comparison to the mixture of the previous chapter.
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Figure 14.2.2: Simulation of a 1D premixed laminar flame using the Analytically Re-
duced Chemistry computed in Chapter 6 at T = 300 K. Comparison of the laminar flame
speed SL and the thermal flame thickness ”L.

2. Flame modelling: The DTFLES approach presented in Chap. 4 Sec. 4.2.2
is selected. Concerning flame-turbulence interactions, it is proposed to assert
three declinations of the Charlette model [39] (Eq. 4.17): 1. Constant pa-
rameter — = 0.5 (CC - 0.5), 2. Constant parameter — = 0.8 (CC - 0.8), 3.
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Dynamically evaluated parameter (Charlette Dynamic with Saturated Mouri-
aux corrections - CDSM [40, 191]). For all cases, the e�ciency is forced to one
during the laminar phase, before obstacles are encountered.

3. Shock handling: Due to the locally large velocity at the exit plane of the
obstacles, normal shocks are expected and must be handled. For its good
performance in presence of weak shocks, the LAD filtering sensor is preferred
in this case (see Chap. 4 Sec. 4.2.3 and Chap. 9).

The mesh is composed of 87.3 M tetrahedra, so that the refinement reaches
�x = 0.5 mm around the obstacles and �x = 1.0 mm in the rest of the channel.
Figure 14.2.3 shows views of the mesh.
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Figure 14.2.3: Description of the simulation case and the corresponding mesh: a) view
of the case, b) z and y cuts of the mesh, c) zoom on the refined area containing obstacles.

The convection scheme is the one of Lax and Wendro� [152] with WALE as a
subgrid scale turbulence model [199] to render wall-turbulence interaction. Turbu-
lent Prandtl and Schmidt number are equal to 0.6. The CFL and Fourier numbers
are 0.7 and 0.1 respectively. Second and fourth order artificial viscosity terms [125]
are used to stabilize the computation.

Similarly to the Chapter 13, after the filling of the channel, ignition is triggered
by imposing a hot temperature sphere at the closed end of the channel over a fixed
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duration. The sphere temperature profile is Gaussian in time and space, and the
maximum temperature is set to Tig = 3000 K (App. B). The ignition sequence lasts
20 ms and is enclosed in a diameter of 2.0 mm. The NSCBC formalism is used for
the outlet [260, 214, 198]. The outlet relaxes to the atmospheric pressure P =
101 325.0 Pa. The heat loss modelling at the walls, necessary to retrieve properly
the laminar phase is taken from the developments of Chapter 13 corresponding to a
wall temperature of 293.0 K and a thermal resistance of 3.36 ◊ 10≠2 K.m2.W≠1 for
acrylic side surfaces (resp. 4.81 ◊ 10≠4 K.m2.W≠1 for the upper and lower metallic
surfaces).

14.3 Results and discussions

First, the focus is on showing the pressure and flame front position profiles obtained
with simulation and comparing to experimental results. It is followed by more details
on the di�erent phases of the event, starting with the laminar phase and concluding
by the obstacle crossing.

14.3.1 Profiles for the entire event

To begin with, overpressure measurements are compared with the experimental.
Figure 14.3.1 gives the comparison between the three e�ciency models and the ex-
perimental results. It appears right away that the high level of obstruction and
inherent turbulent levels are the order one parameter to choose an e�ciency pa-
rameter constant. The often cited parameter — = 0.5 (CC - 0.5) fails to properly
find the overpressure level. The parameter — = 0.8 (CC - 0.8) gives better match
between experimental and simulation with low errors for PT2, PT3, PT4 (resp.
17.1 %, 6.6 %, and 5.2 %). The error is larger for PT1 (51.5 %), located upstream
in the burnt gases and receiving a pressure wave when the flame passes the obstacles.
Sadly, the dynamic model CDSM fails in this case, despite the fact that it leverages
values of — as high as 0.85 locally. Three main reasons can be advanced: 1. The
number of obstacles and the thin passages makes the filtering procedure of the model
di�cult, 2. interactions between flame fronts are omnipresent due to the high level
of turbulence and the saturation plays its role, and 3. The mesh refinement across
this region (approximately 10 points in-between obstacles) is too coarse to perform
a proper evaluation of the e�ciency function.

Concerning the flame front position, Fig. 14.3.2 shows that the laminar phase is
well retrieved by simulation, thanks to the fitting presented in the previous chapter.
Case CC - 0.8 shows a good agreement with experimental. The average velocity after
the first obstacle are crossed reaches 306.1 m.s≠1 in the simulation, and 261.4 m.s≠1

experimentally.
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PT1 PT2

PT3 PT4

Figure 14.3.1: Over pressure measurements for the simulation with di�erent e�ciency
models versus experimental. The timeline is fitted so that case CC - 0.8 matches the PT4
pressure impulse.

For this preliminary comparison, the best fitted model is taken (CC - 0.8). It
should be noted that a finer analysis of the CDSM model is part of future works
exclusively focused on Li-ion explosion, including a further refinement of the mesh
to be able to compare the performance of the model based on the scale of the
resolved structures. The two main phases of the explosion are presented in the next
paragraphs.
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Figure 14.3.2: Comparison of simulation flame front position versus experimental. The
timeline is fitted so that case CC - 0.8 matches the PT4 pressure impulse.

14.3.2 Laminar phase

The finger flame slowly forming and propagating creates a piston e�ect pushing
fresh gases through the obstacles, creating turbulence. This phase is referred to as
the laminar phase. In Fig. 14.3.3 the profiles of pressure and flame tip position are
given.

a) b)

PT1 PT2

Figure 14.3.3: Laminar phase pressure and flame front position in comparison to exper-
imental: a) Pressure sensors PT1 and PT2, b) Flame front position.
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The simulation agrees reasonably with experimental, and the drift between flame
tip positions at t = 19 ms is maintained under 10 %. The peak overpressure during
this phase is well recovered at PT2, but under-predicted at PT1 by 24 %, which
sets space for improvement. Profiles of Mach number just before the flame enters
the obstacle zone, at t = 19.8 ms (flame tip position xtip = 0.38 m, Fig. 14.3.4) are
presented in Fig. 14.3.5. A zoom inside the obstacle zone shows that the Mach
number is already elevated due to the flow constriction. Locally, the space between
cylinders acts as a nozzle first converging then diverging. With a further acceleration
of the flow, sonic conditions are expected at the artificial nozzle throat. The level
of turbulence is elevated, and the vorticity (Ò ◊ u) peaks at 2.3 ◊ 105 s≠1 producing
a quasi-homogeneous turbulent flow, creating the perfect conditions for an e�cient
flame acceleration, once the flame enters the obstacle zone (see Fig. 14.3.6).
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Figure 14.3.4: z-normal cut views of the flow field at t = 19.8 ms: Temperature profile
for the entire channel.
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Figure 14.3.5: z-normal cut views of the flow field at t = 19.8 ms: Mach profile in the
obstacle zone.
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Figure 14.3.6: z-normal cut views of the flow field at t = 19.8 ms: Vorticity profile in
the obstacle zone.

14.3.3 Obstacle crossing

As the flame encounters obstacles, the high level of turbulence already established
behind the cylinders wrinkles the flame and drastically enhances its e�ciency. Fig-
ure 14.3.7 shows profiles of temperature, Mach and heat release for four instants
(t œ {20.3, 20.5, 20.7, 20.9} ms). It depicts how flame wrinkling evolves through the
rows of obstacles.

At t = 20.3 ms, sonic conditions start to appear in front of the flame. The flame
creates fingers that pass longitudinally (x-direction) through the obstacles. Part of
the flame is still anchored at the first row. At t = 20.3 ms, the flow becomes locally
sonic as the flame enters entirely the obstacle zone, preparing choking. The flame
fills spaces in the y-direction and its intensity is increased by the interaction with
local turbulence conditions. Once the flame has reached the last row (t = 20.7 ms),
a typical nozzle flow structure is observed, where a subsonic flow is accelerated
until reaching Mach = 1.0 at the throat, which gives space to a further acceleration
to Mach > 2.0, and the creation of a normal shock at the obstacles exit plane,
responsible for a thin negative Heat release. The flame crosses the shock and reaches
the post-obstacles zone where turbulence is fully developed and a peak of e�ciency,
correlated with the maximum pressure inside the domain is observed (t = 21.0 ms).
A strong pressure wave propagates backward, creating a back-flow strong enough to
reach sonic conditions at the first row of obstacles (see Fig. 14.3.7, at t = 20.9 ms).
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Figure 14.3.7: z-normal cut views of flow field during obstacle crossing for t œ
{20.3, 20.5, 20.7, 20.9} ms. Temperature profiles are given for the entire channel, Heat
release and Mach profiles are zoomed on the central obstacle row.
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The LAD sensor in conjunction with Lax Wendro� smooths the crucial exit-
plane zone where two strong competing gradients encounter, the flame and the
shock. Tests using the default Cook and Cabot hyperviscosity set up in Chap. 4
Sec. 4.2.3 invariably led to a failing simulation. Non-default parameters could still
be used with the risk of impinging on the flame modelling and slowing down the
simulation, while over-dissipating the structure of the shock. LAD remains therefore
recommended for such a scenario.

With the superposition of complex flame-turbulence interactions and the creation
of shocks, the case at hand is a sti� problem where nearly all the choices made
throughout the manuscript contribute to the result. The experimental setup consists
in a complete source of validation for the numerical setup introduced, from chemical
modelling, to flame modelling and shock handling. Following these preliminary
results, perspectives arise to drive further studies on Li-ion-related explosion.

14.4 Perspectives for explosion scenarios
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Figure 14.4.1: E�ect of di�erent types of obstacles on flow conditions and flame acceler-
ation, a perspective to develop other databases inspired by Gravent-like structures [271]:
a) structure of the case, b) View of a cut of the Heat release rate of a preliminary simu-
lation of the case.

In this chapter, a step towards realistic battery explosion scenarios is taken.
Two main areas for improvement can be drawn. On the one hand, the experimental
data to reproduce are a proper basis to iterate on model versions and enhance the
capability of the solver to generalize to multiple conditions. Various equivalence
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ratios, initial mixture and obstacle positioning are available to benchmark a solver.
In the previous section, it appeared that a confident reproduction could be done at
the cost of modifying e�ciency constant parameters. A more robust approach is
the dynamically evaluated e�ciency constant. Investigations must be conducted to
understand the source of the limited performance of the model in the case presented
here. On the other hand, moving closer to real explosion scenarios in large scale
storage devices means finding ways to scale up from a 1-module-problem to a many-
modules-problem, and containers [205]. Representative sub-parts of these batteries
must be studied thoroughly to predict large scale Li-ion related explosions, including
new sets of obstacles and configurations (e.g. Fig. 14.4.1)



Chapter 15

Conclusions and Perspectives

This work aims at proposing a methodology to simulate failing Lithium-ion batteries-
related combustion scenarios. With the increase in production of such energy stor-
age systems, being able to look deeper in the mechanisms leading to combustion
can help to mitigate critical events such as battery fires, or battery-related explo-
sions. The diversity of applications targeted by Li-ion being wide, a strategy the
most generic possible is to be chosen, avoiding bias of over confidently reproducing
one phenomenon by neglecting the others. During the typical course of Thermal
Runaway for Li-ion batteries, three main events are identified to be of first interest
regarding interactions between the flow, the structure and the venting conditions at
cell and module levels:

1. Opening: Following the initialization of Thermal Runaway and the beginning
of gas production, the pressure building up inside the cell imposes the use of
a coping strategy such as venting. To avoid an uncontrolled destruction of
the casing, a pre-contrained surface is often added. At opening, shocks first
propagate followed by under-expanded jets of hot flammable gases.

2. Sustained venting: Once the cell is opened to the atmosphere, decomposi-
tion reactions are not necessarily stopped. Gas production and temperature
may increase exponentially reaching a climax where sustained venting followed
by ignition creates a fire.

3. Explosion: In the event of a delayed ignition, the gases accumulate in the free
space (storage, module casing, ...) o�ering conditions suitable for an explosion.
The presence of congestion due to multiple obstacles increases the impact of
the deflagration through flame acceleration, resulting in higher overpressures
and rate of pressure rise.

Using Large Eddy Simulation, these three key events from a flow perspective
can be observed, and e�ects of design may be predicted to accompany prototyping

231
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steps. To guarantee a level of confidence between simulated scenarios and realistic
cases, numerical and experimental results join.

First of all, in Chapter 5, the relation between components, and how they re-
act to produce gases is presented and helps to identify the species of interest when
considering battery fires. A focus on electrolyte oxidation is added. Simplifying
hypotheses are presented to explain the use of vent gas analyzes obtained after
Thermal Runaway (TR), available in the literature, as a basis for the rest of the
study. To ensure a�ordable costs when targeting 3D simulation cases, an Analyti-
cally Reduced Chemistry [35] kinetic scheme is derived and validated, in Chapter 6,
for TR-representative combustion cases. The capability to generalize to multiple
vent gas mixtures is tested successfully. Using this scheme, canonical cases are pre-
pared to set and adapt the numerical setup for the 3D scenarios, ensuring a smooth
transition from simplified chemical considerations to more complex 3D geometries
(Chap. 7). With these models prepared, the main events during TR are tackled,
helping to discuss on models and strategies for Li-ion specific 3D applications.

Experimental results are then proposed to o�er a validation of the numerical
setup in a controlled environment, for conditions close to Li-ion venting. The events
targeted are 1. Under-expanded jets (representing cell opening, Chap. 9), and 2.
Jet ignition (for cell sustained venting and fire, Chap. 10). The experimental setup
developed and operated at the Pprime institute delivers relevant operating points,
and will continue to be used to characterize simulation tools for hot gases leaks. LES
reproduces satisfactorily both under-expanded jets and jet ignition. The study is
also an opportunity to refine the choices of models, delivering a consistent method-
ology for both opening and sustained venting simulation in realistic cases.

The methodology is applied to the generic 18650 Li-ion cell, starting by the sud-
den opening of a cell in Chapter 11. First, an axi-periodic cut of a detailed cell is
used to reproduce high-pressure high-temperature gases suddenly venting into the
atmosphere. Shock structures and under-expanded jet topology are depicted and
compared when the cell is confined close to a wall. A second scenario is proposed
in Chapter 12, involving a simplified 18650 cell is used to assert the e�ect of design
on cell ignition during the sustained venting phase. Under similar conditions, the
number of holes and the type of vented mixture are tested. Modifications of the
geometry and vented mixture lead to changes in anchoring/blow-o� limits, and cor-
responding timing, which gives information on the type of scenario expected when
selecting a design. It shows the potential of such a method to establish guidelines,
following manufacturer specifications, prior to any prototyping step.

Eventually, the question of delayed ignition and explosion is explored in Chap-
ter 13 and 14. Using experimental results [111, 108], laminar tulip flame formation
and propagation is reproduced with simulation. The case allows to study e�ects of
boundary conditions to better prepare more complex turbulent cases. The addition
of 18650-like obstacles [112, 109] allows to test flame-turbulence models and feeds
perspectives to continue with this study.
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Perspectives

This manuscript shows ways to make links between a problem definition and the
multiple ways simulation can help to solve engineering questions. The place for
improvement is wide, and consists in either deepening the analysis or continuing to
build above this first brick.

The first topic of interest concerns vent gases. The hypotheses made to work
with homogeneous mixtures averaged on entire TR procedures should be alleviated
by considering temporally varying mixtures, where corresponding experiments are
rare [232]. Also, considering liquid electrolyte ejection, leading to spray, evapora-
tion and combustion is a path to follow to better the representativeness of cell fires
reproductions [88].

The experimental depiction of jet ignition behavior is also a study to continue.
Future iterations are planned to improve the characterization of the ignition se-
quence, helping to better determine blow o�/anchoring limits of typical vent gases.
More quantitative diagnostics and repeatability are also targeted. The influence of
the composition on ignition conditions, including the test of auto-ignition of pure H2
are already performed o�ering insights on worst case scenarios, and new operating
points to reproduce using simulation.

The study of fires around generic 18650 cells serves a larger purpose which in-
cludes the consideration of fires inside small modules. The e�ect of heat propagation
with and without combustion is to be targeted. The use of multi-physics coupled
simulation frameworks with conduction, convection and radiation will allow quan-
titative and qualitative comparisons between di�erent mitigation techniques. The
coupling to a thermo-chemical model adapted to cell Thermal Runaway may help to
understand the status of each cell of a module when submitted to the thermal load
imposed by one or more failing cell [105, 52, 51, 135, 248, 74, 256]. Such a study
would benefit from findings at the scale of one cell, and directs towards the scale of
the module, more generally used in real applications.

Eventually, the critical battery-related explosion scenario raises questions. The
multiplication of such events, forces to prioritize the study of confident simulation
frameworks. The cases presented in this study o�er multiple ways to improve flame-
turbulence models to ensure a better transposition to large cases. This is to be
accompanied by even simpler chemical schemes (1-2 steps) still relevant for one
specific vent gas. Scaling-up to larger cases, with an e�cient LES framework is
key considering the size of certain applications [62]. Moreover, the comparison with
simplified phenomenological models often used in the industry is necessary [193,
265, 241, 244, 201]. Simulations could o�er better insights and feed such models to
improve their representativeness in Li-ion related explosions.
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Appendix A

Reduced kinetic scheme for Li-ion
vent gases

The kinetic scheme used in this study is obtained following the reduction process
of ARCANE [34], proposed in Chapter 6, from the UC San Diego scheme [41]. It
is validated for 0D (isochoric auto-ignition) and 1D laminar flames (premixed and
counter-flow di�usion). The scheme is composed of 18 transported species, 6 quasi-
steady state species, and 93 reactions.

• The transported species are: N2, H, O2, OH, O, H2, H2O, HO2, H2O2, CO,
CO2, CH3, CH4, CH2O, C2H4, C2H6, C2H4O, C3H6.

• The quasi-steady state species are: HCO, T ≠ CH2, S ≠ CH2, C2H5, C2H3,
CH2CHO.

The reactions are listed in Tab. A.0.1.
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Table A.0.1: List of reactions: A is the pre-exponential factor in m3(n≠1)
.kmol≠(n≠1)

.s≠1 where n is the order of the reaction, b is the
temperature exponent and Ea is the activation energy in J.kmol≠1. In the case of fall-o� reactions, two sets of Arrhenius coe�cients
are specified, the first one being the low temperature set and the second one the high temperature set.

No. Reaction A b Ea

1 H + O2 Ωæ O + OH 3.520000E+13 -7.000000E-01 7.142000E+07
2 H2 + O Ωæ H + OH 5.060000E+01 2.670000E+00 2.632000E+07
3 H2 + OH Ωæ H + H2O 1.170000E+06 1.300000E+00 1.521001E+07
4 H2O + O Ωæ 2 OH 7.000000E+02 2.330000E+00 6.087000E+07
5 2 H + M Ωæ H2 + M 1.300000E+12 -1.000000E+00 0.000000E+00

CO:1.90E+00 CO2:3.80E+00 H2:2.50E+00 H2O:1.20E+01
6 H + OH + M Ωæ H2O + M 4.000000E+16 -2.000000E+00 0.000000E+00

CO:1.90E+00 CO2:3.80E+00 H2:2.50E+00 H2O:1.20E+01
7 2 O + M Ωæ O2 + M 6.170000E+09 -5.000000E-01 0.000000E+00

CO:1.90E+00 CO2:3.80E+00 H2:2.50E+00 H2O:1.20E+01
8 H + O + M Ωæ OH + M 4.710000E+12 -1.000000E+00 0.000000E+00

CO:1.90E+00 CO2:3.80E+00 H2:2.50E+00 H2O:1.20E+01
9 H + O2 (+M) Ωæ HO2 (+M) 5.750000E+13 -1.400000E+00 0.000000E+00

5.00E-01 1.00E-30 1.00E+30 0.00E+00 4.650000E+09 4.400000E-01 0.000000E+00
C2H6:1.5E+00 CO:1.2E+00 CO2:2.4E+00 H2:2.5E+00 H2O:1.6E+01

10 H + HO2 Ωæ 2 OH 7.080000E+10 0.000000E+00 1.233987E+06
11 H + HO2 Ωæ H2 + O2 1.660000E+10 0.000000E+00 3.443014E+06
12 H + HO2 Ωæ H2O + O 3.100000E+10 0.000000E+00 7.199995E+06
13 HO2 + O Ωæ O2 + OH 2.000000E+10 0.000000E+00 0.000000E+00
14 HO2 + OH Ωæ H2O + O2 7.000000E+09 0.000000E+00 -4.580016E+06
15 HO2 + OH Ωæ H2O + O2 4.500000E+11 0.000000E+00 4.572999E+07
16 2 OH (+M) Ωæ H2O2 (+M) 2.760000E+19 -3.200000E+00 0.000000E+00

5.70E-01 1.00E+30 1.00E-30 0.00E+00 9.550000E+10 -2.700000E-01 0.000000E+00
CO:1.5E+00 CO2:2.0E+00 H2:2.5E+00 H2O:6.0E+00

17 2 HO2 Ωæ H2O2 + O2 1.030000E+11 0.000000E+00 4.620002E+07
18 2 HO2 Ωæ H2O2 + O2 1.940000E+08 0.000000E+00 -5.895005E+06
19 H + H2O2 Ωæ H2 + HO2 2.300000E+10 0.000000E+00 3.326301E+07
20 H + H2O2 Ωæ H2O + OH 1.000000E+10 0.000000E+00 1.500002E+07
21 H2O2 + OH Ωæ H2O + HO2 1.740000E+09 0.000000E+00 5.999982E+06
22 H2O2 + OH Ωæ H2O + HO2 7.590000E+10 0.000000E+00 3.042998E+07
23 H2O2 + O Ωæ HO2 + OH 9.630000E+03 2.000000E+00 1.670002E+07
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24 CO + O (+M) Ωæ CO2 (+M) 1.550000E+18 -2.790000E+00 1.753502E+07
1.00E+00 1.00E+00 1.00E+07 1.00E+07 1.800000E+08 0.000000E+00 9.974991E+06
CO:2.0E+00 CO2:4.0E+00 H2:2.5E+00 H2O:1.2E+01

25 CO + OH Ωæ CO2 + H 4.400000E+03 1.500000E+00 -3.100009E+06
26 CO + HO2 Ωæ CO2 + OH 2.000000E+10 0.000000E+00 9.600000E+07
27 CO + O2 Ωæ CO2 + O 1.000000E+09 0.000000E+00 1.995770E+08
28 HCO + M Ωæ CO + H + M 1.860000E+14 -1.000000E+00 7.113001E+07

CO:2.50E+00 CO2:2.50E+00 H2:1.90E+00 H2O:1.20E+01
29 H + HCO Ωæ CO + H2 5.000000E+10 0.000000E+00 0.000000E+00
30 HCO + O Ωæ CO + OH 3.000000E+10 0.000000E+00 0.000000E+00
31 HCO + O Ωæ CO2 + H 3.000000E+10 0.000000E+00 0.000000E+00
32 HCO + OH Ωæ CO + H2O 3.000000E+10 0.000000E+00 0.000000E+00
33 HCO + O2 Ωæ CO + HO2 7.580000E+09 0.000000E+00 1.714980E+06
34 CH3 + HCO Ωæ CH4 + CO 5.000000E+10 0.000000E+00 0.000000E+00
35 H + HCO (+M) Ωæ CH2O (+M) 1.350000E+18 -2.570000E+00 1.777991E+06

7.82E-01 2.71E+02 2.76E+03 6.57E+03 1.090000E+09 4.800000E-01 -1.088007E+06
C2H6:3.0E+00 CH4:2.0E+00 CO:1.5E+00 CO2:2.0E+00 H2:2.0E+00 H2O:6.0E+00

36 CH2O + H Ωæ H2 + HCO 5.740000E+04 1.900000E+00 1.150002E+07
37 CH2O + O Ωæ HCO + OH 3.500000E+10 0.000000E+00 1.469998E+07
38 CH2O + OH Ωæ H2O + HCO 3.900000E+07 8.900000E-01 1.700001E+06
39 CH2O + O2 Ωæ HCO + HO2 6.000000E+10 0.000000E+00 1.701800E+08
40 CH2O + HO2 Ωæ H2O2 + HCO 4.110000E+01 2.500000E+00 4.272002E+07
41 CH4 + H Ωæ CH3 + H2 1.300000E+01 3.000000E+00 3.362999E+07
42 CH4 + OH Ωæ CH3 + H2O 1.600000E+04 1.830000E+00 1.164001E+07
43 CH4 + O Ωæ CH3 + OH 1.900000E+06 1.440000E+00 3.630001E+07
44 CH4 + O2 Ωæ CH3 + HO2 3.980000E+10 0.000000E+00 2.380300E+08
45 CH4 + HO2 Ωæ CH3 + H2O2 9.030000E+09 0.000000E+00 1.031000E+08
46 CH3 + H Ωæ H2 + T-CH2 1.800000E+11 0.000000E+00 6.319999E+07
47 CH3 + H Ωæ H2 + S-CH2 1.550000E+11 0.000000E+00 5.639999E+07
48 CH3 + OH Ωæ H2O + S-CH2 4.000000E+10 0.000000E+00 1.047000E+07
49 CH3 + O Ωæ CH2O + H 8.430000E+10 0.000000E+00 0.000000E+00
50 CH3 + T-CH2 Ωæ C2H4 + H 4.220000E+10 0.000000E+00 0.000000E+00
51 CH3 + O2 Ωæ CH2O + OH 3.300000E+08 0.000000E+00 3.740998E+07
52 2 CH3 Ωæ C2H4 + H2 1.000000E+11 0.000000E+00 1.339000E+08
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No. Reaction A b Ea

53 2 CH3 Ωæ C2H5 + H 3.160000E+10 0.000000E+00 6.149999E+07
54 CH3 + H (+M) Ωæ CH4 (+M) 2.470000E+27 -4.760000E+00 1.020900E+07

7.83E-01 7.40E+01 2.94E+03 6.96E+03 1.270000E+13 -6.300000E-01 1.602012E+06
CH4:2.0E+00 CO:1.5E+00 CO2:2.0E+00 H2:2.0E+00 H2O:1.6E+01

55 2 CH3 (+M) Ωæ C2H6 (+M) 1.270000E+35 -7.000000E+00 1.156002E+07
6.20E-01 7.30E+01 1.20E+03 0.00E+00 1.810000E+10 0.000000E+00 0.000000E+00
C2H6:3.0E+00 CH4:2.0E+00 CO:1.5E+00 CO2:2.0E+00 H2:2.0E+00 H2O:6.0E+00

56 OH + S-CH2 Ωæ CH2O + H 3.000000E+10 0.000000E+00 0.000000E+00
57 O2 + S-CH2 Ωæ CO + H + OH 3.130000E+10 0.000000E+00 0.000000E+00
58 CO2 + S-CH2 Ωæ CH2O + CO 3.000000E+09 0.000000E+00 0.000000E+00
59 S-CH2 + M Ωæ T-CH2 + M 6.000000E+09 0.000000E+00 0.000000E+00

CO:1.80E+00 CO2:3.60E+00 H2:2.40E+00 H2O:1.54E+01
60 OH + T-CH2 Ωæ CH2O + H 2.500000E+10 0.000000E+00 0.000000E+00
61 O + T-CH2 Ωæ CO + 2 H 8.000000E+10 0.000000E+00 0.000000E+00
62 O + T-CH2 Ωæ CO + H2 4.000000E+10 0.000000E+00 0.000000E+00
63 O2 + T-CH2 Ωæ CO2 + H2 2.630000E+09 0.000000E+00 6.240018E+06
64 O2 + T-CH2 Ωæ CO + H + OH 6.580000E+09 0.000000E+00 6.240018E+06
65 C2H6 + H Ωæ C2H5 + H2 5.400000E-01 3.500000E+00 2.180002E+07
66 C2H6 + O Ωæ C2H5 + OH 1.400000E-03 4.300000E+00 1.160001E+07
67 C2H6 + OH Ωæ C2H5 + H2O 2.200000E+04 1.900000E+00 4.700013E+06
68 C2H6 + CH3 Ωæ C2H5 + CH4 5.500000E-04 4.000000E+00 3.470000E+07
69 C2H6 (+M) Ωæ C2H5 + H (+M) 4.900000E+39 -6.430000E+00 4.483989E+08

8.40E-01 1.25E+02 2.22E+03 6.88E+03 8.850000E+20 -1.230000E+00 4.277002E+08
C2H6:3.0E+00 CH4:2.0E+00 CO:1.5E+00 CO2:2.0E+00 H2:2.0E+00 H2O:6.0E+00

70 C2H6 + HO2 Ωæ C2H5 + H2O2 1.320000E+10 0.000000E+00 8.564602E+07
71 C2H5 + H Ωæ C2H4 + H2 3.000000E+10 0.000000E+00 0.000000E+00
72 C2H5 + O Ωæ C2H4 + OH 3.060000E+10 0.000000E+00 0.000000E+00
73 C2H5 + O Ωæ CH2O + CH3 4.240000E+10 0.000000E+00 0.000000E+00
74 C2H5 + O2 Ωæ C2H4 + HO2 7.500000E+11 -1.000000E+00 2.008299E+07
75 C2H5 (+M) Ωæ C2H4 + H (+M) 3.990000E+30 -4.990000E+00 1.673600E+08

1.68E-01 1.20E+03 1.00E-30 0.00E+00 1.110000E+10 1.037000E+00 1.538400E+08
CH4:2.0E+00 CO:1.5E+00 CO2:2.0E+00 H2:2.0E+00 H2O:6.0E+00

76 C2H4 + H Ωæ C2H3 + H2 4.490000E+04 2.120000E+00 5.590000E+07
77 C2H4 + OH Ωæ C2H3 + H2O 5.530000E+02 2.310000E+00 1.240000E+07
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78 C2H4 + O Ωæ CH3 + HCO 2.250000E+03 2.080000E+00 0.000000E+00
79 C2H4 + O Ωæ CH2CHO + H 1.210000E+03 2.080000E+00 0.000000E+00
80 C2H4 + O2 Ωæ C2H3 + HO2 4.220000E+10 0.000000E+00 2.410950E+08
81 C2H4 + HO2 Ωæ C2H4O + OH 2.230000E+09 0.000000E+00 7.191999E+07
82 C2H4O + HO2 Ωæ CH3 + CO + H2O2 4.000000E+09 0.000000E+00 7.116001E+07
83 C2H4 + M Ωæ C2H3 + H + M 2.600000E+14 0.000000E+00 4.040410E+08

CH4:2.00E+00 CO:1.50E+00 CO2:2.00E+00 H2:2.00E+00 H2O:6.00E+00
84 C2H3 + O2 Ωæ CH2O + HCO 1.700000E+26 -5.312000E+00 2.720901E+07
85 C2H3 + O2 Ωæ CH2CHO + O 7.000000E+11 -6.110000E-01 2.201801E+07
86 CH2CHO + H Ωæ CH3 + HCO 5.000000E+10 0.000000E+00 0.000000E+00
87 CH2CHO + O Ωæ CH2O + HCO 1.000000E+11 0.000000E+00 0.000000E+00
88 CH2CHO + O2 Ωæ CH2O + CO + OH 3.000000E+07 0.000000E+00 0.000000E+00
89 CH2CHO + CH3 Ωæ C2H5 + CO + H 4.900000E+11 -5.000000E-01 0.000000E+00
90 CH2CHO + HO2 Ωæ CH2O + HCO + OH 7.000000E+09 0.000000E+00 0.000000E+00
91 CH2CHO Ωæ CH3 + CO 1.170000E+43 -9.800000E+00 1.832590E+08
92 C2H3 + CH3 (+M) Ωæ C3H6 (+M) 4.270000E+52 -1.194000E+01 4.087998E+07

1.75E-01 1.34E+03 6.00E+04 1.01E+04 2.500000E+10 0.000000E+00 0.000000E+00
C2H6:3.0E+00 CH4:2.0E+00 CO:1.5E+00 CO2:2.0E+00 H2:2.0E+00 H2O:6.0E+00

93 C3H6 + H Ωæ C2H4 + CH3 1.600000E+19 -2.390000E+00 4.680001E+07
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Appendix B

Models for spark ignition
procedures

When targeting the forced ignition of a mixture, several solutions are available.
Depending on the choice made, the realism of the procedure can be impacted. In this
study two main techniques are considered: the Energy Deposition model (ED) [148,
147], and the Soft Ignition with Relaxed Temperature (SIRT) [37]. The models, and
their use cases are described in the next sections.

B.1 Energy Deposition model

The Energy Deposition (ED) model consists in applying a an energy source term
locally to trigger the chemical runaway of the mixture. It reproduces the behavior of
a spark ignition (pin-pin electrodes), or a laser ignition. For numerical applications
using CFD solvers, an implementation was proposed by Lacaze et al. [148], consisting
in modelling the energy source term Q̇ (in J.m≠3.s≠1) by a Gaussian function in time
t and space x = (x, y, z) such that in 3D:

Q̇(x, t) = Ái

4fi2‡t‡3
s

◊ exp
A

≠(t ≠ t0)2

2‡2
t

B

◊ exp
A

≠(x ≠ x0)2 + (y ≠ y0)2 + (z ≠ z0)2

2‡2
s

B (B.1)

where Ái is the total deposited energy in J, t0 is the deposition center time, and
x0 = (x0, y0, z0) is the deposition center position in the domain. The Gaussian
function is parametrized by the deposit duration �t and deposit characteristic size
�s (e.g. electrode distance) so that the standard deviations ‡t and ‡s impose that,
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1. for all point x, the amplitude of the source term is 1 % of its peak value Q̇(x, t0)
at the time t0 ± 1

2�t, and 2. at all time t, the source term is 1 % of its peak value
Q̇(x0, t) at a distance 1

2�s from x0. To put it into equations:

Q̇(x, t0 ± 1
2�t)

Q̇(x, t0)
= 10≠2 and

Q̇(x 1
2 �s

, t)
Q̇(x0, t)

= 10≠2 =∆ ‡s = �s

4
Ò

ln(10)

and ‡t = �t

4
Ò

ln(10)

(B.2)

where x 1
2 �s

represents the points at the surface of the sphere of center x0 and of
radius 1

2�s. For the rest of the study a = 4
Ò

ln(10).

The key parameters of the ED are thus Ái, �t, and �s [172, 259].

1. Ái: It is defined as the total deposited energy, which must not be confused
with the device energy consumption Átot. Due to the formation of shock-waves
and because radiative and conductive heat are lost in the domain and the
solid, a significant proportion of the energy commanded is lost and cannot
be transmitted to the mixture to ignite. It is generally considered that Ái

represents 10-30 % of Átot.

2. �t: The spark duration is an experimental parameter, that depends strongly
on the system evaluated. Typical values range in [50, 5000] µs.

3. �s: After ionization phase, a sphere of hot glowing gases is created. The order
of magnitude of the diameter is close to the one of the gap of the electrode
gap for a spark plug. It ranges in [0.5, 3] mm.

One could be tempted to impose those parameters directly in the model. How-
ever, as mentioned before, the ignition phase is characterized by a phase of ionization
where temperatures as high as 2 ◊ 104 K can be reached. In practice this extremely
sti� phase is out of reach for most CFD solvers. To limit the maximum temperature
inside the kernel during the deposition, it is decided to artificially broaden spatially
the Gaussian-shaped source term by adapting �s. To do so, a relation for the max-
imum temperature reached at the center of the kernel Tmax is found by assuming no
heat losses:

Tmax ƒ T0 + Ái

flCp(
Ô

2fi‡s)3 (B.3)

where fl, T0, Cp are the density, the temperature and the constant pressure heat
capacity of the unburnt gases, and (

Ô
2fi‡s)3 is the Gaussian volume of the deposit.

It leads to:
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�s ƒ aÔ
2fi

3

Û
Ái

flCp(Tmax ≠ T0)
(B.4)

The order of magnitude of �s is of the order of 3 to 5 times the electrode gap,
depending on the other parameters and the acceptable Tmax chosen. In this thesis,
Tmax = 3500 K is selected to ensure a comfortable margin (thermodynamic tables are
generally extended to 5000 K, as values higher are generally poorly representative
when working with perfect gases).

An example of numerical application is given for the ignition of a jet di�usion
flame of hot vent gases, assuming that the mixture to ignite is badly mixed and
thermo-dynamically close to pure fuel (see Chapter 10). With Ái = 50 mJ, �t =
100 µs, �s ƒ 8.09 mm should be imposed. Fig. B.1.1 depicts ignition profiles along
with estimated kernel temperatures.

T
max

 = 3500 K

T
max

 = 7000 K

T
max

 = 21000 K

Figure B.1.1: Profile of energy deposition for varying deposition characteristic size �s:
left, energy source as a function of the radius from the center of deposition at the center
time (here t0 = 0) ; right, energy source as a function of the time for the deposition center
position.

B.2 Soft Ignition with Relaxed Temperature

In numerous cases, the ignition procedure is not well documented and obtaining
information on the ignition energy or on characteristic times is either not relevant,
or impossible. A robust and simple way to form a kernel is therefore to impose a
su�ciently high temperature locally and for a short time period, so that chemical
runaway is ensured and a flame propagates. This strategy mimics the previous one
but imposes a Gaussian profile of temperature relaxing toward the target tempera-
ture Tmax:
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Q̇(x, t) = max
S

U0, –
Tmax ≠ T

4fi2‡t‡3
s

◊ exp
AA

≠(t ≠ t0)2

2‡2
t

BB

◊ exp
AA

≠(x ≠ x0)2 + (y ≠ y0)2 + (z ≠ z0)2

2‡2
s

BBT

V

(B.5)

where – (J.K≠1) is the relaxation factor. Thanks to the Gaussian masks in time
and space, the source term enforces progressively the target temperature, until the
chemical runaway is triggered. A kernel is formed, and can propagate freely.

B.3 Conclusion on ignition models

When access to igniter specifications is given, ED is preferred and helps to ensure a
better representation of the physics of an ignition. However, this method requires a
su�cient grid refinement, and can be sti� to use. It relies on an adequate strategy
to smooth the deposition to avoid large temperatures. The second approach (SIRT)
is better fitted to cases where ignition conditions are less well specified, or when
temperature overshoots cannot be avoided without producing a non-physical large
kernel (large energy deposition).



Appendix C

Under-expanded jet of pure N2

To complete the study validating the use of simulation for 3D under-expanded, pre-
heated jets, a second mixture is added to the inert NMC1 surrogate: N2. The figures
that follow depicts experimental to simulation comparison elements. It gives similar
qualitative and quantitative results as the cases shown in Chapter 9.

Table C.0.1: Experimental and simulation conditions at venting climax for N2.
Case Name T5 [K] P5 [bar] T6 [K] P6 [bar]
N2-800 Exp. 1075.4 4.77 1037.9 4.52

Sim. " " 1089.8 4.55
N2-400 Exp. 685.6 4.49 685.4 4.28

Sim. " " 696.0 4.29
N2-035 Exp. 308.2 3.59 307.8 3.52

Sim. " " 313.0 3.42
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Figure C.0.1: N2 pre-heated at 800¶C, comparing experimental to simulations: a) Ex-
perimental shadowgraph imaging, b) 5.0 ms averaging of numerical Schlieren z-normal
cut, c) Instantaneous numerical Schlieren z-normal cut, d) Comparison of intensity from
shadowgraph (exp.) and numerical schlieren (sim.), e) Pressure profile, f) Mach profile.
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Figure C.0.2: N2 pre-heated at 400¶C, comparing experimental to simulations: a) Ex-
perimental shadowgraph imaging, b) 5.0 ms averaging of numerical Schlieren z-normal
cut, c) Instantaneous numerical Schlieren z-normal cut, d) Comparison of intensity from
shadowgraph (exp.) and numerical schlieren (sim.), e) Pressure profile, f) Mach profile.
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Figure C.0.3: N2 pre-heated at 400¶C, comparing experimental to simulations: a) Ex-
perimental shadowgraph imaging, b) 5.0 ms averaging of numerical Schlieren z-normal
cut, c) Instantaneous numerical Schlieren z-normal cut, d) Comparison of intensity from
shadowgraph (exp.) and numerical schlieren (sim.), e) Pressure profile, f) Mach profile.
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a)

Tube

Tube

b)

Figure C.0.4: Comparison of profiles for N2 and the three pre-heating temperatures: a)
Pressure profile, b) Mach profile.
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Appendix D

Heat release rate visualization

In this manuscript, the only flame model used in 3D is the DTFLES model. The
model is suited for premixed flames and adapts to mesh distortions. It is amended
to deactivate in regions of di�usion. The parameter controlling the e�ect of the
model is the thickening field F. When visualizing flames, the Heat Released Rate
field is primordial. However, the application of DTFLES tends to bias the rendering
when compared to experimental for two reasons:

1. Partial premixing: In presence of both premixed and di�usion flames, the
application of thickening in regions of premixing only, tends to undermine
the intensity of the premixed regions. Experimentally, premixed flames gen-
erally peak higher in terms of heat released and temperature, glowing more
intensely. By plotting, HRR.F, the artificially dampened premixed regions
are re-intensified, better rendering the strength of such flames with respect to
di�usion sections (see Fig. D.0.1 a)).

2. Mesh refinement/de-refinement: DTFLES is also adapted to mesh inho-
mogeneities and higher values of thickening are applied in coarser regions at
iso-fresh-gas-conditions, dampening the peak values while the flame is experi-
mentally at the same intensity. HRR.F corrects this bias and allows a constant
intensity even if mesh de-refines, better recovering experimental observations
(see Fig. D.0.1 b)).

For better visualizations, the field HRR.F will be preferred throughout the thesis.
The HRR field still remains mandatory when asserting integral values in the domain
(such as flame total power).
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Figure D.0.1: HRR versus HRR.F visualization: a) cases with di�usion and premixed
flames, b) cases with mesh distorsion.



Appendix E

Jet ignition using TTGC

In addition to Lax Wendro�, a second computation of a full ignition sequence is
performed using TTGC. The intention is to evaluate the potential loss of precision
due to lower order. Similarly to LW, the full sequence is described versus experi-
mental in Fig. E.0.4. The anchoring is also predicted using TTGC, and timescales
are close to the ones observed with LW, especially for the lip anchoring sequence
(see Fig. E.0.1 and E.0.3).

Figure E.0.1: Flame positions with respect to the lips during the anchoring phase using
TTGC.

However, with TTGC, the flame is nearly cylindrical when touching the lips,
while with LW, a laps of time is needed for the flame to anchor completely once
the leading triple flame has reached the lips. This di�erence plays a role on the
timing of the whole anchoring procedure (2.0 ms with LW, resp. 3.9 ms with TTGC,
when considering the triple flame leading point displacement from electrode to lips).
The triple flame propagation speed is lower on average for TTGC, but it is unclear

253



Appendix E. Jet ignition using TTGC 254

whether it is related to numerics or to the stochastic dimension of the flow at ignition.
More e�ort is to be put into determining the set of parameters playing the biggest
role in such di�erences.

Figure E.0.2: Comparison of flame positions with respect to the lips during the anchoring
phase using TTGC and LW.

t = 0.2 ms t = 0.7 ms t = 1.2 ms t = 6.2 ms

Figure E.0.3: E�ect of mass-flow on the ignition procedure outlined as 3D contour of
HRR (iso-level HRR.F = 1◊107 J.m≠3

.s≠1): a) ṁ
sim = 0.31 g.s≠1, b) ṁ

sim = 0.326 g.s≠1.
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Figure E.0.4: Experimental versus simulation comparison of the three phases of the ignition-to-anchoring procedure (TTGC). Exper-
imental visualization corresponds to contrasted photography of the flame, simulation shows z-normal cuts of the temperature field.
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Overall, both schemes compare, knowing that uncertainties are strong in the
timing of such an event experimentally, making LW a good alternative to obtain
reasonnable results at lower CPU costs, explaining its choices when iterating on
other numerical aspects1.

1LW represents 125.9 hCPU.ms≠1
phys, whereas TTGC costs 248.9 hCPU.ms≠1

phys



Appendix F

18650 venting cell: internal details
and turbulence

To observe the influence of cell internal layout against the choice of turbulence
modelling for the generic cell, an opportunity to produce a detailed reference flow
is proposed using the structure of the previous Chapter (Chap. 11 Sec. 11.2.1).
The venting from a section of a cell including its internal obstacles, producing a
natural turbulence is simulated under similar mass-flow and temperature conditions.
Figure F.0.1 describes the case and the corresponding mesh. For completion, the
hole shapes match the generic case and probe location is the same, at a place where
mesh refinement is identical.

Using the numerical scheme TTGC [50] with the WALE [199] turbulence model
for a precise turbulence description, fluctuation kinetic energy spectrum in the jet
(see probe location in Fig. F.0.1 c)) and turbulent kinetic energy fields can be com-
pared to the generic case introduced in this chapter. A cut of the turbulent kinetic
energy field proposed in Fig. F.0.2 gives a comparison between the jet topologies.
On the one hand, the level of turbulence is much more elevated for the complete
case, leading to a more e�cient mixing, thus a shorter Z > Zst zone. On the other
hand, blocking devices such as the opened breaking disk modify the jet angle and
symmetry. The probe, identically located for both case, is placed in a region with
similar levels of TKE in both cases, but due to the modification of the angle, is is
not well centered in the detailed cell case. Comparisons must be taken with a grain
of salt. In Fig. F.0.3, the comparison of the Power Spectrum Density (PSD) of the
fluctuation kinetic energy on a 10 ms time window is proposed. The good agreement
between spectra from the generic case and the detailed case shows that the scales
of the turbulent structures artificially introduced match the natural ones created by
the flow restriction, at the probe location1.

1Given that the hole is close to rectangular, its hydraulic diameter gives Dh ƒ 3.0 mm, the
distance is approximately 5.0 hydraulic diameters.
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Figure F.0.3: Spectrum of the fluctuation kinetic energy E
t at the probe location over

10 ms of computation.

These mixed results concerning generic versus detailed turbulence evaluation
leads to the conclusion that, in addition to the test of simple design choices with
a generic structure at early prototyping steps, the simulation of a complete cell
with all flow constrictions is advised once a design has been selected. However, the
feasibility of such a detailed simulation is constrained by its cost due to low time-
stepping and chemical kinetics when ignition is to be tested. Cost is estimated to be
≥ 2.8 khCPU.ms≠1

phys for the non-reactive jet formation and ≥ 7.5 khCPU.ms≠1
phys for

the ignition sequence (on a 900 cores Skylake CPU architecture). A full sequence
represents approximately 50 ms of jet formation and 40 ms of ignition, leading to a
total cost of 440 khCPU. Costs must be multiplied by 5 when targeting a full cell and
not an axi-periodic slice. In comparison, the simplified cell proposed in Chap. 12
represents a total cost of 72 khCPU on a comparable 1000 cores Intel Cascade
Lake architecture. Nonetheless, it remains an option for critical applications, in
parallel with experimental preparations, to ensure a proper representativeness of
the simulated design.
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