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Abstract This paper describes a compressible Large Eddy Simuldtie8)used
to investigate cyclic variations for nonreacting flow in aptioal single cylin-
der engine setup. The simulated operating point is part affgelexperimental
database designed to validate LES for cycle-to-cycle ptiedi, and constitutes
a first step towards the realization of fired operating poilitee computational
domain covers almost the whole experimental setup (intakeeahaust plenums,
intake and exhaust ducts, cylinder) to account for acoydtenomena. The as-
sessment of the computation is performed in two regionseofitmain: the intake
and exhaust duct predictions are compared to the resultdelraholtz solver and
the experiment (pressure transducers and Particle Imdgeivetry (PIV)) while
the in-cylinder dynamics are confronted to PIV measuremériie ability of the
developed methodology to capture the correct level of etaleycle variations
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is demonstrated considering in-cylinder pressure andcitglfields predictions.
Cycle-to-cycle variations in velocity are highlighted dndalized using a proper
orthogonal decomposition analysis.
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Cycle-to-cycle variationsUnstructured grids Acoustic

1 Introduction

A major challenge for the development of Internal Combus{iC) engines is
to improve fuel economy and to reduce pollutant emissiongewhaintaining
or enhancing engine performances. New strategies usiatifisiti charge direct
injection or downsizing with high levels of exhaust gas redliation have this po-
tential, but can impact on the combustion stability andyeichigh Cycle-to-Cycle
Variations (CCV).

Nowadays Computational Fluid Dynamic (CFD) applied to eegievelopment
mainly relies on the Reynolds Averaged Navier Stokes (RA&I$)roach which
solves ensemble or phase-averaged mean quantities. Howdganethod does
not provide information about individual cycles. The studyycle-to-cycle vari-
ability is thus impossible and other numerical methods |f1.schES (Large Eddy
Simulation) must be employed. LES of laboratory-scale st aeal turbulent
combustors, such as gas turbine chambers, have recentarggbin the litera-
ture [29,2,34,13]. In comparison to numerous publicatiatgted to gas turbines
for example, LES of IC engines is still a field to explore.

Two major reviews, one by Haworth [20] and the other by Cetid. [5], summa-
rize the work accomplished by the LES engine community. Tt highlight
the potential of LES for predicting the details of the tramiin-cylinder flow dy-
namics and demonstrate that LES is able to produce supeedictions than any
of the current RANS approaches. They also support the via &S can provide
essential information in regard to the nature and origin€@¥. However, they
both underline that computational cost is a major shortogrifiat LES will have
to overcome to ensure its practical use. Indeed, by nat@¥, €an only be stud-
ied by performing multiple cycles and statistical analy&Bs cycles are reported
to be a minimum for a correct sampling in terms of mean values50 cycles
are probably necessary to yield reliable statistics in seoimfluctuations [21,4].
Fortunately, the constant increase in computational ressuand the use of mas-
sively parallel machines now make such computations téealis

Several multi-cycle LES-based computations have beentexpm the literature
since the review papers of Haworth [20] and Cedtkal. [5]. Hasseet al. [19]
performed 13 consecutive cycles of a motored engine usingdbed Eddy Sim-
ulation (DES). Cycle-to-cycle velocity fluctuations at thgark plug were inves-
tigated at the time of ignition. It was shown that the diffeces in velocity could
lead to significant combustion variations when computirgydbrresponding re-
acting case. Considering 5 different initial scenariosyy@tsevet al. [14, 15] per-
formed 10 consecutive nonreacting two-phase flow LES cyolesach scenario.
It was found that CCV phenomena were directly linked to tlehae and that ve-
locity cyclic variations had a great impact on the fuel-aiximg process. Multi-
cycle simulations of fired operating points have also beefopeaed recently [37,



43,46]. In particular, it was shown in [46] that LES was ahlderéproduce the
experimental trend in terms of CCV, even with only 9 simulatgcles. In this
study, the sources of CCV were investigated and the impoetahthe turbulence
generated by the tumble breakdown was highlighted.

However, most authors highlight the lack of experimentaadgpecifically dedi-
cated to the validation of LES [5, 9, 46]. The French projeBE®ac has been spe-
cially built to validate LES of CCV by acquiring a large exjpeental database on
different operating points of a four-valve spark ignitiorgine [24]. This database
includes motored engine and fired operating points, with ¢ovhigh levels of
CCV. A detailed characterization of the various operatiomis is achieved with
numerous temperature and temporal pressure measurereeteeal locations
of the set-up. Optical diagnostics (Particle Image Velatim (PIV), OH Laser
Induced Fluorescence (LIF), combustion chemiluminesegatiow also the in-
vestigation of the local properties of the flow.

The computational domain includes most of the experimesatalp: cylinder, in-
take and exhaust ducts, intake and exhaust plenums. Taisggrhas potentially
two major drawbacks, its CPU cost since the computationadado is large £
2.5 m long) and its modeling cost since some additional @é=sv{iame-arrestors
for example) must be accounted for. But it also offers twageslvantages: first,
it allows to capture acoustic phenomena in the ducts whietagrossible source
of CCV [20,9,46]; second, it enables a proper definition aéke and exhaust
boundary conditions. Indeed, in most studies, boundaryglitons are imposed
in the intake and exhaust ducts, close to the cylinder [14&7 With such a
compact domain, several challenging issues need to beethsth as turbulence
injection, back-flow treatment or acoustic wave reflectionifistance. With an
extended domain, these issues vanish naturally.

In this paper, only a motored engine case is reported. Ittitates an essential
validation step before computing more complex operatingtponith combus-
tion. This operating point is experimentally known to bewstable with low
CCV. Therefore, the objective here is not only to discusdicyariations but also
to prove that the chosen methodology is suitable to desuritiehigh fidelity the
engine behavior, from an aerodynamic and acoustic poiniea.vTo ensure a
proper statistical sampling of the flow field, 27 conseculi#S cycles are per-
formed.

This paper is organized as follows. The experimental setdgeagine settings are
recalled in section 2. The LES solver and the models are predeén section 3.
Section 4 describes the meshing methodology, the preseripf the boundary
conditions and the modeling of the flame-arrestors. Seé&tipresents a compari-
son of the LES results with PIV acquisitions and temporaspuee measurements
specifically introduced in the experimental setup. The fl@hdyior in the intake
and exhaust lines is first analyzed before considering tloglinder predictions.

2 Experimental setup

The SGEmac engine test bench operated at IFP has been splycdesigned
to investigate cyclic combustion variability. This singlglinder is a four-valve,
pent-roof, spark ignition engine with a flat piston. The wehsétup is displayed in
Fig. 1(a) and the main parameters are summarized in Table 1.



Table 1 Characteristics of the SGEmac engine test bench. CrankeADghreesQAD) are
relative to compression Top-Dead-Center (TDC). TA® of valve openings and closures cor-
respond to experimental residual valve lifts of Ghm.

Units  Values

Compression ratio [-1 9.9
Engine speed [rpm] 1200
Bore [mm] 82
Stroke [mm] 83.5
Connecting rod length [mm] 144

Intake Valve Opening (IVO) TAD] 350
Intake Valve Closure (IVC) TAD] -120
Exhaust Valve Opening (EVO) CRAD] 120
Exhaust Valve Closure (EVC) CRAD] -350

INTAKE
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Fig. 1 (a) Sketch of the experimental SGEmac engine test benchamadidns of the LES
boundaries. (b) Location of the experimental measureméh,3,4) pressure transducers; (5)
PIV measurement in a vertical cross-section of the comtasthamber; (6) PIV measurement
in a vertical cross-section of one of the intake ports.

The operating points acquired on this bench are documented]. For fired
points, the test bench is fueled with gaseous propane wiiléhe non-reactive
point the engine is only filled with air. Air and propane flowas are controlled
by sonic nozzles. Air is introduced in a tranquilizationmlen and propane is then
added in a mixing plenum. At the engine exhaust, gases arguilized in a third
plenum. Since the engine is operated in a fully premixed madlame-arrestor is
added for safety reasons before each plenum (Fig. 1(a))hGmd#red experimen-
tal consecutive cycles were acquired for each operatingtpoi
Figure 1(b) shows the location of the various experimergquésitions. PIV mea-
surements are performed through a quartz cylinder and acatipttransparent
intake duct (planes 5 and 6) providing instantaneous ansepheeraged velocity
fields. Several pressure transducers are used to recor@ &A@hresolution the
pressure evolution along the intake (noted 1, 2 and 3) anduwsthducts (noted 4).

In the literature, different parameters are used to qua@@V. Variations in
Indicated Mean Effective Pressure (IMEP) or in-cylindeakp@ressurdx are
the most usual indicators of CCV [33,47]. For the presentmaat engine case (no



combustion), IMEP is not a relevant parameter and thus thatias can only be
characterized with the in-cylinder flow field aRg.x. Experimental measurements
have shown that this operating point is very stable in terfridg with relative
variations of about 1%.

3 LES of piston engines flows

LES is performed with a fully compressible Navier-Stokelysoon unstructured
grids with a cell-vertex finite-volume formulation [31,3%, 17]. Centered spatial
schemes and explicit time-advancement are used to conmmeérical dissipation
and capture acoustics. For the present case, a Lax-Wesdiadme [25], 2nd or-
der in space and time, is employed with a time step conditidnethe acoustic
CFL number.

The LES solver takes into account changes of heat capadityt@mperature and
composition using tabulated values of heat capacity foh species. The multi-
species fluid follows the ideal gas la®= prT whereP is the pressure is the
density,T is the temperature ardis the mixture gas constant. Viscous transport
terms are handled using classical gradient approachedluith@iscosity and the
heat diffusion coefficient follow Sutherland’s law and FHeus law respectively.
The species diffusion coefficients are obtained using aispeéichmidt number
along with Hirschfelder and Curtis approximation and vélocorrections for
mass conservation [36].

Filtering the Navier-Stokes equations yields unresohexths, which need to be
modeled. The following closures of the subgrid scale (S@8)$ are used in the
LES solver:

— The SGS stress tensq_,rjt is closed using a Boussinesq approximation. This
approximation introduces a turbulent viscositywhich is estimated with the
standard Smagorinsky model [42] with a cons@gt= 0.18.

— The SGS species fluxé4,§t are modeled using a species SGS turbulent diffu-
sivity D} = vr/Sci, whereSc} is the turbulent Schmidt numbesd, =0.6 for
all species k).

— The SGS energy flug' is modeled using the SGS turbulent thermal conduc-
tivity )\tth = pvrCp/Pr! with C, the heat capacity at constant pressure of the
mixture andPrt the turbulent Prandtl numbePit = 0.6).

The methodology of Cook and Cabot [8] is used to treat shogkatboducing a

hyper-viscosity in the viscous stress tensor which thiskiie shock front. Such
shocks can appear at moments where exhaust valves are opened

The boundary condition treatment is based on a multi-spemigension [31] of

the Navier-Stokes Characteristic Boundary ConditionsGRS) [35].

4 Numerical Setup
Acoustics are a potential source of CCV and must be captwddEs. In the

project SGEmac, two methodologies are explored [24]. Tis @onsiders the
coupling of a system simulation (1D) and LES (3D), where tBesBnulation is



only applied on the combustion chamber and a part of theérdakl exhaust pipes.
The present scope of this paper concerns the second metlggdeshich consists

in applying LES on most of the experimental setup. Figure $k@ws the com-

putational domain. The computed intake line extends froemtixing plenum to

the cylinder while the exhaust line is fully computed. The flame-arrestors are
accounted for. The air plenum and the line between the tvaképlenums have
been removed since it is expected that most of the acoudfidgtadakes place

between the cylinder and the mixing plenum.

This configuration allows a simple and unambiguous defimitod the bound-

ary conditions (two plenum conditions). The following sabtons detail the key
points of the methodology used in this work.

4.1 Mesh management

The whole computation domain is meshed using tetrahedravérs about 5 m
from the intake boundary condition to the exhaust boundandition and in-
cludes two plenums of 20(intake) and 50 (exhaust).

In the present study, an engine cycle is divided into 41 phéise. 41 grids) in
order to maintain the quality of the mesh throughout theeyBetween two com-
putation phases, a second-order interpolation is usedgiitie of each phase are
generated before the simulation using a two-staged smuap#pproach (Lapla-
cian and optimization-based smoothing) [12]. As a refeeenecent and compa-
rable LES of IC engine used 20 phases with hexahedral-bagii[§7,46] and
35 phases with hybrid tetrahedral/prismatic-based gdifi [This method allows
to avoid distortions of tetrahedra and to preserve accuaadystability [46].

The smallest mesh contain2million cells at top-dead-center (TDC) whiletd
million cells are required for the biggest mesh at bottoraedeenter (BDC). The
characteristic cell size into the cylinder is of the orde®@&mm. The meshes are
specifically refined around the valve seats, with a minimursevkn cells within
a residual valve lift of approximatively.85mm. From the intake/exhaust ports to
the plenums, the meshes are gradually derefined with a highagacteristic cell
size in the plenums of about 2Gm. Note that meshes are not refined at the walls
since a law-of-the-wall formulation is used [39]. Figurel®ws an overview of a
typical tetrahedral mesh during the intake stroke.

4.2 Boundary conditions

At the top of the intake and exhaust plenums, a pressure imoposundary con-
dition is set. The target pressures are not constant butvangng plenum sig-
nals extracted from the experimental data which changedmiw35 x 10* and
4.5 x 10* Pa for the inlet plenum and.9 x 10* to 1.019x 10° Pa for the out-
let plenum. These signals are quasi sinusoidal with a frequéictated by the
engine rotational speed. As mentioned in the introductisoial IC engine sim-
ulations consider boundary conditions directly in the ductose to the cylinder.
Compared to a plenum signal, signals measured in the duetscloser to the
cylinder) vary much more and contain a wider spectrum ofescaith many high
frequencies: including the exhaust and intake ducts andsing pressure in the



Fig. 2 View of a typical tetrahedral mesh during the intake stroke.

plenums is obviously making the simulation easier.

Now, even if a larger computational domain makes the sirrofaimpler, it does
not solve all boundary condition problems because acoimspedances at inlets
and outlets must be controlled: a section where pressurgaysimposed is fully
reflective for acoustic waves propagating in the LES while itot necessarily so
in the experiment. There is no easy solution to this difficulthe best one is
to locate boundary conditions as far as possible from théerig places where
pressure is really constant. Here, quasi nonreflective NS&1® used via a Linear
Relaxation Method (LRM) [38,35] to impose pressure in the pieenums. LRM
boundary conditions are well known to act as first order l@asgfilters introduc-
ing a cut-off frequency that separates waves that will becefd from the ones
that will leave the domain [40]. This cut-off frequency isetitly proportional to
the relaxation coefficient imposed on the target pressgmaki Thus, one of the
main advantages of a plenum boundary condition compareditectiboundary
condition is to allow the use of lower relaxation coefficestnce the imposed
signal varies much less and contains lower frequencies. é@naequence, the
plenum boundary condition will be acoustically less reflext

However, the introduction of a low relaxation coefficienhadeteriorate the tar-
get signal, both in magnitude and in phase. In other words ptiessure signal
which is actually recovered in the computation may diffemfrthe target signal
imposed in the plenums. For the range of relaxation coeffisigsed in this study,
preliminary tests have shown that the LRM induces a nedéglamping in mag-
nitude. However, it leads to a phase shift between the tamgsisure (measured
experimentally) and the inlet pressure obtained in the LEfts problem can be
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Fig. 3 Pressure signals at the intake boundary condition. Exgeriah signal =), shifted tar-
get signal imposed in the computatior, signal recovered after imposition of the quasi non
reflective NSCBCH--).

solved by shifting the target pressure in time as follows:dsignal composed
of a single frequencyf, Selleet al. [40] have demonstrated that the phase shift
@ introduced by the reflexion coefficieAtof a characteristic boundary condition
with a relaxation coefficieriK can be estimated by:

Im(A) . 1
® = arctan wWithA=———— 1

(Re<A>) iz @)
Knowing @, it is then possible to deduce the corresponding tempoifal Ahto
impose on the initial target signal in order to obtain, afteplication of the LRM,
the right desired signal:

At = @/ (2mf) 2

A similar methodology was extended to the multi-frequenogspure signals of
the intake and exhaust boundary conditions. Figure 3 pteskea results for the
intake boundary condition. In this case, the shift inducgdhe relaxation coef-
ficient (Egs. 1 and 2) is evaluated +0.0417si.e. —50CAD. The experimental
pressure signal has then been shifted+50 CAD and specified as target sig-
nal in the computation. The resulting inlet pressure in tiS| after applying
boundary condition corrections, matches the experimeigakl correctly. Thus
this methodology allows to obtain acoustically well-defir@undary conditions
while preventing any drift of the imposed signal. In additithis boundary con-
dition can take into account the acoustics in the ducts wisiehpossible source
of CCV.

4.3 Modeling of the flame-arrestors

The flame-arrestors were introduced in the experiment foroois security rea-
sons, but from the computational point of view they représeradditional diffi-
culty. Preliminary experimental studies of the flame-amelsave been performed
on an acoustic test bench [45]. They have shown that acowstite ducts is
strongly perturbed by the presence of these flame-arrestdicating that they
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Fig. 4 Flame-arrestor: (a) in the experiment; (b) in the compaorati

must be included in the numerical setup. The flame-arrest@spiral wound

corrugated metal sheets which result in several hundrednelis of diameter
d = 0.5 mm (Fig. 4(a)). Obviously such holes cannot be meshed. Theisnlu
adopted in this work is to model the flame-arrestor by twaoiligjdomains linked

by a coupled suction/injection boundary condition (Figb)}( The equivalent

flame-arrestor is characterized by a thicknkss 20 mm (the distance between
the two coupled boundary conditions) and a porogity 0.68. The pressure drop
AP in the device is then given by the discharge law equationgseg by Mendez
and Eldredge [28] originally developed for multi-perfardiplates typically found

in aeronautical combustion chambers. This model includeés@dependence to
the mass flow rate which allows the condition to properly ogpice the acoustic
properties of the holes:

__p" w1 Uw?
~ osin(a) ot 20D2p02sin2(a)

®3)

wherel’ = % +his a characteristic length determined to match the Howe hib@g
Uw is the bulk velocity andx is the inclination angle of the aperture. In this ex-
pression, the discharge coeffici€ depends on the bulk velocityy (given by
the manufacturer).

5 Results and Discussion

The whole simulation covers 27 consecutive cycles. Contjputastarts at VO
with a flow at rest. The turnaround time of a single LES cyclalisut 18 hours

on 400 processors of a SGI Altix ICE 8200 cluster. Figure Sen¢s the evolu-
tion of the trapped mass for the 27 consecutive LES cycles.fift two cycles
are strongly influenced by the initialization of the simidatand are discarded in
the following analysis. Thus, 25 cycles remain for the corigoa with the ex-
perimental data. The 25 remaining LES cycles are very stalil¥ms of trapped
mass around 200 mg. The difference compared to the value estimated in the ex-
periment (199 mg) is approximately 5%.

The validation of the multi-cycle LES is organized as folsow
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Fig. 5 Evolution of the trapped mass in the cylinder for the 27 LES8ley. The experimental
trapped mass {-) is estimated to 199 mg.

— First, the flow field activity in the ducts is validated usiniyPneasurements
(plane 6 in Fig. 1(b)) and temporal pressure acquisitionsbgs 1 and 4 in
Fig. 1(b)) in the intake and exhaust manifolds. Acousticevaxopagation in
the intake and exhaust ducts is specifically investigated.

— Second, the LES quality inside the cylinder is assessedl@éldw behav-
ior is compared to the experimental data in terms of in-cldmpressure and
aerodynamic field throughout the cycle. CCV are highliglgad analyzed.

5.1 Flow behavior in the intake and exhaust ducts

Figure 6 shows the pressure evolution during the whole adlee intake and ex-
haust manifolds (probes 1 and 4 respectively in Fig 1(b))taedjood agreement
between phase-averaged LES and experimental signalswbhsignals exhibit
the same progressive damping when the valves are closed@etVC and IVO
for the intake duct and between EVC and EVO for the exhaudt dae Table 1).
The fact that LES and experimental signals match very welhdiuthe whole cy-
cle shows that the modeling described in Section 4.3 is ableroduce the right
impedance of the flame-arrestors. The signal extracted &simulation without
flame-arrestor (also reported in Fig. 6 (right) for the exdidime) shows that the
main effect of the flame-arrestor is to damp the oscillatitims phase of the sig-
nal being little affected. The same behavior may be obsefmethe intake line.
Despite this satisfactory global behavior, the LES signdhe intake duct shows
a superimposed high frequency signal around B2Q@vhich is not present in the
measurements.

To determine the nature of the 4Bl frequency appearing in the LES pres-
sure signal, two diagnostics were used: a spectral anaf/die LES results via a
spectral map and an acoustic analysis of the configurateoa tdelmholtz solver.
The spectral map consists in FFT analysis applied on malfjpéssure probes
recorded on the centerline of the intake duct. The samptpiéecy of the pres-
sure signals is 10RHz and the spectral resolution of the FFTs id Blz since
25 LES cycles are recorded corresponding to a total physioal of 25 s. The
spectral map of the LES pressure signals reveals a very \patdrsim with many
characteristic frequencies, going (for the most energaties) from 1Hz, the
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Fig. 6 Phase-averaged mean pressure in the intake (a) and exbpotr(ifolds, measurement
noted 1 and 4 respectively in Fig. 1(b). LES:; experimentsl. LES results without modeling
of the flame-arrestors {-) are also shown for the exhaust manifold.

Table 2 Longitudinal mode frequencies predicted by the Helmhadilzes and by the LES for
the intake line.

Mode number name location Frequency [Hz]

Helmholtz solver LES

1 1/4 wave full intake line 108 110
2 1/4 wave from valves to manifold 234 -

3 3/4 wave full intake line 251 250
4 5/4 wave full intake line 405 430

frequency of the valve opening, to 6Bx. The structure of the 438z mode is
shown in Fig. 7 (top). This mode is an acoustic eigenmodeefritake duct and
this can be checked by using an acoustic Helmholtz solvér J3fts code (called
AVSP) solves the eigenvalue problem associated to the H#tméquation which
solves the wave equation in a flow:

0.(c20p) + w?p=0 4)

wherec is the local speed of sound apds'the Fourier transform of the pressure
fluctuations at the radial frequenay= 2rf. This solver has been applied to the
intake line with the valves closed since AVSP is not able ke iato account mov-
ing boundaries. The results in Table 2 show that four maigitodinal acoustic
modes coexist in the intake line. The modes 1, 3 and 4 arect\gply the quarter
wave, three-quarter wave and five-quarter wave modes otithéne. The mode

2 is the quarter wave mode between the valves and the intakiéataand it is
damped in the LES. The analysis of the spatial structureefile-quarter wave
mode at 4091z (Fig. 7 bottom) shows that the correspondence with theH80
mode found in the LES is excellent. The slight shift of fregcye and of spatial
structure is certainly due to the fact that the spectral rsdpiilt over the whole
cycle, i.e. valves opened and closed, contrary to the aicozmtfiguration. This
result confirms that this 438z LES mode is a real mode of acoustic nature and
not a hydrodynamic effect or a numerical artifact. Of coutbe AVSP result
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Fig. 7 Spatial structure of the five-quarter wave longitudinal modthe intake ducts. Compar-
ison of the field ofjp’| between spectral map on the duct axis (top) and the Helmbolter
results in the whole intake domain (bottom).

cannot explain why this acoustic mode is damped in the exyi and not in
the computation. Experimental measurements made withemueflarrestors have
shown that they are not the source of damping. This point stilsbe explored
but the agreement between LES and experiment in Fig. 6 reneairellent any-
way.

Figure 8 compares the phase-averaged crank-resolvedupgesistained in
the LES to the experimental measurements at probe 3. Thespamding phase-
averaged axial velocity is also shown. Experimental v&yozalues are extracted
from PIV measurements on the centerline of the duct. Negatlocities indi-
cate a fluid flowing from the plenum to the cylinder. LES andegkpents are in
good agreement during the whole cycle, both for the presandethe velocity.
The strong back-flow occurring at IV@A = —360°) is clearly visible. This phe-
nomenon is not localized close to the cylinder only. Duribhga 20CAD the com-
plete intake line flows back to the plenum. Thereafter, the 8aters the cylinder
until a second minor back-flow occurs again just before IZ8 £ —170°). When
the valves are closed @A = —120, the flow continues to oscillate between the
intake ports and the plenum. The variations from one cycétither are roughly
constant during the whole cycle, of the orderte m/s. It is worth reminding that
this behavior corresponds to a probe located on the camasfithe duct. A probe
located at the same longitudinal position but shifted inrtttgal direction exhibits
noticeably different evolution. In extreme cases, bothtp@sand negative veloc-
ities may be found in a given section of the duct as shown in%ighis complex
evolution of the velocity, rapidly varying from negativepositive values both in
space and in time, confirms how challenging it would be to deflandary condi-
tion in section 3 (Fig. 1(a)) because it is too close to tharengAt this section,
the flow changes sign with time and is not homogeneous in s@mesidering
Fig. 9, the simple question of defining if the boundary caondishould be an in-
let or an outlet is already a difficult task. Moreover, it hade noted that all hot
gases flowing back to the intake boundary condition are™fosthe computation
since the boundary condition is generally built only to feett fresh gases into
the domain. This is not very problematic for a motored engmmputation where
all gases have a quasi constant composition and tempefatuiemay become
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Fig. 8 Phase-averaged crank-resolved pressure (a) and velbgitythe intake duct, measure-
ments noted 3 and 6 respectively in Fig. 1(b). LES; experimentsll.
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Fig. 9 Phase-averaged axial velocity field (LES) in a cutting pldmeugh the intake ducts at
180CAD before TDC (location 3 in Fig. 1(b)). The isoline of null velty is also plotted.

an important source of errors for reacting cases where deaeiig the engine
strongly differ from fresh gases feeding it.

5.2 In-cylinder predictions
Flow characteristics

Figure 10 shows instantaneous velocity fields obtained b$ BEfour distinct
times. These fields exhibit the typical structures encaedteluring the intake,
compression and exhaust strokes. At IVO, a back-flow firstiscdue to the lower
pressure within the intake pipe. Then, after abouC2D, fresh gases start enter-
ing the cylinder. The annular valve jets interact with théirder head and the
piston to form smaller structures (Fig. 10(a)). At highelvedifts (Fig. 10(b)),
the jet direction coupled to the piston movement induces lakmewn tumbling
motion in the cylinder. During compression, the tumble motbecomes more
and more structured until TDC as illustrated in Fig. 10(d)isTorganized mo-
tion disappears during the expansion stroke. The exhao&estlso begins with a
back-flow from the exhaust pipe into the cylinder. Due to tagnsmall valve lift,
the flow is sonic around the valve heads (Fig. 10(d)). At highxaaust valve lifts,
the pressures of the exhaust pipes and the cylinder balat@nd air is driven
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Fig. 10 Instantaneous velocity fields (LES) in a vertical crosgisawf the 10th cycle.

out by the piston motion.

The evolution of the in-cylinder pressure during the whofele is plotted in
Fig. 11. Both mean LES cycle and mean experimental cyclesdepieted. During
the main part of the cycle (Fig. 11(a) and Fig. 11(c)), the mie&S signal is su-
perimposed to the experimental curve. However, during trepression stroke
(Fig. 11(b)) LES overpredicts the pressure rise, leading tigher maximum
mean pressure. Afterwards, the LES recovers the experaheuve with a very
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Fig. 11 Evolution of experimentall) and LES {—) phase-averaged cylinder pressure during
the whole cycle.

good agreement. The LES behavior around TDC indicates lisat@mpression
ratio used in the simulation differs from the experimenta¢ ocertainly because
of blowby issues often encountered experimentally withoapengines.

Assessment of quality and reliability of the multi-cycle R E

Before going into more details, the quality and the relipidf the multi-cycle
LES has to be assessed. The quality of a LES may be investigaiag two
categories of estimators: single-computation estimatogsid-model procedures
which require several simulations (typically a standamation, then a simula-
tion with a modified SGS model, and finally a coarse grid sittioig [22, 6, 23].
In the present study, the efforts in terms of grid meshing@Rdl time are too im-
portant for considering the second class of indicatorsrdfbee the quality of the
simulation is evaluated by means of the ratio between SG®sity vt and fluid
viscosityv. Figure 12 displays the evolution of the mean and maximuio caer
the cylinder volume. The mean values are globally lew 6) during the whole
cycle whereas the maximum values do not exceed 20. Thedésreslicate that
the set of grids used in the simulation allows a correct tegmi of the flow during
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Fig. 12 Computed SGS viscosity normalized by fluid viscosity in thiécler: volume-averaged
ratio (—), maximum ratio{--).

most of the cycle. The most critical periods in terms of flogalation are encoun-
tered around compression TDC and EVO. Indeed, during theooession stroke,
the grid resolution stays almost constant (fro@r@mat BDC to 065mmat TDC)
while the turbulent scales strongly decrease (typicallyalfsctor of ten [21,7]),
leading to an insufficient resolution around TDC. At EVO, gri is much more
refined ¢ 0.07 mmin the valve seats) but the turbulent activity generatedhey t
high speed jets in the valve seats480m/s) is too strong to avoid higher levels
of turbulent viscosity.

The reliability of the simulation is also controlled by thiatsstical sampling.
In order to compare the LES to the experiments, phase aveyagiperformed:
phase-averaged quantities are obtained using 25 cycles irBS and 100 cycles
in the experiment. Previous studies [30,9,44,18] havaadiraddressed the im-
pact of the number of cycles used for phase averaging. Fa@jimgthe relevance
of the LES sample size, a convergence analysis was perfofinseédn the ex-
perimental data. It consists in evaluating the differenetgvieen a phase-averaged
velocity overn cycles (= 10, 25,50, 75) and the reference phase-averaged veloc-
ity over 100 cycles. The differen&$” evaluated by Eq. 5 is computed along a
vertical velocity profile sketched in Fig. 16(a):

CA CA
ca_ 1 jovlinderhead <VUX2+UZZ>n _< U’?+U22>1oo
gCA — = / — dz, (5)

Az Jpon (VOZ+0Z)

X z

100

where(.)%” is the ensemble averaging ovecyles at a given crank ang®A and
A, is the integration vertical height.

Table 3 shows the erraf” at four instants of the intake and compression strokes.
It suggests that = 25 is sufficient to evaluate the mean in-cylinder dynamicsesi
the experiment shows a difference of about 6% between a fheesaging over
25 cycles and a phase-averaging over 100 cycles. A simildystas carried out
for the root mean square (RMS) of the velocity. Table 3 indisahat a minimum
of 50 cycles would be necessary to obtain an error of 10% on R#&&ities,
thus confirming the hypothesis of Heywood [21] or Cedilal. [4] for example.
It is worth noting that 25 cycles allow an acceptable estinwdtthe RMS values
nonetheless+ 10% error except in the early times after valve opening).
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Table 3 Convergence analysis on the number of experimental cyskes for ensemble averag-
ing: differences with respect to reference quantitiesayed over 100 cycles.

CAD before Mean velocity RMS of velocity
TDC €10 &5 &0 E&r5 €10 &5 &o E&r5

% % % % % % % %
280 9.7 55 3.9 3 224 177 114 5.2
240 84 6.2 23 17 164 93 5.2 1.9
180 15 64 47 23 199 97 71 44
100 17 56 36 13 20 12 7 2.3

Table 4 Convergence analysis on the number of LES cycles used ferdys averaging: dif-
ferences with respect to reference quantities averaged®6veycles.

CAD before Mean velocity RMS of velocity
TDC & &0 &5 €0 & &0 &5 &0

% % % % % % % %
280 234 138 6.5 35 474 242 132 6.9
240 175 74 52 22 388 205 114 53
180 133 6.1 5 43 49.1 175 85 8.1
100 9.6 64 51 37 584 26.1 127 6.5

The same analysis can be then done for LES results but onlyb @myd@es. Ta-
ble 4 shows that computing 10 cycles only (as done by sevetibes [9,46,19])
allows a reasonable analysis of the mean flow. Converselyaarekpected, this
is insufficient for RMS quantities considering that the refeee values obtained
with 25 cycles are already a limited estimation of the refles.

It has to be mentioned that this analysis is of course résttito an aerody-
namic point of view since the configuration is a motored eegiase. For fired
operating points, the same kind of analysis could be cagigavith combustion
indicators like the flame surface or heat release fieldselsime conclusions are
probably valid for stable and weakly unstable operatingnspione can expect a
noticeably different conclusion for highly unstable cages. a much larger sta-
tistical sampling would be necessary).

In-cylinder flow field

Figures 13 and 14 compare the measured data to the compuasd-pheraged
axial and vertical velocity fields in the median plane of tlyéndler (plane 5 in
Fig. 1(b)) at four distinct times. The axial velocity fieldeeamore representa-
tive of the flow motion induced by the valves whereas the sakttomponent is
more representative of the movement of the piston. Notethizatvindow of PIV
measurement (Fig.1(b)) has been reduced to exclude zoreze lalser reflections
or leaking oil issues were encountered in the near wall rediothe remaining
window, the LES mean axial velocity component is in good agrent with the
experimental data. The global shape and the level of védsaiheasured by PIV
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Fig. 13 Comparison of LES (left) and PIV (right) results for the plaseraged axial velocity
component (measurement noted 5 in Fig. 1(b)) at four instant

are well reproduced by LES. Nevertheless, discrepancéestaerved, especially
at 280CAD before TDC. For the mean vertical velocity component, ttseip-
ancies are slightly larger. On the right side of the chamberyalve jet does not
penetrate in the LES as far as in the experiment (Figs. 14ghY14d(c)), resulting
in a different jet/tumble interaction in the upper part a thamber. However, the
overall comparison of the flow structure remains rather good

5.3 Cycle-to-cycle analysis

In this section, the emphasis is put on the CCV analysis (fsqure and velocity
variations in the cylinder: CCV are usually studied in tewhmaximum cylinder
pressure but this quantity gives only a global overview eféhgine stability. The
study of velocity CCV allows a more precise and local chamazation of the flow
unsteadiness.
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Fig. 14 Comparison of LES (left) and PIV (right) results for the piaeraged vertical velocity
component (measurement noted 5 in Fig. 1(b)) at four instant

Pressure variations

Figure 15 presents the return map of the maximum in-cylipdessure. This con-
sists in plotting the maximum pressure of cyiclel (normalized by the maximum
pressure of the mean cycle) versus the maximum pressure pfelseding cycle
The level of CCV in the cylinder pressure is very low for bote%.and experiment
(relative variation< 0.4%), meaning that LES correctly reproduces the stability of
the experimental point. One can observe that neither LE@xperiment exhibit
a regular pattern meaning that no obvious relation exidisd®n a cycle and the
following one. However, little less CCV are observed in tieS.compared to the
experiments. Contrary to the experiment where the pressgnal at the plenum
slightly varies from cycle to cycle, the same signal is ingzbg the LES for all
cycles. Tests are currently underway to check if this sifigaliion could modify
the results in terms of cyclic variations. The differences@mpling size could be
another reason for these discrepancies. Finally, the userelfatively low-order
numerical scheme combined with a Smagorinsky model knowretdissipative
may also lead to an excessive dissipation that could red@é C
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Fig. 15 Maximum in-cylinder pressure of cycle+ 1 (normalized by the maximum in-cylinder
pressure of the mean cycle) versus the maximum in-cylindessore of the preceding cydle
comparison between experimenta) &nd LES {) results.

Aerodynamics variations

Even if pressure CCV are very low, CCV can be significant far ith-cylinder
flow field. To illustrate this point, Fig. 16 shows CCV in theawelocity at dif-
ferent crank angles. The axial velocity component is ptbang the z-axis in
the center of the cylinder. For the sake of clarity, the 100eeinental cycles are
not superimposed and only a confidence envelope is plotteel IGwer and up-
per part of the confidence envelope contains 95% of the expetal cycles and
are estimated a&JX)100— 2- dux and(UXx)100+ 2- Oux respectively, withoyx the
standard deviation of the axial velocity.

Fig 16(b) shows that CCV levels are slightly higher in the emppegion of the
profiles during the first times of the intake stroke, due tov&géts. During com-
pression, Fig. 16(d) and (e) show that the variations aredgemeous over the
entire height of the chamber with lower levels than durirgititake stroke. How-
ever, a normalization by the mean velocity reveals thatékeive intensity of the
variations is stronger during the compression stroke,raady shown by Gorynt-
sevet al. [14]. The comparison between the computed instantanealsscgnd
the confidence envelope is satisfactory during the wholéecgspecially during
the intake stroke, meaning that LES is able to capture thatiams of the in-
cylinder dynamic.

To determine precisely where aerodynamic CCV occur duricgcée, a proper
orthogonal decomposition (POD) [26] analysis of the inkayér velocity field is
carried out using the snapshot method introduced by Sing¥it]. To take into ac-
count the deformation during a cycle, a phase-dependentiB@&formed every
5CAD [11]. Figure 17 presents the energy distribution of the tigihésst energy
modes found in the POD as a function of tBA. The largest part of the energy
(~ 70%) is contained in the first mode which corresponds to themflew (simi-
lar results were found in [1]). The other modes reveal theaigl fluctuations and
their corresponding energy denotes their level. In othedgicat a considerddA,
POD allows an energetic classification of the CCV of the ilincler dynamic.
The ratio between energies of the first and second mode dsghes CCV are
very low during the intake stroke((3%) and become stronger during the com-
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pression with a maximum value near TDE 9.5%) due to the vortex breakdown
and near BDC of the expansion stroke{.5%). This result is thus consistent with
the previous analysis for velocity profiles.

Figure 18 presents iso-surfaces of the most and second neygetic POD modes
found inside the cylinder. It shows that CCV at 2B8D before TDC are mainly
created in the mid-plane of the cylinder by the shear betwleeralve jets. Then
the flapping of the jets becomes the main source of variat®illastrated in
Fig. 18(b).

At 180CAD before TDC, the location of the most energetic mode comiyiete
changes. Indeed, at this crank angle the tumbling motionrbes the most ener-
getic mode instead of the intake jets. During the compressimke, Fig. 18(d)
shows that variations are provided by the wall/tumble Bt&on and some varia-
tions are also concentrated in the center of the cylindeichwimay be related to a
tumble core precession [27, 3].
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Fig. 17 Energy distribution of the first 10 most energetic POD modes.

6 Conclusion

This paper presents a methodology designed to study CCMd@geCycle Vari-
ations) in IC engines using multi-cycle LES. In order to littie influence of the
boundary conditions and to ensure proper acoustic resalutie computational
domain takes into account almost the whole experimentaitbercluding intake
and exhaust ducts and plenums. The numerical strategydeimesh movement
of tetrahedral elements, modeling of the flame-arrestodsspecific treatments
of boundary conditions at inlet and exhaust. The methodol®¢ested on a non-
reacting stable operating point with low CCV and comparedxperimental re-
sults. 27 consecutive LES cycles are computed but only 2esyre considered
for the analysis. Very reasonable turnaround time is aelieince only 18 hours
(elapsed time) are necessary to compute a single cycle sficactivity in intake
and exhaust ducts is validated against both pressure tregscheasurements and
a Helmholtz solver. The flow dynamic in the cylinder is welbreduced by LES
with levels of CCV comparable to the experiments. The highbsolute varia-
tions are found during the intake stroke but a normalizabigrthe mean flow
reveals that the maximum relative variations rather oceuing the compression
stroke. This report is confirmed by a proper orthogonal dgmusition analysis
that spatially locates the dynamic variations and dendteis torresponding en-
ergy. The high levels of dynamic CCV have little impact on éwelution of the
cylinder pressure. The variations in maximum pressureratedd very low both
in the LES and in the experiments. The stable nature of theatipg point is thus
well reproduced by the simulation. The next step is to appiythethodology for
fired operating points with higher CCV levels. The abilityldS to predict both
stable and unstable points and their corresponding CC\beidinalyzed in future
publications.
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Fig. 18 Iso-surfaces of eigenfunctions of the POD first (black) aecbad (white) most ener-
getic modes.
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