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ABSTRACT
Internal cooling channels of turbine blades are rib-roughened to increase the heat trans-
fer between the wall and the coolant. A large effort has been made in simulating these flows
with Large Eddy Simulations (LES) to have a better understanding of the flow physics. This
contribution focuses on the thermal prediction capabilities of LES for such cooling channels.
Of particular interest to this study is the influence of the thermal boundary condition on the
heat transfer coefficient. If important, this strongly indicates that conjugate effects exist that
would need to be modeled resulting in significant additional computational cost. Studies were
carried out for Reynolds numbers of 40,000 at different thermal uniform heat flux boundary
conditions. The results are compared with experimental aerodynamic and thermal data ob-
tained at the Von Karman Institute for Fluid Dynamics. The main outcomes are: First, the
results show the dependence of the heat transfer coefficient on the imposed thermal boundary
condition, even though it is usually assumed in experimental and numerical studies to depend
only on the aerodynamics; this assumption may not be valid. Second, the dependence of the heat
transfer coefficient on the thermal boundary condition implies that conjugate heat transfer is
important for the current configuration and can be captured numerically, although research on
fully coupled, efficient LES based conjugate heat transfer algorithms is still needed.

NOMENCLATURE
c speed of sound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [ms−1]
Dh Hydraulic diameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
EF enhancement factor
F flux tensor
f friction factor
H rib height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
h heat transfer coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Wm−2K]
L length of channel model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
Ma Mach number
Nu Nusselt number
P pitch length in the ribbed channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
p pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Nm−2]
Pr Prandtl number
q heat flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Wm−2]
r gas constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [J1K−1mol−1]
Re Reynolds number
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T temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [K]
TR temperature ratio
t time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [s]
u, v, w velocity components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [ms−1]
W vector of primary variables
w quantity at the wall
y+, x+, z+ non-dimensional measures of the first cell to the wall
∆x grid cell size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
∆t time step . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [s]
ν kinematic viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m2s−1]
µ dynamic viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Pa1s1]
ρ density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kg1m−3]
λ thermal fluid conductivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Wm−1K−1]
τw wall shear stress . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Wm−1K−1]
CFL Courant-Friedrich-Levy number
LES Large Eddy Simulation
NSCBC Navier-Stokes Characteristic Boundary Condition
PIV Particle Image Velocimetry
SGS Sub-grid Scale
RANS Reynolds-averaged Navier-Stokes
∞ free stream quantity

INTRODUCTION
Trying to comply with the claims for environmental awareness and the rising use of energy, the

turbomachinery industry improves the gas turbine efficiency by several means, one of which consists
in increasing the turbine inlet temperature to increase the turbine cycle efficiency. In modern gas
turbine engines, the turbine inlet temperature exceeds the metal melting temperature such that internal
and external cooling techniques need to be applied and developed. Since the life of a turbine blade
is reduced by half with an increased turbine solid temperature of only 30 Kelvin (Han 2000), the
prediction of local heat transfer coefficients and temperatures is a crucial step towards the design
of high pressure turbine blades and vanes. Current numerical methods lack the needed capacity to
accurately predict the wall temperature and call for new numerical strategies. Reynolds-averaged
Navier-Stokes simulations, for instance, fail to predict complex flow fields and can lead to wrong
thermal predictions. For the present investigation of an internal, rib-roughened cooling channel, Large
Eddy Simulations (LES) have been used, which improve the turbulent flow field and heat transfer
predictions.
The heat transfer coefficient is a frequently used engineering parameter during the thermal design. It
is derived from Newton’s law of convection:

q = h(Tw − T∞), (1)

with the wall temperature Tw, the free-stream temperature T∞, the heat flux q and the heat transfer
coefficient h. In practice, the heat transfer coefficient is used to impose convective boundary con-
ditions at the solid walls to obtain a temperature field inside the blade. For these calculations, it is
normally assumed that the heat transfer coefficient is only dependent on the aerodynamics (Maffuli
and He 2013), such that external influences to the flow imposed through thermal boundary conditions
(whether as iso-thermal, iso-flux or non-uniform thermal boundary conditions) and the inlet to wall
temperature ratio would not affect the heat transfer coefficient. However, few studies do indicate
that the heat transfer coefficient is not independent of the temperatures. Fitt et al. (1986) showed
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an influence of the temperature on the heat transfer coefficient analytically for a laminar boundary
layer. More recently, Maffuli and He (2013) observed a non-linear dependence of the heat transfer
coefficient on the temperature ratio, between fluid inlet and wall, on a 2D Nozzle Guide Vane using
RANS simulations.
Of particular interest to this study is the influence of the thermal boundary condition on the heat
transfer coefficient, questioning the assumption of a constant heat transfer coefficient for a turbulated
cooling channel. A non-constant heat transfer coefficient indicates that thermal influences external to
the fluid have an impact on the solution within the fluid domain and should be included when solving
the thermal problem. Therefore, a conjugate heat transfer problem needs to be solved in which not
only the aerodynamics, but also the heat transfer in the solid are included and solved in a coupled man-
ner. A coupled approach, especially based on LES, would lead to significant additional computational
costs due to the differences in the time scales for the fluid and solid domain, both differing by orders
of magnitude. Currently with Large Eddy Simulations, research is still needed for an efficient LES
based CHT Strategy (e.g., Duchaine et al. 2009), which would be needed to be addressed in further
studies. Experimental studies did recently indicate a conjugate effect (Cukurel and Arts (2013)). An
objective of this study is whether this experimental observation can be found to be true numerically
via LES, while bypassing real conjugate computations by applying different flux boundary conditions
and thus reducing the computational cost.

NUMERICAL METHOD
The fluid flow was computed by the CERFACS in-house LES solver AVBP (Schönfeld and

Poinsot, 1999; Mendez and Nicoud, 2008). Applying Favre filtering to the unsteady, compressible
Navier-Stokes equations (Sagaut 2000), leads to the following LES equations:

∂W̄

∂t
+∇ · F̄ = 0, (2)

with the conservative variables W̄ = (ρ̄, ρ̄ũ, ρ̄ṽ, ρ̄w̃, ρ̄Ẽ) the flux tensor F̄ , the density ρ̄, the velocity
components (ũ, ṽ, w̃), and the total Energy Ẽ. The fluid follows the Favre filtered equation of state
p̄ = ρ̄rT̃ , with the gas constant r. The conductive heat flux is included in the flux tensor and given by
Fourier’s law of conduction:

q̄i = −λ̄ ∂T̃
∂xi

, (3)

with the thermal conductivity

λ̄ =
µ̄(T̄ )cp(T̄ )

Pr
, (4)

where cp is the specific heat at constant pressure, Pr the Prandtl number and µ̄ the dynamic viscos-
ity. The solver uses tabulated values for the temperature dependent specific heat at constant pressure.
The fluid viscosity follows a temperature dependent power law. The unknowns appearing in the LES
equations, i.e. the subgrid-scale (SGS) quantities, need to be modeled. The Boussinesq eddy viscosity
assumption is applied for which a subgrid-scale turbulent viscosity νt is modeled via the Wall Adapt-
ing Linear Eddy (WALE) model (Nicoud and Ducros 1999). Using the SGS turbulent viscosity, the
SGS turbulent conductivity is modeled as λt = ρ̄νtcp/Prt, with the turbulent Prandtl number fixed at
Prt = 0.7. The equations are discretized by centered spatial schemes and explicit time schemes with
a Finite-Element based two step Taylor-Galerkin (TTGC) scheme for the convection in a cell-vertex
formulation (Colin and Rudgyard, 2000 and Donea and Huerta 2003). This explicit scheme is of
third order accuracy in space (on hybrid meshes) and time, providing low dissipation, especially suit-
able for LES. The diffusion term is discretized with a vertex-centered operator closely following the
Galerkin method and is of second order, having a ∆2 stencil (Colin et al., 2003 and Donea and Huerta
2003). The time step is controlled via the Courant-Friedrich-Lewy (CFL) condition for compressible
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Figure 1: Sketch of the channel geometry.

flows: CFL = (U+c)∆t
∆x

' 0.7, with the smallest grid cell size ∆x and the minimal ∆t in the whole
domain, U and c being the local flow and sound speeds. The Navier-Stokes Characteristic Boundary
Conditions (NSCBC) of Poinsot and Lele (1992), are applied at the inlet and the outlet.

TEST CASE AND COMPUTATIONAL SETUP
Configuration

Parameter abbr. Value
Reynolds number ReDh 40,000
number of ribs 6
length L 1597.5 mm
hydraulic diameter Dh 75 mm
rib height H 22.5 mm
pitch to rib ratio P/H 10
blockage ratio H/Dh 0.3

Table 1: Channel and flow characteristics (Cukurel 2012).

The applied configuration models the experimental facility of Çakan (2000), Cukurel (2012) and
Cukurel and Arts (2013), which was a simplified model of an internal rib-roughened aircraft gas
turbine blade cooling passage with a pitch to rib ratio of 10 and a blockage ratio of 0.3 (Table 1 sum-
marizes dimensions). The cooling passage was scaled up by a factor of 15 with respect to real engine
conditions (Cukurel, 2012). The scaling ratios for the experiments resulted from a compromise be-
tween the need for high measurement resolution and limiting electrical power supply (Çakan 2000).
The experimental facility consisted of three sections: an inlet, a test and an outlet section from which
the test section with its six ribs was fully represented by the configuration for the numerical simula-
tions (Fig. 1). Only a part of the inlet and outlet sections were simulated with appropriate boundary
conditions. The cross section dimensions were 75x75 mm and the test section length was 1260 mm.
Although the rib of the cooling channel repeats itself periodically, the total number of six ribs was kept
similar to the experimental model to avoid possible arbitrary effects of periodic boundary conditions
that occur as Fransen et al. (2012) have shown.

Flow and boundary conditions
No-slip conditions were applied at all walls. The inlet and outlet boundaries are positioned far

from the actual part of interest avoiding major influences on the flow around the ribs. Adiabatic
conditions were applied on the lateral walls and the top wall, while iso-flux boundary conditions were
applied to the rib-surrounding surface. Keylock et al. (2011) demonstrated on a single rib with a
lower blockage ratio (0.15) than in the present study that the rib has such a strong effect on the flow
that the precise nature of the inlet condition, with regards to the turbulent fluctuations and length
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scales, is forgotten and only small differences for the flow separation and reattachment may appear.
The reattachment lengths and many flow quantities will be preserved reasonably well, regardless of
the inlet profile. Due to the even larger blockage ratio used in this study, a turbulent mean profile
without fluctuations for the flow was applied as inlet condition. At the outlet, the static pressure was
set. To simulate the exact flow conditions with the small Mach number of the experimental campaign
of Cukurel (2012) at Ma = 0.02, the computational time (using a compressible solver with explicit
time integration) would have been unjustifiably long. Hence, the Mach number was increased to Ma
= 0.2, keeping the same Reynolds number, based on the bulk velocity and the hydraulic diameter, at
40,000. This scaling granted a decrease of the computational cost and a re-scaling to more real engine
conditions, while maintaining the similarity with the experimental data and keeping the simulated
Mach number small enough to avoid compressibility effects.

Mesh description

(a) Mesh around two ribs (b) mesh around rib corner

Figure 2: Mesh around two ribs and rib corner.

Due to the ubiquitous presence of walls in the internal cooling passage and the need for resolv-
ing the walls instead of using wall-functions to obtain a realistic heat transfer coefficient, the mesh
requirements are high, leading to demanding and costly wall-resolved LES.
The unstructured LES solver AVBP was in particular designed to deal with hybrid meshes, therefore
a hybrid mesh (consisting of tetrahedra within the channel and prisms at the walls) has also been used
for the current application. Figure 2(a) shows the tetrahedra of a used mesh around two ribs of the
channel in the symmetry plane. To obtain the correct temperature and heat transfer, the closest grid
point needs to be within the viscous sublayer, leading to small grid cells at the wall. A prismatic layer
in the wall-normal direction provides a good orthogonality and needs less elements for the same reso-
lution than a tetrahedral layer. Finally, prismatic layers reduce (with a larger possible aspect ratio and
cell volume) the constraints on the time steps that are required for stability. Figure 2(b) shows a zoom
at the corner of a rib visualizing the prism layer. Fransen et al. (2012) and Fransen (2013) observed
that using one prism layer results in the best mesh quality for a hybrid mesh in such a ribbed geometry.
Increasing the amount of prism layers penalized the quality in the rib to bottom wall corners.

RESULTS AND DISCUSSION
The following section first presents a mesh convergence study showing five levels of refinement.

After assessing the quality of the used mesh and the aerodynamics field, the section shows the results
for the heat transfer comparing two different cases. Both cases were done with the highest quality
mesh, resulting from the mesh study, at 12,000W/m2 and 120,000W/m2 comparing each others
heat transfer enhancement to observe the dependency of the heat transfer coefficient on the boundary
condition.
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Enhancement Factor and mesh convergence
A comparison of different mesh resolutions resulting in a convergence study, and its effect on

the enhancement factor (EF) has been done. The enhancement factor quantifies the increase of heat
transfer in comparison with a correlation valid for flow in a smooth pipe at the same Reynolds number.
It is defined as:

EF =
Nu

Nu0

. (5)

The Nusselt number is defined as:
Nu =

h ·Dh

λ(T )
, (6)

with the heat transfer coefficient h, the hydraulic diameter Dh and the fluid conductivity λ . The
Dittus-Boelter correlation (Dittus and Boelter 1930) gives the denominator for the enhancement factor
(valid for 0.7 < Pr < 120) and is defined as: Nu0 = 0.023Re

4/5
Dh
Pr0.4. The heat transfer coefficient h

is defined as in Eq. (1), while T∞ is defined as the bulk temperature Tbulk. Due to uniform heating and
periodical flow conditions, the bulk temperature is assumed to linearly increase inside the channel.
Considering the values around ribs, the linear increase of the bulk temperature is further simplified
with a sequence of step functions (which results in a constant bulk temperature along the pitch).
This assumption allowed a fair comparison with previous results, which used the same data reduction
approach (Çakan, 2000). A mass flow average was used for the inlet and outlet temperatures of the
simulations.
Table 2 summarizes the mesh properties. Mesh M1 lacked quality to resolve major flow structures.
From mesh M2 on, using a higher resolution and a prism layer in the boundary layer, the aerodynamics
were well represented, but till mesh M3 the heat transfer kept increasing (Fig. 3(a)). Mesh M4 had a
higher resolution mainly in the channel mid-section. To further improve the heat transfer predictions,
mesh M5 used larger cell aspect ratios of wall prisms, while still remaining lower than 8 (∆z '
∆x ' AR · ∆y), as Sagaut (2000) suggests. The histograms in Fig. 3(b) and Fig. 3(c) present the
y+ distribution around the ribs for the meshes M4 and M5. The smaller wall distance of the first
grid point of mesh M5 (and the larger aspect ratios of M5 to keep a reasonable cell count) lead to a
beneficial y+ distribution in comparison with M4, keeping the majority of first node distances within
the viscous sub-layer and y+ < 5. Collado Morata et al. (2012) have recently shown (on a turbine
blade) that with the used solver and numerical schemes a y+ value of 4 leads to good predictions for
the heat transfer. The mean y+ value for meshes M3 and M4 are around this value while the value
for mesh M5 is even smaller. Since the heat transfer changed very little (Fig. 3(a)) from mesh M4 to
mesh M5, the result for mesh M5 can be considered grid-converged. Hence, mesh M5 is assumed to
deliver reliable results and will be used for the analyses in the following sections.

mesh M1 mesh M2 mesh M3 mesh M4 mesh M5
cells 3.53M 8M 10.5M 20.6M 20.3M
nodes 0.69M 1.5M 2M 3.86M 3.74M
prisms no yes yes yes yes
mean y+ 18.72 8 4.1 4.1 3.4
x+,z+ ∼ 1 ∼ 5 ∼ 5 ∼ 5 ∼ 8

Table 2: Used meshes. y+ is defined using the wall-normal distance y, the friction velocity uτ the
wall shear stress τw as: y+ = uτy

ν
. x+ and z+ are defined with the streamwise and spanwise mesh

resolution, determining the aspect ratio of the cell.
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Figure 3: EF of used meshes along the unfolded rib and y+ value distribution around the ribs of the
meshes. y+ is defined using the wall-normal distance y, the friction velocity uτ the the wall shear
stress τw as: y+ = uτy

ν
.

Aerodynamic analysis

Figure 4: Recirculating zones at rib n0 4 visualized with streamlines in the center plane.

The following section presents results for time-averaged statistics. The averaging time of the sim-
ulations was equivalent to 22 flow throughs, which is the time a fluid particle needs to travel through
the whole channel, based on the bulk velocity. Note that the channel contains six ribs, which would
translate to 132 flow throughs in a periodic case, ensuring sufficient statistical convergence.
The streamlines in Fig. 4 show the four main recirculation zones in streamwise direction. Table 3
compares their lengths with the experimental study of Casarsa (2003) as well as Casarsa and Arts
(2005). The values of the recirculation lengths are evaluated by applying the criteria defined by
Casarsa (2003) to assure a direct comparison. The reattachment lengths are therefore measured at a

V1 V2 V3 V4a V4b
exp. (Casarsa, 2003) 3.76H-3.84H 0.225H-0.28H 0.6H-0.9H 1.04H-1.5H -
simulation, case 1 3.7H 0.31H 0.86H 1.46H 0.07H
simulation, case 2 4.09H 0.36H 0.84H 1.69H 0.03H

Table 3: Sizes of recirculation zones in the symmetry plane in streamwise direction (see Fig. 4).
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Figure 5: Streamwise velocity comparisons: (a) between experimental and numerical data along the
symmetry plane at y/H = 0.05; (b) between the two LES cases. Results for experiments by Casarsa
(2003). Note: value for LES results have been divided by the scaling factor for comparison.

small distance above the wall with a negative streamwise velocity for V1 at y/H = 0.05 and for V3 at
y/H = 0.01, a positive streamwise velocity for V2 at y/H = 0.05 and a vertical velocity, exceeding
a threshold of 0.05m/s (scaled for LES) at y/H = 0.05.
Comparing the first LES case with 12,000W/m2 iso-flux boundary condition, the separation down-
stream of the rib (V1) is in good agreement with the measurement, being close to the range of the
experimental uncertainty. The downstream corner region (V2) is only slightly overestimated. The
recirculation bubble sizes agree well for the top (V3) and front (V4a) regions. We also found a small
recirculation region in the upstream corner (V4b) (using a measurement criterion of y/H = 0.005)
that has not been observed prior to this study, to our knowledge.
Figure 5 (a) shows the streamwise velocity in the symmetry plane at y/H = 0.05, comparing the
present LES with the experiment of Casarsa and Arts (2005) showing good agreement. More detailed
quantitative results with respect to the aerodynamics were compared with the experimental data (iso-
thermal) of Casarsa (2003), and Casarsa (2005), which are in good agreement as Fig. 6 shows. The
secondary flow structures as shown by time averaged spanwise and vertical velocity components are
qualitatively and quantitatively well represented by the simulations.
The average pressure drop over one pitch interval is also an important integral parameter to demon-

strate the simulation quality (Arts et al. 2007). The pressure drop is expressed using the friction
factor:

f =
Dh∆P

2LρU2
, (7)

with L being the pitch lengths. The rib effect can be demonstrated by normalizing the friction factor
with the friction factor for a smooth pipe f0 = 0.046Re−0.2. Table 4 shows the ratio of these friction
factors for the simulation compared with an experiment. The difference between the experiment and
the simulation is less than 6% which validates the simulations.

f/f0

experiment (Casarsa, 2003) 12.3 ± 0.25
simulation 13.3

Table 4: Normalized friction factor.
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Figure 6: Time averaged spanwise (a, b, e, f) and vertical (c, d, g, h) velocity component contour
plots on the rib (a-d, streamwise coordinate xc/H = 0, see Fig. 1.) and on the pitch (e-h, streamwise
coordinate xc/H = 5.16) of the channel.

Heat transfer analysis
For the convective computations, iso-flux boundary conditions were applied around the ribs. The

imposed iso-flux boundary condition for the experiment of Cukurel (2012) was 1200W/m2K. Since
we scaled the channel as explained in the previous chapter by a factor of 10 and since we want to
keep the Nusselt number constant with the same conductivity in the fluid, the characteristic length
is now 10 times smaller, such that the heat transfer coefficient will be 10 times larger. To keep the
same temperature ratio from inlet to the wall, the flux needs to be increased by a factor of 10 to keep
dimensionally similar conditions.
Figure 7 shows the heat transfer on the bottom surface in terms of the enhancement factor around rib
n0 4 of the channel and shows a good agreement with the experimental results of Cukurel 2012. The
overall level of the EF in the experiments and simulation is in very good agreement. Moreover, the
effect of the secondary vortical structures on the EF is well visible in the EF contour plot. Only at the
front and top parts of the rib the EF level differs quantitatively. A reason for parts of this discrepancy
could be lateral conduction in the experiment, since it is very difficult to impose iso-flux boundary
conditions on the edges without any lateral conduction, thus smoothing temperature peaks that occur
in the numerical simulations.
The relative bulk flow temperature (or temperature ratio) T∞

∆T
was assumed to have only a small effect

on the heat transfer in the experiments (Cukurel and Arts 2013), and it is assumed that the Nusselt
number depends only on the Reynolds number, the conductivity ratio between fluid and solid and the
Biot number: Nu = f(Re,K,Bi). To investigate the validity of this assumption, a second compu-
tation with a iso-flux boundary condition, increased by one order of magnitude in comparison with
the first simulation, was done. In contrast to the assumption that the temperature ratio is negligible,
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Rib
Upstream Top Downstream Mean Inter Rib Average Increase

experiment* 3.2 2.86 1.89 2.65 2.2 2.31 -
LES 12,000W/m2 2.65 3.72 1.7 2.7 2.04 2.2 -
LES 120,000W/m2 3.8 3.68 1.89 3.12 2.35 2.48 13%

Table 5: Enhancement Factor comparison; *experiment by Cukurel and Arts (2013).

Fig. 8 shows that there is indeed an influence of the inlet to wall temperature ratio on the heat transfer
coefficient or respectively the enhancement factor. Globally, the enhancement factor varies by 13
% (Table 5 summarizes all values for the enhancement factor). The largest difference between both
simulations appears at the rib front (Fig. 8 (b)), where the difference is on average 43 % and locally
more than 100%.
The changes of fluid properties (viscosity and density) in the channel, especially close to the walls
exposed to the iso-flux boundary conditions lead to changes in the aerodynamics, as Table 3 shows,

−6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6
xc/H[-]

(a) Experiment (Cukurel 2013) with flux kept constant.

−6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6
xc/H[-]

0 1 2 3 4

EF[-]

(b) LES with iso-flux boundary conditions.

−6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6
0
1
2
3
4
5
6

xc/H[-]

experiment
LES 12000kW/m2

(c) EF for LES and experiment around unfolded rib.

Figure 7: EF contour plot over rib n0 4 for convective computations (b) in comparison with experiment
(a). View on the bottom surface with the front and back surfaces of the rib unfolded. Quantitative
comparison between LES and experiment EF (c).
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(b) EF at rib front
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Figure 8: EF over rib n0 4 (a) and the rib front (b) and the temperature around the rib for two different
convective computations.

where the recirculation zones of different vortices are compared between the two cases. The larger
recirculation zone V1 leads to an accelerated flow downstream, stronger impacting the next rib (Fig. 5
(a) and (b)), leading to a modified heat transfer. In addition, due to changes of the fluid temperature,
the fluid conductivity λ(T ) changes and thus also alters the heat transfer (Fig. 9(a)).
In discussing the differences between both computations, a review of the definition of the heat transfer
coefficient (Eqn. 1) with the bulk temperature Tbulk is inevitable. The choice of a linearly increasing
bulk temperature along the channel introduces errors as Fig. 9 (b) shows, where Tbulk is compared
with the time-averaged temperature along the centerline for both cases. Moreover, the flow condi-
tions in the channel are far from the assumptions of an ideal thermal boundary layer, as it is found
on a heated flat plate, for which Eqn. 1 is more suited. It assumes the temperature reaches a con-
stant value outside of the thermal boundary layer, which is not present in the current investigation as
Fig. 9 (c) demonstrates. It shows non-dimensionalized temperatures for both cases starting perpen-
dicular from the rib front at different heights, until reaching upstream the previous rib. Regarding the
rectangular geometry of the heated walls, it is apparent that an unambiguous choice for the bulk tem-
perature cannot be made. Also, none of the temperature distribution reaches unity, meaning the bulk
flow temperature. Nevertheless, the change in channel aerodynamics, the choice and approximations
of the reference output quantities of interest and the change in density, viscosity and fluid conductivity
cannot solely explain the large differences for the heat transfer coefficient with the changed thermal
boundary condition. It is furthermore assumed that the effect of the upstream history in the boundary
layer as Maffulli (2013) describes, may also be important. Moreover, the upper half of the rib front
is exposed to the reestablishing flow (Fig. 4) and is therefore particularly sensitive to changes in the
operating or boundary conditions. This is where the largest differences between the two simulations
appear as well as as where differences between both simulations and the experiment occur.
For the practical case of a real turbine blade, assuming a coolant temperature of 900K and a metal
temperature at the material limit of 1200K (e.g., Cukurel and Arts, 2013) and a Biot number of order
unity, we obtain a temperature difference in the blade of around 10K. Locally, this value may be larger
due to larger local enhancement factor differences. Since the life of a turbine blade is reported to be
half for an increased temperature of 30K, this temperature difference demonstrates the severe impact
of the applied boundary condition on the design application.
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Figure 9: Impacts on the heat transfer coefficient and the EF.

CONCLUSIONS
This contribution shows a non-negligible influence of the thermal boundary condition on the heat

transfer coefficient for a turbulent flow of a rib-roughened internal cooling channel, which was in-
vestigated using an LES code (AVBP) developed at CERFACS. The results were compared with PIV
measurements and with heat transfer and temperature measurements finding a good agreement be-
tween the simulations and the experiments. The mean flow structures are well represented in the
simulations. The enhancement factor along the channel for the similar scaled computation is also
in good agreement with experimental studies. The second simulation with increased flux shows a
global difference of 13 % and differs locally by more than 100 %. This means that for temperature
predictions with design application the imposition of a constant heat transfer coefficient may lead to
significant differences in comparison with the true physics. The cooling channel heat transfer compu-
tation can no longer be considered as being decoupled from a solid part and coupled simulations are
needed.
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